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Artificial intelligence has developed greatly since its early inceptions. What grew out of 

the idea of modeling human neurons with the Perceptron (Rosenblatt 1958) has since become a 

sophisticated and widely used technology. Li, X. and Zhang, T. believe this technology “will 

change our economy and society significantly in the near future” due to its ability to aid with 

“dangerous and tedious tasks,” however it comes with “potential risks and threats” (2017, p. 1).  

As the applications of artificial intelligence become more widespread, its potential for misuse or 

result in other damages due to its limitations must be assessed. To address the potential risks of 

AI, its limitations and how they may be improved with future innovations will be analyzed, as 

well as the need for regulations (Fournier-Tombs, 2021) to ensure the ethical use of artificial 

intelligence. 

 While artificial intelligence has developed greatly since its origin of the Perceptron, it is 

still young and has a number of weaknesses. Author Kefei Zhang (2020) describes, “artificial 

intelligence algorithms rely on big data,” and as such, without “integrity of original data…. the 

conclusion will be less objective even if the calculation process is impeccable” (p. 1). As a 

technology that is becoming increasingly prevalent in modern systems, the study of 

shortcomings of artificial intelligence is imperative to ensure safe and proper use. Potential 

future developments must also be considered. Most artificial intelligence today is known as 

“weak AI,” which as Lu et al. (2017) describe “is designed to perform a special task” (p. 1). 

Recent research has focused on developing an improved “strong AI” or “general AI” which 

would “outperform humans at nearly every cognitive task” (Lu et al., 2017, p. 1). 

 To gain an understanding of the limitations of artificial intelligence, the state-of-the-art 

report will consider the development path from the inception of the Perceptron (Rosenblatt 1958) 

to the current state-of-the-art technologies such as deep neural networks and machine learning.  
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Specifically, it will introduce issues in modern artificial intelligence that arise from its 

dependence on big data (Zhang, K. 2020). Issues from big data, which itself is inherently flawed 

(Gudivada et al., 2015), are propagated to the outputs of machine learning models. Figure 1 

represents a modern artificial intelligence system, specifically a deep neural net machine learning 

model. Each point in the model represents a “neuron” which takes in input data and performs 

some actions to produce output data. Each layer of neurons is connected by lines in the diagram 

such that the output of one layer acts as the input to the next until a final output value is reached. 

If the initial data set has issues such as statistical bias, these issues will be propagated from one 

layer to the next. Specifically, when biased data is used to train the model the weight values (Wi) 

will be trained with the same bias. When such a network is used on testing data, output 

predictions will be made using biased weighting.  

 

 Figure 1: Diagram of a Deep Neural Network. The diagram represents a deep neural network 

consisting of nodes called “neurons.” Each neuron receives a set of input and produces output 

through its connections to other nodes. The weights, shown as Wi in the diagram, are “learned” 

by the model for each layer through training data. The output from one layer of the network is 

used as input in the next layer. (Boehmke, 2018) 
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The paper will provide an overview of proposed solutions to these issues stemming from big 

data, mainly the introduction of statistical methods to mitigate issues within the original data set 

and to provide context for interpreting the output (Friedrich et al., 2021).  

The tightly coupled STS paper considers another facet of the increasing prevalence of 

artificial intelligence algorithms, namely the potential for misuse as algorithms become more 

sophisticated as well as the complex ethical dilemmas surrounding the data which algorithms 

collect and use. The risks for purposeful unethical use of AI are numerous, as Li, X. and Zhang, 

T. (2017) describe, “attackers can launch a large-scale attack with [few resources] when using 

intelligent methods” to, for example, “access private information illegally” (p. 2). According to 

Li, G. et al. (2019), “the current policy system is not perfect” and insufficient for the threats of 

“personal privacy leakage, widening the gap between the rich and poor, and environmental 

pollution” (p. 1). McStay and Rosner (2021) introduce one example of the ethical issues 

concerning the data collected and used by artificial intelligence, in particular in the case of 

children’s toys. In contrast to Li, X. and Zhang, T., McStay and Rosner believe that new 

legislation is not necessary for regulating the use of AI, however current legislation must be 

better enforced (p. 8). The STS paper will review the current policies on data protection and 

compare these with the proposed means of regulating artificial intelligence algorithms to 

determine whether regulation is required to regulate this emerging technology. 

 All research of articles and opinions on the topics described above will be conducted by 

myself, with preliminary research having been conducted already and continuing into the coming 

Spring 2023 semester. Both the state-of-the-art report and the STS paper will be written by 

myself, with guidance from advisors Catherine D. Baritaud of the Department of Engineering 

and Society and Brianna Morrison of the Department of Computer Science. 
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LIMITATIONS OF ARTIFICIAL INTELLIGENCE WITH BIG DATA 

 

The technical state-of-the-art report will consider the issues with modern artificial 

intelligence systems as they pertain to reliance on ‘big data.’ As Zhang, K. (2020) describes, 

“artificial intelligence algorithms rely on big data… [which] is incomplete in some levels” (p. 1). 

He goes on to describe how if these issues are not addressed, or are even “strengthened and 

amplified by artificial intelligence algorithms,” then “a series of political and ethical issues will 

occur” (Zhang K., 2020, p. 1). Some specific challenges introduced by big data are “how to 

capture, transfer, store, clean, analyze, filter, search, share, secure, and visualize data” (Gudivada 

et al., 2015, p. 3). Dealing with these issues, as Gudivada et al. describe, “require making several 

tradeoffs among desired scalability, availability, performance, and security” (p. 3). Other issues 

introduced include interpretability, uncertainty quantification, applications with limited training 

data, and selection bias (Dunson, 2018, p. 1). 

The use of artificial intelligence has grown tremendously in recent years, in large part due 

to a number of “dramatic developments” which led to “transformative performance [increases]” 

and the ability “to apply deep learning to a wide variety of data sets and settings” (Dunson, 2018, 

p. 2). As a result, any issues with artificial intelligence technology are of great importance. In a 

mortal example provided by Li, X. and Zhang, T. (2017), technical issues with an AI system 

resulted in the death of a worker by an industrial robot (p. 2). While not always life-threatening, 

issues in artificial intelligence can have a number of real social and political implications. For 

example, if some algorithm is trusted to make decisions, “the needs and wishes of [some] 

disadvantaged groups [may not be] reflected in the final calculation results” if “data shielding” 
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occurs during data collection, i.e. when certain groups are underrepresented in a given data set 

(Zhang, K., 2020, p. 3).  

The research paper will attempt to analyze the problems introduced above and discuss the 

potential improvements proposed in current state-of-the-art research, especially the integration of 

statistical methodology towards designing better artificial intelligence algorithms and improved 

handling of big data (Bülmann & Geer, 2018; Dunson, 2018; Friedrich et al., 2021). Specifically, 

the paper will discuss how statistics can be used to (1) mitigate issues that arise from big data, 

(2) improve data collection, (3) provide context and degrees of certainty to results, and (4) 

minimize bias. Additionally, the paper will briefly consider the limitations of current artificial 

intelligence as “weak AI” which is constrained to solve specific problems, and evaluate current 

research towards designing “strong AI,” which can extrapolate learning to create “new ideas” 

(Lu et al., 2018, p. 1). 

The paper will be conducted by first collecting and analyzing current state-of-the-art 

research concerning the reliance of artificial intelligence on its training and testing data sets and 

resulting limitations, then analyze what methods have been proposed for improving upon these 

limitations, namely through the use of statistical methodology, and finally considering the 

likelihood of artificial intelligence undergoing a paradigm shift towards strong AI. Conclusions 

will be drawn about best practices for current systems, and the best means of improving 

algorithms in the future. No additional resources or funding will be necessary to complete this 

paper. It is hoped that the research will take the isolated studies of the topics described above, 

limitations of current AI, the potential to improve methodology with statistical analysis, and 

other future improvements, and put them in context of each other, thus giving an overview of the 
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development of artificial intelligence systems up to this point, and how they might be advanced 

going forward. The style of this paper will be that of a scholarly article.  

 

ETHICS AND RISKS OF AI: THE NEED FOR REGULATION 

 

 The STS research paper will discuss the problem of regulation and policymaking 

concerning artificial intelligence. Specifically, it will consider the current policy that governs 

data protection and privacy rights compared to the proposed legislation specific to artificial 

intelligence. The paper will discuss whether current policy is sufficient to ensure ethical use of 

AI, or if new legislation is required due to the unique cases introduced by AI algorithms. As 

discussed in the technical report prospectus, artificial intelligence has developed greatly in recent 

years (Dunson, 2018, p. 1). As awareness of artificial intelligence methods has grown, so has the 

desire for ethical usage of the technology (Kieslich et al., 2022, p. 11). However, opinions on the 

need for new regulation vary. Li, G. et al. (2019) argue that “the current policy system is not 

perfect” and changes are necessary to protect against “personal privacy leakage, widening the 

gap between the rich and poor, and environmental pollution” (p. 1). Others such as McStay and 

Rosner (2021) argue that current policy is sufficient, but must be better enforced (p. 8). These 

opinions come from different contexts, however. Li, G. et al. discuss the dangers of artificial 

intelligence methods when used by an adversary who intentionally seeks to do harm, whereas 

McStay and Rosner discuss the ethics of using artificial intelligence for emotion recognition and 

emulation, and the privacy of data collected by AI.  

This illustrates a complication in discussing the regulation of artificial intelligence. As 

the number of domains in which artificial intelligence is used continues to increase, the ability to 

regulate its use under the same policies becomes increasingly difficult. Figure 2 shows the wide 
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variety of algorithms that fall under the label of artificial intelligence. Each of these algorithms 

are applicable to a number of different problems, for example classification and clustering are 

often used for classifying text, called “natural language processing.”  

 

Figure 2: Branches of Artificial Intelligence. The diagram displays a wide variety of groups and 

subgroups of algorithms which are considered to be artificial intelligence (Villanueva & Salenga 

2018). 

 

The following two examples show how two instances of artificial intelligence algorithms 

can vary greatly, and how regulating AI should vary accordingly. The case study on emotional 

AI in children’s toys discussed by McStay and Rosner states the datification of childhood can 

have potential negative effects such as (1) generational unfairness: children have little control 

over the datafication of their childhood with potential “insidious outcomes” such as “a 

generation of people who have a very confined set of personalities that were heavily influenced 

by algorithms,” (2) manipulation of emotions for economic gain of companies, (3) the longevity 

of data removing the right to forget the past, or let children “experiment with adult topics,” and 

(4) interaction with “synthetic personalities” that result in an “imbalance of care” (McStay, A., 

Rosner, G., 2021, p. 4-5). Despite the numerous ethical issues with emotional AI, the study 

concludes that new regulation is not necessary as emotion data is already protected under 
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legislation regarding sensitive data and/or biometric data (McStay, A., Rosner, G., 2021, p. 8). In 

contrast, Fournier-Tombs (2021) discusses the need for new regulations by the United Nations as 

“uses of AI come under the European Commission regulations list of high-risk activities” (p. 5). 

In addition to protection against high-risk AI, she also discusses the benefits of regulation in 

forcing companies “to be much more considerate of human rights and privacy” (p. 5).  

The variety of scenarios in which artificial intelligence is applied gives rise to a complex 

web of potential risks and ethical considerations, for which additional research is necessary to 

design regulatory methods and/or policies that can handle such a dynamic technology. The 

objective of this paper will be to analyze the SCOT framework for the development of artificial 

intelligence in order to understand the social influences that affect, and are affected by, these 

algorithms. Through analyzing this framework, the paper will discuss the proposed methods of 

regulation and come to a conclusion on how to ensure the ethical use of artificial intelligence. In 

the SCOT diagram shown in Figure 3, the social groups which influence the development of AI 

and are influenced by its use are listed. The engineers develop the artificial intelligence 

algorithm, and choose the data used to train the model. Designers develop the context within 

which the AI is used. Users interact with the algorithm, providing real-world data as input. For 

example, in the case of emotional AI toys (McStay, A., Rosner, G. 2021), the engineers train the 

model, the developers build the toy and implement how the AI is used, and the users provide 

interactive data which the AI algorithm uses to influence the toy's responses. Legislators and 

statisticians are the social groups more pertinent to my technical and STS work. The regulators 

have the ability to affect who is able to be a user, e.g. to protect users such as those children, 

define who can provide input data, both for training of the model as well as in deployed  
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Figure 3: SCOT Diagram of AI. Diagram displays the social groups which influence the 

development of artificial intelligence algorithms, and which are affected by its development and 

use. (Adapted by Henry Todd from Pinch T., Bijker, W. 1984) 

algorithms. Various methods for accountability and regulation include the study of algorithm 

transparency (Ananny, M., Crawford, K., 2016; Felzmann et al., 2019), the introduction of new 

policy (Li, G. et al., 2019) or improved enforcement of existing policy (McStay, A., Rosner, G., 

2021), and human-in-the-loop (Waldman, A., Martin, K., 2022). This paper is anticipated to 

compare the proposed legislation and other methods of accountability with arguments that 

current data protection laws are sufficient and make a decision on what course of action is 

necessary to ensure ethical use of AI in the future. 
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IMPROVING AI AND DEFINING ITS PLACE IN SOCIETY 

 

Due to the presence of artificial intelligence in widespread applications from economics, 

healthcare, education, etc, concerns about the misuse or failure of intelligent computing have 

indicated the need to analyze any technical limitations of current AI and the current policies that 

govern its ethical use. The technical state-of-the-art report seeks to understand these limitations 

of the current technology. It will take special care to discuss the dependence of AI on big data 

and the potential for error propagation from the data sets to outputted results. The technical 

report will furthermore consider how these issues may be improved upon in the future, mainly by 

analyzing the proposed use of statistical methods. The tightly coupled STS research paper will 

study the place of policy and regulatory bodies in ensuring the proper use and development of 

artificial intelligence systems. It will analyze the SCOT framework of current artificial 

intelligence systems to discuss proposed regulatory mechanisms and come to a conclusion on 

how artificial intelligence should be regulated. The conclusions of my technical report and STS 

research will together provide insight into how artificial intelligence should be treated and 

improved upon in the coming years, both from a technical standpoint and in terms of its place in 

society.   
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