




Abstract

Carbon nanotubes (CNTs) have gained a significant amount of research interest for

use in thermal management applications. Measurements have shown an exceptionally high

intrinsic thermal conductivity, k, of individual CNTs. However, when the CNTs are formed

into structures or incorporated into a polymer matrix, the collective thermal conductivity

through the CNT network or nanocomposite material is found to be orders of magnitude

lower than the conductivity of the constituent CNTs. Two major factors may be responsible

for the low conductivity of the CNT structures: the reduction of the intrinsic conductivity of

individual CNTs due to inter-tube interactions, and low thermal conductance at CNT-CNT

contacts that may be sensitive to the surrounding environment.

To investigate the effects of local structure on the intrinsic conductivity of individual

CNTs and the thermal conductance across CNT-CNT interfaces, non-equilibrium molecu-

lar dynamics (MD) simulations are performed for different parameters of CNT junctions

(e.g., contact area, contact angle, etc.) and local structural environments characteristic

of CNT network materials (e.g., CNT length, distance to nearest neighboring junction,

etc.). The results of MD simulations suggest that (1) contrary to the widespread notion of

strongly reduced conductivity of individual CNTs in bundles as compared to the conduc-

tivity of isolated CNTs, the van der Waals interactions between defect-free well-aligned

CNTs in a bundle have negligible effect on the intrinsic conductivity of the CNTs, (2) the

effect of neighboring junctions on the conductance at CNT-CNT junctions is weak and only

present when the junction separation distance is within the range of direct van der Waals

interactions, (3) the conductance through the overlap region between neighboring parallel



CNTs is linearly dependent on the length of the overlap for CNTs and CNT-CNT overlaps

longer than several tens of nanometers, and (4) the linear dependence of conductance on

the overlap area is found to break down for non-parallel configurations with small contact

areas.

In addition, the effect of variation in parameters of MD simulations (e.g., interatomic

potential, thermal bath region length, etc.) on the prediction of CNT thermal properties

is systematically investigated. Discrepancy in non-equilibrium MD predictions of CNT

conductivity found in the literature is shown to be partially caused by erroneous assump-

tions about how conductivity is affected by the location and length of the regions where

the thermal flux is imparted. A more accurate convention for defining the configuration of

the computational cell is presented. Based on the results of the MD simulations, a general

description of the conductance at CNT-CNT contacts is designed for an arbitrary configura-

tion. Agreement in predicted values of CNT-CNT conductance between this general model

and MD simulations is demonstrated. Overall, the results presented here help elucidate

the sensitivity of the intrinsic CNT conductivity and CNT-CNT conductance to structural

parameters which are relevant for the optimization of the thermal performance of CNT

materials.
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Chapter 1

Introduction

1.1 Motivation

Carbon nanotubes (CNTs) have gained a significant amount of research interest for

use in thermal management applications due to exceptionally high values of the intrinsic

CNT thermal conductivity, k, reported in experiments [10–17] and computational studies

[1–4, 18–34]. However, when these CNTs are formed into structures or incorporated into

materials, the collective thermal conductivity through the structure or material is found to

be orders of magnitude lower than the values of measurements of individual CNT thermal

conductivity [8, 35–41]. Two major factors may be responsible for the low conductivity of

the CNT structures: the reduction of the intrinsic conductivity of individual CNTs due to

the inter-tube interactions, and low thermal conductance at CNT-CNT contacts that may be

sensitive to the geometry of the contact and the local contact density.

Few experiments have been conducted to measure the thermal conductance at CNT-

CNT contacts. Cola et al. extrapolated a value for the interfacial thermal resistance between

multiwalled CNTs from the resistance measured between two interfacing CNT arrays by

the photoacoustic technique [42]. They reported a value that corresponds to an interfacial

conductance of roughly ⇠4.8 ⇥105 Wm�2K�1. Yang et al. measured the total thermal

resistance of an intersection of two suspended multiwalled CNTs [43]. They extrapolated a

value for the interfacial thermal resistance at the CNT-CNT contact by subtracting a value
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of resistance for each multiwalled CNT, which was calculated by interpolation of resistance

measurements of multiwalled CNTs with different diameters. Their reported values corre-

spond to interfacial conductance of roughly ⇠8.3 ⇥107 and ⇠8.2 ⇥108 Wm�2K�1 for the

cases when the CNTs form an aligned contact and cross contact, respectively. To date,

there has been no direct measurement of the thermal conductance between single-walled

carbon nanotubes.

Thermal conduction between CNTs is achieved through relatively weak, non-bonded

van der Waal’s forces. Typical dimensions of CNT materials and structures are much longer

than their constituent CNTs. Therefore, thermal transport in these devices may be limited

by the relatively weak thermal coupling between CNTs [5–8, 43–47]. Any measures that

can improve inter-tube conductance will directly improve the thermal performance of the

CNT structure as well. Therefore, it is important to determine what structural parameters

affect thermal transport across CNT-CNT junctions. Further background information and a

systematic study designed to investigate the effects of structural parameters on CNT-CNT

conductance are discussed in Chapter 4 of this dissertation.

In most CNT-based materials and structures, individual CNTs arrange and form net-

works of bundles due to the attractive van der Waal’s forces between individual nanotubes

[14, 48–52]. It has been previously suggested that the low conductivity of CNT structures

is due to the reduction of the intrinsic conductivity of individual CNTs via inter-tube inter-

actions [53–55]. If this is true, the overall thermal transport through CNT-based materials

may be improved by optimizing the configuration of the underlying CNT network to limit

the reduction in CNT conductivity. However, this suggested effect of inter-tube interac-

tions is only a conjecture extrapolated from a comparison of computational predictions of

the thermal conductivity of a graphene monolayer and graphite [18]. A more thorough

investigation is needed to evaluate the sensitivity of individual CNT k to inter-tube interac-

tions. Further background information on the effects of inter-tube interaction on CNT k is

included in Section 3.1.3 and the results of a systematic study to investigate these effects
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are discussed in Section 3.2.4 of this dissertation.

Individual CNTs have diameters of only a few nanometers and are difficult to isolate

and experimentally study in the absence of environmental effects. Direct experimental

measurement of the thermal properties of individual CNTs has been hampered by technical

challenges related to the small size of the individual nanotubes and their propensity to form

bundles and aggregate into intertwined structures. These challenges have led to variability

of the results of experimental measurements of thermal conductivity of individual CNTs

[10–17, 56]. With wide variation among experimental measurements, experimental in-

vestigation to determine which factors affect CNT conductivity or CNT-CNT conductance

becomes difficult. Molecular dynamics (MD) simulations have become a popular method

for studying the fundamental properties of CNTs, as the simulated environment can be

controlled completely, eliminating any ambiguity about the physical system being studied.

The only input needed is a definition of the interatomic potential function. Equations of

motion are then solved to find the atomic trajectories, i.e., atomic positions and velocities

as a function of time. Allowing complete control of the simulated environment while re-

quiring minimal input, the MD simulation method is a promising tool for the systematic

investigation of the variables that may affect CNT k or CNT-CNT conductance.

Despite the simplicity of the basic idea behind the MD simulations, there has been a

significant divergence in published results of CNT k obtained by MD simulation. This

variability may be caused by two fundamentally different factors: True variation in intrin-

sic CNT conductivity due to variability in the local environment such as CNT length, and

variation of k due to the difference between simulation setups employed in the different

works such as computational procedure or interatomic potential. The effects of these two

factors must be better understood and accounted for if the MD simulation method is to be

used for systematic investigation of CNT k or CNT-CNT conductance. Additional back-

ground information and the results of MD studies designed to investigate the sensitivity of

MD predictions of CNT k to CNT length and variation in simulation setups are discussed
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in Chapter 3 of this dissertation.

Some examples of thermal applications of CNT-based materials and the motivation for

implementing the MD simulation method are provided in the remainder of this section.

The major objectives and outline of the remainder of this dissertation are summarized in

Section 1.2.

1.1.1 Thermal Applications of CNT-based Materials

As simultaneous reduction in size and enhancement in power levels of microelectronic

devices generate higher levels of heat density, development of advanced thermal manage-

ment systems becomes critical [57]. Due to high values of measured CNT conductivity,

there is much interest in the use of CNTs and CNT-based materials for thermal manage-

ment applications. One potential solution is the use of CNTs to enhance the efficiency of

heat sinks and heat dissipation to the surrounding environment. Specific examples of this

implementation include efficient cooling of silicon chips by CNT microfin structures [58],

the filling of microchannels in microelectronic devices with CNTs [59], and the use of CNT

bumps in high-frequency, high-power, flip-chip amplifiers [60].

Another possible solution is the incorporation of CNTs into thermal interface materials

(TIMs) to enhance the thermal contact between a heat source and a heat sink. TIMs that

incorporate CNTs have been made in the form of thermal pastes [61] and coatings based

on CNT arrays [62–68]. These coatings, consisting of vertically aligned arrays of CNTs

(or CNT forests) immersed into a polymer matrix, exploit the high thermal conductivity of

individual CNTs for the direct heat transfer.

In addition to the thermal management in microelectronic devices, the unique ther-

mal properties of CNTs and CNT-based materials lead to additional thermal applications.

For example, in contrast to high reported values of thermal conductivity of anisotropic

CNT materials in the direction of preferred alignment of CNTs, the thermal conductiv-

ity of CNT thin films in the direction perpendicular to the surface of the film is found to
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be orders of magnitude lower (e.g. ⇠2 Wm�1K�1 [37]). This suggests that CNT struc-

tures may be designed to produce materials with highly anisotropic thermal conductivity,

with applications such as thermal wave-guides, switches, and pumps [69]. There is inter-

est in producing CNT-based thin film transistors for use in macroelectronic circuits, due

to their combination of thermal and mechanical properties [70]. CNTs show promise for

improving performance of fire retardant materials as well. Gasification tests performed for

Poly(methyl methacrylate) (PMMA), a common shatter-resistant alternative to glass, rein-

forced by 0.5 wt.% of CNTs revealed a threefold decrease in the heat release rate compared

to pure PMMA [71].

1.1.2 Molecular Dynamics Simulations

The variability of the results of experimental measurements of CNT conductivity and

CNT-CNT conductance reflects difficulties in obtaining accurate quantitative measurements.

A systematic experimental investigation of the dependencies of CNT conductivity and

CNT-CNT conductance on the geometrical and structural parameters of CNTs (length,

diameter, chirality, curvature, presence of defects) and external conditions (temperature,

thermal contact resistance, interactions with other CNTs and/or substrate) would also be

hampered by these difficulties. However, a better understanding of these dependencies is

necessary for the design and optimization of CNT-based materials for thermal applications.

MD simulations allow for complete control over the size and structure of the CNTs

and have been used in investigations of the dependence of the thermal conductivity on

CNT length [1–4, 21–23, 26, 28–30, 33, 34, 72–76], diameter [2, 3, 20–22, 26, 29, 30,

32–34, 75, 77], elastic deformation [31, 78–80], buckling [81–83], as well as presence of

isotope dopants [26, 28, 30, 75], crystal defects [19, 28, 75], or chemisorbed molecules [4].

With complete characterization of the physical system being studied, the MD simulation

method allows for a systematic study of the dependencies of CNT conductivity and CNT-

CNT conductance on parameters that may be modified to optimize the thermal properties
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of CNT-based materials.

Here an important distinction is made between qualitative and quantitative investiga-

tions. Due to the variability of experimental results, it is difficult to quantify the accuracy

of the values obtained from MD predictions. As noted above, there has also been a sig-

nificant divergence in published results of CNT k obtained by MD simulation. In fact,

resolving some of the discrepancies among MD results is one of the major objectives of

this work. However, the motivation for the application of the MD simulation method is

to investigate the effects of the surrounding environment and physical configuration on the

thermal properties of CNTs and CNT structures in the absence of any ambiguity about the

physical system. The goal is a better understanding of these qualitative effects rather than

quantitative accuracy of the predicted thermal properties. Given that there remains vari-

ability of the quantitative results of experimental measurements, MD simulations provide

a useful tool in the efforts to meet that goal and optimize CNT-based materials for thermal

applications.

1.2 Objectives and Outline

The main objectives of the study reported in this dissertation is as follows:

• Objective 1: Evaluate the effects of common variations in computational parameters

adopted in different MD studies, which may contribute to discrepancies in predicted

values of CNT thermal conductivity.

• Objective 2: Examine the sensitivity of the intrinsic thermal conductivity of CNTs

to inter-tube interactions in CNT bundles.

• Objective 3: Examine the sensitivity of conductance at CNT-CNT contacts to char-

acteristics of the physical configuration and surrounding environment such as CNT

length, density of contacts, and contact area.
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• Objective 4: Develop an empirical model capable of describing the conductance at

CNT-CNT contacts for an arbitrary configuration of CNTs.

The material covered in the remaining part of this dissertation is outlined below:

• Chapter 2, Molecular Dynamics Simulations: An introduction to the classical molec-

ular dynamics simulation method is provided. Background information on several

relevant interatomic potentials is provided. The large-scale atomic/molecular mas-

sively parallel simulator (LAMMPS) package, which is used for molecular dynamics

simulations in this work, is described.

• Chapter 3, CNT Thermal Conductivity: This chapter addresses both Objectives 1 and

2. First, relevant background information on CNT thermal conductivity is provided,

followed by results and discussion of MD simulations performed to investigate CNT

conductivity.

– Section 3.1, Background: Background information on the variation of CNT

conductivity values predicted by MD simulations is provided. Common varia-

tions in the computational setups adopted in different studies are discussed.

– Section 3.2, Computational Results: MD simulations are performed to investi-

gate factors that affect MD predictions of CNT conductivity. The dependence

of the intrinsic CNT conductivity on CNT length and inter-tube interactions is

explored. The variation of the computational predictions of CNT conductivity

due to variability of computational procedures and interatomic potentials is also

explored. The results are summarized and discussed.

• Chapter 4, CNT-CNT Thermal Conductance: This chapter addresses Objective 3.

First, relevant background information on CNT-CNT conductance is provided, fol-

lowed by results and discussion of MD simulations performed to investigate CNT-

CNT conductance.
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– Section 4.1, Background: Background information on the conductance at CNT-

CNT contacts is provided. Factors that may affect predictions of MD calcu-

lations of CNT-CNT conductance, such as CNT length, contact density, and

contact area, are considered.

– Section 4.2, Computational Results: MD simulations are performed to investi-

gate the effects of CNT length, contact density, and contact area on CNT-CNT

conductance. The results are summarized and discussed.

• Chapter 5, Thermal Conductance between Two-Dimensional Lennard-Jones Mate-

rials: Thermal conductance across a 2-dimensional interface is investigated by MD

simulations employing the Lennard-Jones interatomic potential. The sensitivity of

interfacial conductance to the local density of non-bonded van der Waal’s interac-

tions is explored. The implications of the results of this study for the design of the

general model for CNT-CNT conductance are discussed.

• Chapter 6, General Description of CNT-CNT Conductance: This chapter addresses

Objective 4. A general description of the conductance at CNT-CNT contacts is de-

signed for an arbitrary configuration, based on the results of Chapters 4 and 5. Agree-

ment in predicted values of CNT-CNT conductance between this model and MD

simulations is demonstrated.

• Chapter 7, Summary, Relevance, and Future Direction: The major results of this

work are summarized and successful completion of all major objectives is demon-

strated. The significance of the results is discussed in the context of the stated moti-

vations. Ideas for future research directions are suggested.
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Chapter 2

Molecular Dynamics Simulations

2.1 Background

The molecular dynamics (MD) simulation method is a computational method that solves

Newton’s equations of motion to predict the time-evolution of the positions and velocities

of atoms in a computational domain. The local temperature of a region of the simulated

system can be calculated from the average kinetic energy of the atoms in the region of

interest,

Tloc =
1

3kBNloc
Â

i2loc
miv2

i , (2.1)

where Tloc is the local temperature of the region, Nloc is the number of atoms in the region, vi

is the instantaneous velocity of atom i, mi is the atomic mass, kB is the Boltzmann constant,

and the summation is performed over all atoms in region loc.

Thermal properties of the modeled material may be studied through the application of

Eq. 2.1 to the MD simulation output. In the non-equilibrium molecular dynamics (NEMD)

method, a thermal flux is created between “heat bath” regions defined in the system by

removing kinetic energy from a cold heat bath region and adding the same amount of energy

to a hot heat bath region through a scaling of atomic velocities. All results presented in this

work were obtained from MD simulations employing the NEMD method. More detailed

descriptions of the NEMD method and specific computational procedure used are provided

with the introduction of each simulation series throughout this dissertation.
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There are two major inputs for any MD simulation: Definition of the computational

domain which includes the mass, initial position, and initial velocity of each atom, and def-

inition of the interatomic potential which describes the interactions between atoms. Choice

of interatomic potential is dependent on the material being modeled. Three interatomic

potentials commonly implemented in the investigation of CNTs are summarized in Sec-

tion 2.2. The majority of MD simulations performed for this work employ at least one of

the interatomic potentials outlined there. All MD simulations performed for this disserta-

tion utilized the Large-scale Atomic/Molecular Massively Parallel Simulator (LAMMPS)

package which is discussed in Section 2.3.

2.2 Interatomic Potentials

The interatomic potential that defines the interaction forces between atoms in a simu-

lated system is a key ingredient of any MD model. The choice of interatomic potential has

direct effect on any quantitative prediction of MD simulations, including prediction of ther-

mal properties. When MD simulations are employed to model CNTs, an interatomic po-

tential must be chosen to define the chemically bonded interactions between carbon atoms

within the same CNT. In addition, a second interatomic potential may be chosen to model

non-bonded van der Waal’s interactions between either carbon atoms within the same CNT

that do not share a chemical bond, or carbon atoms belonging to neighboring, interacting

CNTs. While this second interatomic potential must be defined to model intertube inter-

actions, it is not always employed in studies where the MD simulation method is used to

investigate a single CNT in isolation.

The choice of interatomic potential used to study thermal properties of CNTs varies

among MD studies. The sensitivity of MD predictions of the value of CNT thermal con-

ductivity to the choice of interatomic potential is discussed further in Chapter 3. The re-

mainder of this sub-section briefly introduces some of the common interatomic potentials
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employed in MD investigations of thermal properties of CNTs. The interatomic potentials

summarized in this sub-section neither represent a complete list of all possible potentials

available for modeling thermal properties of CNTs, nor represent the potentials expected

to produce the most quantitatively accurate predictions. The majority of simulations de-

scribed in this work employ at least one of these interatomic potentials, thus some brief

background information is provided for each.

2.2.1 Lennard-Jones Potential

One of the most mathematically simple and earliest forms of interatomic potential was

proposed by Lennard-Jones [84]. In the 12-6 form of the Lennard-Jones (LJ) potential, the

interaction energy between two atoms i and j is given as,

ULJ
i j = 4e

"✓
s
ri j

◆12
�
✓

s
ri j

◆6
#
, (2.2)

where ri j is the separation distance between atoms i and j, e is the energy parameter which

defines the minimum value of the potential, and s is the distance parameter which defines

the separation distance at which the repulsive side of the potential equals zero. These

parameters can be adjusted and optimized to model a system of interest [85]. For the sake

of computational efficiency, a cutoff function is typically applied which ensures either a

smooth or sharp transition of the LJ potential to zero by some separation distance at which

the atoms are considered to be non-interacting [86–88].

The LJ potential was originally developed to model the non-bonded van der Waal’s

interactions in Argon gas [84]. Non-bonded van der Waal’s interactions are also respon-

sible for thermal conductance between CNTs. Formulations of the LJ potential have been

parameterized for non-bonded interactions between carbon-based structures [87, 89, 90]

and used in MD studies investigating CNT-CNT conductance [7, 91, 92]. MD simulations

employing the LJ potential to model van der Waal’s interactions between CNTs were per-
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formed for this dissertation to predict CNT-CNT conductance and the results are discussed

in Section 4.2.

The simplicity of the LJ potential makes it an attractive choice when modeling the

qualitative physics of a system is more important than quantitative accuracy of the predic-

tion of material specific properties [93]. This simplicity can facilitate the investigation of

phenomena that may be obscured in more complex systems [94]. Without loss of gener-

ality, simplistic “toy” models allow for qualitative and controlled investigation of physical

trends in systems that are not material specific. The LJ potential has been used to model

a wide range of “toy” systems with varying characteristics [88, 93–98]. A series of MD

simulations employing the LJ potential to investigate the thermal conductance across an

interface between two-dimensional (2D) Lennard-Jones materials was performed for this

dissertation. The motivation for this work and results are discussed in Chapter 5.

The generality of “toy” models can be extended by presenting results with non-dimensional

units that are normalized by the LJ potential parameters. The LJ reduced units are denoted

by “⇤” and related to the corresponding real units by

r⇤ = r/s ,

E⇤ = E/e,

m⇤ = m,

T ⇤ = T kB/e,

t⇤ = t
q

e/(ms2),

(2.3)

for distance r, energy E, mass m, temperature T , and time t, where kB is the Boltzmann

constant. Here, s and e are the LJ distance and energy parameters respectively. LJ reduced

units allow predictions of the properties of one LJ material to be extrapolated from the

results of simulations of another LJ material possessing different LJ potential parameters.

This allows full generalization of results predicted from “toy” models.
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2.2.2 Tersoff Potential

The Tersoff potential is a bond order potential with an original functional form and

parameterization defined by Tersoff in 1988 [99, 100]. A bond order potential differs from

the pair-wise LJ potential in that the strength of a bond between two atoms is dependent

on the bonds those atoms share with other atoms [101]. The Tersoff potential for a bond i j

between atoms i and j is given as,

UT
i j = fC(ri j)[FR(ri j)+Bi j(Gi j)FA(ri j)], (2.4)

where FR and FA are the repulsive and attractive pair-wise potentials respectively, and are

functions of the bond length, ri j. The cutoff function is represented by fC and transitions

from 1 to 0 over a small range of bond lengths close to the first nearest-neighbor distance.

The bond order function Bi j is used to adjust the strength of bond i j and is a function of

Gi j which takes the form,

Gi j = Â
k 6=i, j

fC(rik)g(qi jk)hD(ri j � rik), (2.5)

where g is a function of qi jk, the bond angle between bonds i j and ik, and hD is a function

of the difference between bond length ri j and bond length rik. Here the index k is run over

the neighboring atoms of atoms i and j.

Total bond energy of the system is calculated as half of the sum of UT
i j over all atoms i

and j in the system. Only half of the sum is taken to account for double evaluation of each

bond energy when indices i and j are switched. Due to the cutoff function fC, the bond

energy is only non-zero for bonds between first nearest-neighbors. Inclusion of the function

Bi j causes the bond energy to be dependent on characteristics of the local environment such

as bond angle, bond length, and number of bonds each atom shares with other neighboring

atoms. These properties make the Tersoff potential suitable for modeling materials with
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strong covalent bonding [99, 101]. Indeed, one of the earliest parameterizations of the

potential offered by Tersoff was for carbon-based materials [100]. Parameters were chosen

by fitting to the cohesive energies of carbon systems, as well as the lattice constant and bulk

modulus of diamond. The Tersoff potential has been employed to model covalent bonding

within CNTs in MD investigations of the intrinsic thermal conductivity of CNTs [18, 28]

and thermal conductance at CNT-CNT contacts [7, 91, 92].

Given that thermal conductance between CNTs is achieved through non-bonded van

der Waal’s interactions, MD studies employing the Tersoff potential to investigate CNT-

CNT conductance must also define a second potential to describe these interactions. The

LJ potential is typically chosen for this second potential and the implementation of this

method to study CNT-CNT conductance is discussed further in Chapter 4. MD simulations

employing the Tersoff potential were performed for this dissertation to predict CNT con-

ductivity and CNT-CNT conductance and results are discussed in Sections 3.2.3.3 and 4.2,

respectively.

2.2.3 Brenner-II Potential

The original Brenner potential is a bond order potential based on the formulation of

Tersoff [99, 100] and developed by Brenner in 1990 [102]. This potential was originally

formulated to model hydrocarbons and diamond, and contains additional terms meant to

correct the prediction of overbinding of free radicals observed with the Tersoff poten-

tial [102]. Brenner et al. made changes to the functional form and parameterization of

the original Brenner potential to improve the accuracy of the description of hydrocarbon

molecules and various properties of diamond in 2002 [103]. This potential is referred to

as the Brenner-II potential throughout this dissertation to avoid confusion with the original

formulation. The Brenner-II potential shares a similar functional form and the inclusion

of a bond order parameter with the Tersoff potential. The detailed differences between the

formulation of each potential can be revealed through comparison of Refs. [99, 100] with
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Refs. [102, 103] for the Tersoff and Brenner-II potentials, respectively.

One of the earliest formulations and parameterizations of the Brenner-II potential was

for the modeling of covalent carbon-carbon bonds [103]. This formulation was able to

describe properties of hydrocarbons and diamond with better accuracy than the original

Brenner formulation. However, both the Tersoff and Brenner-II potentials have been found

to show limited accuracy in describing the elastic constants [104] and phonon dispersion

curves [104, 105] of graphene. The Brenner-II potential has been employed to model co-

valent bonding within CNTs in MD investigations of the intrinsic thermal conductivity of

CNTs [1, 2, 4, 75, 77] and thermal conductance at CNT-CNT contacts [5, 106]. As de-

scribed in Section 2.2.2, investigation of CNT-CNT conductance requires consideration of

the non-bonded van der Waal’s interactions between CNTs, which is typically described by

the LJ potential. MD simulations employing the Brenner-II potential were performed for

this dissertation to predict CNT conductivity. Details of the computational procedure and

results are discussed in Chapter 3.

2.3 LAMMPS

The duration of time necessary to perform MD simulations on a given computational

resource increases with the number of atoms in the computational domain, which increases

with the size of the domain for a constant homogeneous atomic density. As described in

Section 2.2, interatomic potentials typically employ a cutoff function which limits the eval-

uation of interactions for each atom i to some localized region around atom i. While the

total number of atomic interactions increases with the size of the sample domain, inter-

actions for each atom i remain spatially localized. Parallelization of MD computational

routines exploits this feature by distributing localized calculations of interatomic interac-

tions across multiple central processing units (CPUs), thus decreasing the overall duration

of time necessary.
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The Large-scale Atomic/Molecular Massively Parallel Simulator (LAMMPS) package

is an open-source MD code capable of modeling large numbers of atoms over many CPUs

without significant loss of efficiency [107]. LAMMPS uses spatial-decomposition tech-

niques that partition the computational domain into smaller subdomains, each of which has

its own dedicated CPU and passes information to other CPUs through the message passing

interface (MPI) [108]. The LAMMPS executable is a compiled set of subroutines written

in the C++ programming language. Users design unique simulation routines by writing

input scripts which load available subroutines and define the required input parameters or

variables for computational output. The source code for subroutines may be modified or

additional subroutines may be written and implemented by users to allow for customization

of the LAMMPS package. The LAMMPS package also contains input files with parameter

definitions for the standard formulation of many common interatomic potentials.

The LAMMPS package was used for all MD simulations performed for this disser-

tation. Each specific computational procedure employed is discussed in detail with the

introduction of each simulation series throughout the dissertation. Most simulations used

standard LAMMPS subroutines and LAMMPS potential parameter input files with no mod-

ification. Modifications were made to the LAMMPS formulation of some potentials in a

series of simulations designed to investigate the effects of computational parameters on

MD predictions of CNT thermal conductivity. These modifications and the results of this

series of simulations are discussed further in Chapter 3.
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Chapter 3

CNT Thermal Conductivity

3.1 Background

The thermal conductivity along the CNT axis has been reported to be well over 3000

Wm�1K�1 [13]. However, with diameters of only a few nanometers and a strong tendency

to form bundles and aggregate into intertwined structures, individual CNTs are difficult to

isolate and experimentally study in the absence of environmental effects. These difficulties

are reflected in the wide discrepancy seen among the results of experimental measurements

of individual CNT conductivity [10, 11, 13, 15, 17, 18, 56]. Molecular dynamics (MD)

simulations have become a popular method for studying the fundamental properties of

CNTs. The strength behind MD simulations is that the only input needed is a definition of

the interatomic potential function. This allows the true physics of individual CNTs to be

observed in isolation, with minimal assumptions. In addition, the simulated environment

can be controlled completely, which eliminates any ambiguity about the physical system

being studied.

In spite of the ability of MD simulations to fully control the simulated environment and

to provide detailed atomic-level information on the mechanisms responsible for the heat

transfer in CNTs, the values of thermal conductivity, k, predicted in different MD simu-

lations exhibit surprisingly large divergence even when the simulated system is nominally

the same. For example, a sample of MD results obtained for single-walled CNTs of chi-
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Reference k
(Wm�1K�1)

System Length
(nm) Potential Method Boundary

Conditions

Lukes and Zhong [1] ⇠20 - 160 5 - 40 Brenner-II +
LJ EMD periodic and

non-periodic
Grujicic et al. [24] ⇠173 - 179 ⇠2.5 - 40 AIREBO EMD periodic

Pan [77] 243 ⇠29.4 Brenner-II NEMD periodic
Xu and Buehler [78] 301 49.26 AIREBO NEMD periodic

Wei et al. [79] 302 49.26 AIREBO NEMD periodic
Che et al. [19] ⇠240 - 305 ⇠2.5 - 40 Brenner EMD periodic

Padgett and Brenner [4] ⇠35 - 350 ⇠10 - 310 Brenner-II NEMD periodic
Thomas et al. [2] ⇠300 - 365 200 - 1000 Brenner-II NEMD non-periodic
Maruyama [21] ⇠275 - 390 6 - 404 Brenner NEMD non-periodic

Shiomi and Maruyama
[3, 109] ⇠130 - 475 ⇠14 - 425 simplified

Brenner NEMD non-periodic

Feng et al. [75] ⇠50 - 590 6.52 - 34.77 Brenner-II NEMD non-periodic
Bi et al. [28] ⇠400 - 600 2.5 - 25 Tersoff EMD periodic

Cao and Qu [33] 1580 4800 optimized
Tersoff NEMD periodic

Ren et al. [31] ⇠1430 ⇠60 AIREBO NEMD non-periodic
Berber et al. [18] ⇠6600 ⇠2.5 Tersoff HNEMD periodic

Table 3.1: A sample of the values of CNT thermal conductivity predicted in MD studies
reported in the literature. All values are for (10,10) single-walled CNTs at ⇠300 K. The
system length is defined as the total length of the computational system used in the simu-
lations. The nomenclature for the names of the interatomic potentials is explained in the
text.

rality (10,10) at ⇠300 K is listed in Table 3.1. The values of k exhibit variability by more

than an order of magnitude, casting doubt on the ability of MD simulations to provide a

reliable quantitative estimate of the thermal conductivity. It is important, therefore, to un-

derstand the reasons for the data variability across the published studies and, in particular,

to evaluate the contributions of two fundamentally different factors: true variation of the

intrinsic CNT conductivity due to the variation of length of the CNTs used in the simu-

lations, and variation of k due to variability of computational procedures and interatomic

potentials employed in different simulations.

In most CNT-based materials, such as CNT mats, films, buckypaper, and vertically-

aligned arrays, the van der Waals attraction between individual nanotubes results in their

arrangement into bundles that form entangled continuous networks [14, 48–52]. When

CNTs are formed into structures or incorporated into a polymer matrix, the collective ther-

mal conductivity through the CNT network or nanocomposite material is found to be orders
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of magnitude lower than the conductivity of the constituent CNTs. It has been previously

suggested that the low conductivity of CNT structures is due to the reduction of the in-

trinsic conductivity of individual CNTs via inter-tube interactions [53–55]. Therefore, a

better understanding of the effect of inter-tube interactions on the intrinsic conductivity

of individual CNTs is important for the development of CNT-based materials for thermal

applications.

Factors that may affect either the intrinsic conductivity of individual CNTs or the value

of conductivity predicted by MD simulations are discussed in this chapter. First, back-

ground information about these factors is provided in the remainder of Section 3.1. Back-

ground information about the sensitivity of CNT conductivity to sample length is presented

in Section 3.1.1. A summary of the computational parameters commonly varied in past

investigations is given in Section 3.1.2. Further discussion of the effect of inter-tube inter-

actions on CNT conductivity is provided in Section 3.1.3.

Next, the results of a systematic computational evaluation of the sensitivities of the

values of thermal conductivity predicted in NEMD simulations to the parameters of the

computational setup are reported in Section 3.2. A description of the basic computational

procedure is provided in Section 3.2.1, with any variations in the procedure made explicitly

known when applicable. The effect of the CNT length is evaluated in Section 3.2.2. Anal-

ysis of the sensitivity of the computational predictions to the size and location of the heat

bath regions and the choice of interatomic potential is provided in Section 3.2.3. Evaluation

of the effect of inter-tube interactions in bundles on the intrinsic conductivity of a CNT is

discussed in Section 3.2.4.

3.1.1 Background on the Effect of CNT Length

The length dependence of thermal conductivity of CNTs is commonly observed in

MD simulations performed for nanotubes with length up to hundreds of nanometers [1–

4, 19, 21, 23–26, 29, 30, 33, 34, 75]. There are two main reasons for this behavior.
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First, when the sample length is less than or comparable to the phonon mean free path,

phonons are capable of traveling ballistically through the sample without being impeded

by phonon-phonon scattering. As the sample length increases, the effective length of this

ballistic transport increases, which increases overall thermal transport and results in higher

conductivity values. Second, the longest available phonon wavelength that can exist in a

CNT is dictated by the sample length. Thus, as the sample length increases, the maxi-

mum allowable phonon wavelength increases. The additional long-wavelength phonons

offer effective channels for thermal transport and can make a substantial contribution to the

thermal conductivity [1, 33]. The CNT length that corresponds to the transition from the

ballistic conduction regime, where the thermal conductivity increases with CNT length,

to the diffusive regime, where the thermal conductivity approaches a constant value, is

temperature dependent as the phonon mean free path decreases with increasing temper-

ature. A recent review of room temperature experimental measurements performed for

CNTs with length exceeding 0.5 µm [110] suggests the diffusive regime of the heat trans-

fer. At the same time, the results of MD simulations performed for CNTs with lengths

of 10s to 100s of nm typically exhibit a pronounced increase of k with increasing CNT

length, that is characteristic of the ballistic and transitional diffusive-ballistic phonon trans-

port [1–4, 21, 23, 26, 29, 30, 33, 75]. The length dependences predicted in different MD

studies, however, vary widely for the same (10,10) CNT, with the transition to the diffusive

regime (saturation of k) predicted for as short CNTs as 10 nm in some of the investigations

[19, 23–25, 34], while no saturation is observed for CNTs with length exceeding 1 µm

in other studies [3, 33]. In order to reconcile the diverging results on the CNT length de-

pendence, the sensitivity of the predictions of MD simulations to the interatomic potential

and computational procedures used in the calculations of thermal conductivity has to be

systematically evaluated.
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3.1.2 Background on the Effect of Atomistic Simulation Parameters

The interatomic potential that defines the interaction forces between atoms in the simu-

lated system is a key ingredient of any MD model. The choice of interatomic potential has

direct effect on any quantitative prediction of MD simulations, including prediction of the

value of thermal conductivity. A sample of results obtained with the interatomic potentials

commonly used in simulations of CNTs are listed in Table 3.1. Note that some of the po-

tentials have been modified and different versions and generations of the same potential are

concurrently used by different research groups. As a result, there can even be confusion as

to the exact version of potential indicated by name in a published work.

For clarity, the following nomenclature convention is defined in this dissertation. The

Tersoff potential is the early bond order potential that has the original functional form and

parameterization defined by Tersoff in 1988 [99, 100]. The Brenner potential is the po-

tential developed by Brenner in 1990 [102]. Stuart and colleagues modified the Brenner

potential, added a description of torsional interactions for rotation about single bonds and

developed an adaptive treatment of non-bonded van der Waals interactions within the bond

order formalism of the Brenner potential. This potential, described by Stuart et al. in 2000

[111] is referred to as adaptive intermolecular reactive bond order (AIREBO) potential. In

2002, Brenner et al. made changes to the functional form and parameterization of the orig-

inal Brenner potential to improve the accuracy of the description of hydrocarbon molecules

and various properties of diamond [103]. This second-generation Brenner potential is re-

ferred to as Brenner-II in this work. A description of van der Waals interactions through

simple addition of the Lennard-Jones (LJ) potential to the Tersoff, Brenner, and Brenner-II

potentials has also been used in simulations that do not involve formation/dissociation of

chemical bonds and do not require adaptive treatment of the intermolecular interactions

[1, 74, 112]. These potentials can be denoted as Tersoff + LJ, Brenner + LJ, and Brenner-II

+ LJ, and a set of parameters e and s of the Lennard-Jones potential should be provided

to define the combined potentials. New sets of parameters for the Tersoff and Brenner
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potentials, optimized for the description of phonon thermal transport in carbon nanotubes

and graphene, were recently suggested by Lindsay and Broido [105]. These potentials are

referred to as optimized Tersoff and optimized Brenner in this work. Finally, Yamaguchi

and Maruyama [113] used a simplified version of the original Brenner potential, in which

the conjugate-compensation term is eliminated to facilitate the formation of poly-cyclic

structures in simulations of fullerene formation process. This implementation was used by

Shiomi and Maruyama [3] in simulations of thermal conductivity of CNTs and is referred

to as simplified Brenner in this dissertation.

Another factor that may be responsible for the inconsistency of the computational pre-

dictions is the variability of the methods employed for the calculation of thermal conduc-

tivity in MD simulations. Two general types of methods are used in the analysis of thermal

transport properties. In the equilibrium molecular dynamics (EMD) method, small fluctua-

tions of heat current are monitored over time and Green-Kubo relation is used to determine

the thermal conductivity from these perturbations from equilibrium [1, 19, 24, 28]. While

periodic boundary conditions are often used in EMD calculations to represent an infinitely

long CNT [18, 114], the results of the calculations show an increase in the conductivity

with increasing length of the computational cell [1, 19, 24, 25, 34, 74].

In the non-equilibrium molecular dynamics (NEMD) method, a steady-state tempera-

ture gradient is created between “heat bath” regions defined in the system and the thermal

conductivity is determined from the Fourier law. The heat flux can be applied directly or

indirectly by prescribing either the energy flux or temperature gradient. The NEMD studies

referenced in Table 3.1 provide examples of the different approaches to creating a temper-

ature gradient. In particular, Thomas et al. [2] and Cao and Qu [33] directly applied an

energy flux by removing a known amount of kinetic energy from a cold heat bath region

in a CNT and adding it to a hot heat bath region to impart a flux between the two regions.

Maruyama [21], Shiomi and Maruyama [3], Feng et al. [75], and Ren et al. [31] directly

applied the temperature gradient by fixing the temperatures of the heat bath regions on both
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sides of the CNT. Finally, Pan [29], Xu and Buehler [78], Wei et al. [79], and Padgett and

Brenner [4] indirectly applied a heat flux by periodically exchanging the momenta between

the slowest atom in the hot heat bath region and the fastest atom in the cold heat bath re-

gion. The boundary conditions applied at the ends of the computational system are also

varied across NEMD simulations and include free boundary conditions applied to CNTs

ends [26, 73], rigid boundary conditions with heat bath regions immediately adjacent to

the fixed ends of the CNT [2, 75, 82] or separated from the fixed ends by an intermedi-

ate layer [31, 115], and periodic boundary conditions applied along the axis of the CNT

[4, 20, 23, 30, 33, 77–79]. In the case of the periodic boundary conditions, the distance

between the centers of the hot and cold heat bath regions has to be twice shorter than the

total length of the computational domain to satisfy the requirement of periodicity of the

temperature distribution.

The diversity of methods and types of boundary conditions results in the ambiguity of

the definition of the CNT length. In the EMD method, there are no heat bath regions, and

the computational cell can be considered to represent the actual CNT length if free bound-

ary conditions are used [1] or an infinite CNT in the case of periodic boundary conditions,

with longer cells providing a more accurate representation [25]. In the NEMD method,

when the heat bath regions are employed, it is common to consider the CNT length to be

the unperturbed length between the two heat bath regions [2, 3, 72, 80]. However, the ther-

mally controlled regions can also be included in the definition of CNT length, particularly

in works employing the NEMD method with periodic boundary conditions [4, 23, 33]. Fur-

thermore, in the case when the periodic boundary conditions are used, the CNT length can

be defined as the overall length of the computational cell [23, 29, 78] or the twice shorter

distance between the centers of the heat bath regions [30, 33]. This variation in CNT length

definitions is addressed in Section 3.2.3.2 in further detail. For the purposes of Table 3.1,

the system length refers to the length of the entire computational domain for all works.

The brief review of computational work provided above suggests that the results of
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the MD calculations of thermal conductivity are significantly affected by the choice of

interatomic potential, computational method, boundary conditions, and definition of the

effective CNT length. While the sensitivity of the predictions of MD simulations to the

choice of the computational setup is generally recognized [1, 2, 33, 74, 79, 110], there has

been no targeted studies aimed at systematic evaluation of the relative effect of various

computational parameters on the CNT conductivity values. Understanding of the extent to

which the computational parameters affect the predicted values of thermal conductivity is

necessary not only for resolving the discrepancies in the reported results of MD studies,

but also for investigation of any real effects of the CNT length or physical environment, in

isolation of any artifacts of the computational setup.

3.1.3 Background on the Effect of Inter-Tube Interactions in Bundles

The experimental values of conductivity of CNT bundles span a discouragingly broad

range, from less than 10 Wm�1K�1 (e.g., Refs. 116 and 117) up to more than a thou-

sand of Wm�1K�1 (Ref. 118). The large variability of the experimental values may be

attributed to the differences in the measurement techniques, thickness, packing density

and structural parameters of the bundles, concentration of intrinsic defects in the CNTs

and inter-CNT cross-links, as well as inclusions of graphitic fragments, residual solvent

or catalyst nanoparticles. The lowest values of 3-9 Wm�1K�1 are reported for relatively

thick (on the order of 100 µm) “bundles” of multi-walled CNTs with packing density that

is typical for vertically aligned arrays of CNTs [116, 117]. Higher thermal conductivity,

up to 253 Wm�1K�1, is measured by a non-contact two-laser optical technique for thin

(10-12 nm in diameter) bundles consisting of 4-7 single-walled CNTs [119, 120]. Simi-

lar room-temperature conductivity of ⇠150 Wm�1K�1 is obtained for a 10 nm bundle of

single-walled CNTs by contact measurements performed on a microfabricated device in

Ref. 53, although a very low value of several Wm�1K�1 is reported in this work for a

thicker bundle of 148 nm in diameter. The conductivity measured in Ref. 54 for dense
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bundles consisting of tens to hundreds of well-aligned multi-walled CNTs (diameter of up

to 200 nm), is found to drop from about 400 to 150 Wm�1K�1 as the size of the bundle

increases. Even stronger thickness dependence is observed for bundles of multi-walled

CNTs in Ref. 118, where the room-temperature thermal conductivity is reported to drop

from ⇠1200 Wm�1K�1 to ⇠250 Wm�1K�1 as the bundle diameter increases from 80 to

200 nm.

The decrease of the thermal conductivity with increasing number of CNTs in the bun-

dles [53, 54, 118] and, more generally, much lower thermal conductivity of bundles as

compared to individual CNTs (experiments performed for suspended CNTs yield room

temperature values that are ranging from 1400 Wm�1K�1 to 3000 Wm�1K�1 for multi-

walled CNTs [11, 17, 66, 118] and are even higher values for single-walled CNTs [13, 17])

are commonly attributed to the van der Waals inter-tube interactions in the bundles and

associated enhanced phonon scattering [36, 53–55, 120]. The reduction of the intrinsic

thermal conductivity of CNTs and other carbon structures due to the non-bonding interac-

tions in materials that consist of multiple structural elements was suggested by Berber etal.

[18] based on the results of atomistic Green-Kubo calculations of thermal conductivity.

This suggestion, however, while echoed in a number of works, e.g., Refs. 36, 53–55, 121,

is only a conjecture extrapolated from the computational prediction on the difference be-

tween the thermal conductivity of a graphene monolayer and graphite. A notion of a weak

effect of the interactions of perfect (defect-free) CNTs in a bundle on thermal conductivity,

which can be substantially enhanced by structural defects, has been put forward in Ref. 122

based on the kinetic model calculations of thermal conductivity. Resolving any uncertainty

regarding the effect of neighboring CNT interactions on the intrinsic conductivity of CNTs

is important to understanding thermal transport in CNT based materials and is one of the

objectives of the computational study reported in the next section.
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3.2 Computational Results

The results of a systematic evaluation of the sensitivity of the values of thermal conduc-

tivity predicted in NEMD simulations to inter-tube interactions and the computational pa-

rameters commonly varied in past investigations are reported in this section. A description

of the general computational procedure is provided in Section 3.2.1. Some modifications

to this basic procedure were made for some of the simulations and are explicitly explained

when applicable. The effect of the CNT length is evaluated in Section 3.2.2. Analysis of

the sensitivity of the computational predictions to the size and location of the heat bath

regions and the choice of interatomic potential is provided in Section 3.2.3. Evaluation of

the effect of inter-tube interactions is discussed in Section 3.2.4.

3.2.1 General Computational Procedure

Simulations discussed in Sections 3.2.2 and 3.2.3 are designed to predict the thermal

conductivity of individual (isolated) CNTs. While some procedures are varied across dif-

ferent series of simulations, the basic sample preparation and computational procedure are

common to all of the simulations discussed in these sections and are outlined below in this

section. Simulations discussed in Section 3.2.4 are designed to predict the thermal conduc-

tivity of individual CNTs in bundles. The computational procedure for these simulations

differs somewhat from the procedure presented in this section and is discussed in detail in

Section 3.2.4.

Simulations are performed for (10,10) CNTs covered by 110-atom caps at the ends,

with one of the caps interfacing with the CNT by a 20-atom ring constituting a half of

the nanotube’s unit cell. Free (vacuum) boundary conditions are applied in all directions.

Initially, all CNTs undergo relaxation for 25 to 100 ps in constant energy MD simulations.

Next, the CNTs are gradually heated up to 300 K over the course of 20 to 50 ps using the

Langevin thermostat method [123], while ensuring that the total linear and angular mo-
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Figure 3.1: A representative steady-state temperature profile obtained in a simulation per-
formed for a 630 nm long (10,10) CNT. The data points are calculated for ⇠24.2 nm seg-
ments along the CNT. The line is a linear fit that is used in the calculation of the temperature
gradient. The fit excludes the data points that correspond to the heat bath regions and first
points adjacent to the heat bath regions.

menta of the CNTs are zero [1]. After the heating process, an additional 20 ps relaxation in

constant-energy free dynamic simulations is employed to monitor the CNT system coordi-

nates and energies, and to verify that mechanical-vibrational equilibration is achieved after

the temperature increase.

The thermal conductivity of CNTs is determined in NEMD simulations by generating

constant heat flux between hot and cold bath regions defined in the CNTs. The heat flux is

applied by adding a fixed amount of energy at a constant rate through scaling the velocities

of atoms in the heat bath regions so that the same amount of energy, QHB, is added and

removed per unit time in the hot and cold heat bath regions, respectively. This creates a

constant one-dimensional heat flux, q = QHB/W, between the heat bath regions, where W is

the cross-sectional area of the CNT, defined in this work as W = 2pdT RT = 1.43 nm2, RT

= 0.67 nm is the nanotube radius found in MD simulations as the average radial distance

of carbon atoms from the axis of an isolated CNT equilibrated at 300 K, and dT = 0.34

nm is the nominal thickness of the CNT wall taken to be equal to the interlayer spacing in

graphite [21, 47, 83].
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The applied flux creates a non-equilibrium temperature profile in the sample, which is

determined by the flux and conductivity of the CNT. The temperature profile is obtained

by dividing the nanotube into segments and calculating local temperature of each segment

from the average kinetic energy of the corresponding atoms,

Tj =
1

3kBNS
Â
i2S j

mv2
i , (3.1)

where Tj is the temperature of segment j, NS is the number of atoms in a segment, vi is the

instantaneous velocity of atom i, m is the atomic mass, kB is the Boltzmann constant, and

the summation is performed over atoms that belong to segment j. A representative tem-

perature profile generated for a 630 nm CNT, divided into ⇠24.2 nm segments is shown in

Fig. 3.1. The bath regions were 0.5 nm wide, and positioned ⇠1 nm from the extreme ends

of the tube, to exclude the fullerene caps. The temperature gradient, dT/dx, is determined

from a linear fit applied to the temperature profile, with non-linear parts of the temperature

distribution adjacent to the heat bath regions excluded from the fitting procedure.

Once the temperature gradient is found, the CNT conductivity can be calculated from

the Fourier law, k = �q/(dT/dx). One of the most important requirements of the NEMD

method is to ensure that the system has reached the steady state. During the time of the

simulation with the flux implemented, the temperature gradient evolves from zero to the fi-

nal steady-state value. Measuring the temperature gradient before steady-state temperature

profile is established will result in an over-prediction of the CNT conductivity. To ensure

the system has reached the steady state, a moving average of thermal conductivity over a

fixed temporal window is monitored. Temperature profiles are averaged over the moving

time window throughout the simulation and a moving temporal average of the conductivity

is obtained. The evolution of the conductivity averaged over the moving time interval is

used to determine when the steady-state temperature gradient is established in the system.

All data for times after the steady state was reached are averaged in calculation of the final



CHAPTER 3. CNT THERMAL CONDUCTIVITY 29

1000 1500 2000 2500 3000 3500 4000 4500 5000
200

220

240

260

280

300

Time (ps)

k 
(W

m
−1

K
−1

)

Figure 3.2: A representative plot of the time evolution of thermal conductivity, k, calculated
from temperature profiles averaged over a moving 100 ps temporal window in a simulation
of heat flow through a 630 nm long (10,10) CNT. The steady state is deemed to be reached
by the time of 3250 ps (marked by the vertical line) and the final value of k is determined
by averaging all data obtained within the time interval indicated by the horizontal arrow.

value of thermal conductivity.

A representative temporal conductivity plot calculated for the same 630 nm long CNT

used for the illustration of the temperature profile in Fig. 3.1 is shown in Fig. 3.2. In this

example, data was recorded every 0.005 ps and averaged over a 100 ps temporal window.

The initial values of thermal conductivity calculated at the start of the constant heat flux

simulation are much higher than the final values, and are not shown in this figure. As the

simulation progresses, the conductivity decays to a steady-state value. After 3250 ps, the

temporal decay of conductivity ceases and the temporal variation of the conductivity values

can be attributed to statistical fluctuations about an average value. The final value of the

thermal conductivity is obtained by averaging over the steady-state part of the simulation

as schematically shown by the horizontal arrow in Fig. 3.2.

All simulations reported in this dissertation are performed with the LAMMPS pack-

age [107]. The equations of motion are solved using the velocity Verlet algorithm and the

timestep of integration is 0.5 fs. In the simulations presented in Sections 3.2.2, 3.2.3.1, and

3.2.3.2, interatomic interactions are described with the LAMMPS implementation of the
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AIREBO potential [111] that adopts the Brenner-II potential [103] for chemically bonded

carbon atoms and describes the van der Waals interactions between non-bonded carbon

atoms by the Lennard-Jones potential with parameters s = 3.40 Åand e = 2.84 meV. A

cutoff function that ensures a smooth transition of the Lennard-Jones potential to zero is

applied in a range of interatomic distances from 2.16s to 3s . In Section 3.2.3.3, the ef-

fect of the choice of interatomic potential on the value of thermal conductivity predicted

in NEMD is analyzed by performing additional simulations with Tersoff [100], Brenner-II

[103], LAMMPS implementation of AIREBO [111], and optimized Tersoff [105] poten-

tials.

3.2.2 Effect of CNT Length

A series of simulations was performed to examine the length dependence of CNT con-

ductivity. The CNT length was varied between 47 and 630 nm (8,240 to 104,440 atoms,

respectively). Following a common convention adopted in many NEMD studies of thermal

conductivity, e.g., [2, 3, 72, 73, 80, 124, 125], the CNT length is defined as the length of a

central unperturbed part of the tube, LC, located between the 0.5 nm wide hot and cold heat

baths regions. The results of the calculations of thermal conductivity plotted as a function

of LC are shown in Fig. 3.3. The strong length dependence observed for CNTs shorter than

⇠200 nm suggests the dominant contribution from ballistic phonon transport. For lengths

greater than ⇠200 nm, the dependence on CNT length becomes weaker. This marks the

transition to the diffusive-ballistic regime and indicates that the sample length that corre-

sponds to the onset of this transition is on the order of the effective phonon mean free path

[126]. Note that the extent of the transitional diffusive-ballistic regime is defined by the

longest mean free paths of long-wavelength phonons (of the order of several µm at room

temperature [127]) that dominate the heat transfer in CNTs. Thus, while the dependence

predicted in our simulations becomes notably weaker and shows signs of saturation as the

length increases to 630 nm, the gradual increase of the thermal conductivity with increasing
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Figure 3.3: Thermal conductivity, k, of (10,10) CNTs as a function of sample length, LC,
defined as the distance between the hot and cold heat bath regions. For comparison, the
length dependencies of thermal conductivity reported by Lukes and Zhong [1], Thomas et
al. [2], Shiomi and Maruyama [3], and Padgett and Brenner [4] are also plotted. While
quantitative discrepancies are present, all sets of data exhibit a consistent trend of strong
length dependence for short CNTs transforming to weaker increase for CNTs that are
longer than ⇠200 nm, thus signifying the transition from the ballistic to diffusive-ballistic
heat transport regimes.

length may be expected up to CNT lengths of the order of tens of µm [128, 129].

For comparison, the results of other NEMD studies that report CNT length dependence

of thermal conductivity [1–4] are also plotted in Fig. 3.3. While the predicted values of

conductivity vary across these works, the qualitative trends in the length dependencies are

similar. For CNTs with lengths shorter than 200 nm, all studies predict a strong length

dependence of the conductivity, characteristic of dominant ballistic thermal transport. In

studies where CNTs longer than 200 nm are investigated, a transition to a weaker length

dependence and saturation of the conductivity values with increasing nanotube length is

observed, suggesting a transition to the diffusive-ballistic regime. The transition between

the two regimes is observed for nanotube length that roughly corresponds to the room

temperature phonon mean free path that has been estimated to be of the order of 200-500

nm based on experimental data [10, 13], results of recent NEMD simulations [33] and
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theoretical analysis [126].

The strong sensitivity of the thermal conductivity to the CNT length predicted in NEMD

simulations demonstrates that quantitative comparison between the results of different sim-

ulations should account for the length dependence, especially when the results are com-

pared for short CNTs, in the ballistic heat transport regime. Apart from the length depen-

dence, the factors responsible for the apparent quantitative discrepancies in data obtained in

different simulations illustrated in Fig. 3.3 are investigated and discussed in Section 3.2.3.

3.2.3 Effect of Atomistic Simulation Parameters

The results summarized in Fig. 3.3 demonstrate large discrepancies in quantitative re-

sults obtained in different studies. It is reasonable to assume that the differences in the

computational setups used in different studies are to blame for the discrepancies in the re-

sults. There have been no systematic studies, however, reported on the effect of various

parameters on the values of thermal conductivity predicted in NEMD simulations. There-

fore, this section describes the results of several series of simulations targeted specifically

at revealing the effect of some of the key simulation parameters on the predictions of CNT

thermal conductivity. The conclusions of this study provide both insights into the nature of

the nanoscale thermal transport in CNTs and recommendations on the choice of the compu-

tational parameters that may lead to the reduction in the discrepancies between the results

of different simulations.

3.2.3.1 Heat Bath Length

When employing the NEMD method described in Section 3.2.1 to study thermal con-

ductivity of CNTs in the ballistic regime, the length of the two heat bath regions, 2LB, can

account for a substantial portion of the overall system length, LSys, as measured from end

to end, Fig. 3.4. In most NEMD studies employing non-periodic (rigid or free) boundary

conditions, however, the CNT length is defined as the length between the inner bound-
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Figure 3.4: A schematic of a computational setup used in NEMD simulations of thermal
conductivity of CNTs and the definitions of the length parameters. Two heat bath regions
of length LB are separated by a central tube region of length LC.

aries of the heat bath regions, or the length of the central part of the nanotube, LC, e.g.,

[2, 3, 72, 73, 80, 124, 125]. This definition of sample length is not limited to CNTs but is

commonly applied in NEMD investigations of various materials [130–132]. The effect of

the length of the heat baths is implicitly assumed to be negligible in most of these studies

employing this definition of sample length. This assumption is challenged, however, by

the results of two studies [3, 72] where the effect of LB on k is analyzed. The simulations

performed for CNTs with fixed size of the central region LC but varied length LB of Nose-

Hoover thermostats applied to the heat bath regions demonstrate that the value of k has a

pronounced dependence on LB.

Shiomi and Maruyama [3] attributed this behavior to a thermal boundary resistance

(TBR) present between each of the heat bath regions and the central tube region. According

to this explanation, a difference between the bath length and the central tube length results

in a difference in allowable phonon states in each of these regions. This mismatch in

phonon states, and the resulting TBR, cause an abrupt temperature change at the interface

between the central and heat bath regions, and thus affect the final steady-state temperature

gradient used in the calculation of the conductivity. They concluded that this effect can

be minimized when the length of the heat bath regions is equal to the central tube length,

i.e., LB = LC. Based on this conclusion, Shiomi and Maruyama suggest that a bath region

with length equal to half the length of the central tube region, LB = LC/2, should be used
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as an optimal choice that ensures a sufficient reduction of the TBR effect at a reasonable

computational cost.

To further examine the effect of the length of the heat bath regions, two series of NEMD

simulations were performed. In both series (10,10) CNTs covered by fullerene caps at the

two ends are used. In the first series, Series 1, the distance between the heat bath regions

was fixed at LC = 50 nm while the length of each heat bath region was varied within a range

from LB = 0.5 nm to LB = 75 nm. In the second series of simulations, Series 2, the central

tube length was fixed at LC = 97 nm and the length of the heat bath regions was varied from

LB = 25 nm to LB = 150 nm. The two sets of parameters are chosen to allow for analysis

of the effect of the length of the heat bath regions for the conditions when the bath regions

are both shorter and longer than the central parts of the nanotubes. The calculations of the

thermal conductivity follow the general procedure described in Section 3.2.1. The heat flux

is maintained by adding/removing the kinetic energy in the heat bath regions at rates of

QHB = 0.45 eV/ps for LC = 50 nm (Series 1) and QHB = 1.25 eV/ps for LC = 97 nm (Series

2).

Additional analysis was performed to estimate the standard error of the mean conduc-

tivity. After achievement of the steady state, calculations of conductivity are continued for

an additional 2500 ps for Series 1 and 500 ps for Series 2. For each simulation, the data

obtained in the steady state are divided into N sample sets, each with M conductivity cal-

culations. The sample mean of each sample set, ki, is calculated to provide N estimations

of the true mean conductivity predicted in the NEMD simulation. The final value of the

conductivity reported is the mean of the N estimations, k. Averaging over M measurements

in each sample set reduces the effect of the natural statistical fluctuations in instantaneous

temperature profiles that arise due to the relatively small number of atoms in each CNT

segment and provides a more accurate estimation of the mean conductivity. This method

produces a sample of N independent estimations of the mean conductivity and is used to

estimate the standard error of the mean [133]. The sample standard deviation, S, is deter-
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Figure 3.5: Thermal conductivity, k, as a function of the length of the heat bath regions, LB.
The results are shown for two series of NEMD simulations performed with fixed distance
between the heat bath regions: in Series 1 (green triangles) LC = 50 nm and in Series 2
(red squares) LC = 97 nm. The error bars show the estimates of the standard error of the
mean, with some error bars obscured by the width of the data points. The solid green and
dashed red lines mark the values of k predicted in simulations of Series 1 with LB = LC = 50
nm and Series 2 with LC ⇡ LB = 100 nm, respectively. The consistent trend of increasing
thermal conductivity for LB > LC contradicts the notion that the sensitivity of the results to
LB is due to the thermal boundary resistance at the boundaries of the heat bath regions.

mined as

S =

 
1
N

N

Â
i=1

(ki � k)2

!1/2

, (3.2)

and the estimated standard error of the mean is calculated by ŝk = S/
p

N. This value

provides a measure of the precision in estimating the mean conductivity predicted by the

NEMD simulations.

The results of the two series of simulations plotted as a function of LB are shown in

Fig. 3.5. The data represented by green triangles are the results for Series 1, where the

central tube length was LC = 50 nm, and the data represented by red squares are the results

for Series 2, where the central tube length was LC = 97 nm. The error bars represent the

estimates of the standard error of the mean conductivity predicted in the simulations. In

both series of simulations, the conductivity shows a strong dependence on the length of

the heat bath regions. The values predicted in the simulations range from 165 Wm�1K�1
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to 229 Wm�1K�1 and from 220 Wm�1K�1 to 256 Wm�1K�1 for Series 1 and Series 2,

respectively. These are significant variations, particularly in light of the common practice

of defining CNT length as the distance between the inner boundaries of the two heat bath

regions and the lack of a rigorous criterion for choosing the length of the heat bath regions.

In the case of Series 1, for example, the results imply up to 39% variation in the conductivity

values predicted for a 50 nm CNT, depending on the choice of the length of the heat bath

regions, LB.

It is also instructive to compare the results of the two series of simulations performed

with fixed values of LC with the data used in Section 3.2.2 to examine the length dependence

of k. In this additional series of simulations, Series 3, the length of the heat bath regions

was kept constant at LB = 0.5 nm, and LC was varied from 47 nm to 630 nm. In Fig. 3.6a,

all data is plotted as a function of LC, which is a standard way to define the CNT length in

the NEMD length dependence studies employing non-periodic boundary conditions [2, 3,

72, 73, 80, 124, 125]. In this representation, we can see that the variations of the values of

k in the constant LC series (Series 1 and 2) are comparable to the range of values obtained

by changing LC in Series 3.

Perhaps a more significant aspect of Fig. 3.5 is that the values of thermal conductivity

predicted in the Series 1 and 2 simulations continue to increase with increasing lengths

of the heat bath regions even for LB > LC. The solid green and dashed red lines in Fig.

3.5 mark the values of k predicted in simulations of Series 1 with LB = LC = 50 nm and

Series 2 with LB ⇡ LC (LB = 100 nm, LC = 97 nm), respectively. According to the inter-

pretation offered by Shiomi and Maruyama [3], TBR between the heat bath regions and

the central region of the unconstrained dynamics should reach a minimum for LB = LC and

the thermal conductivity should not increase with further increase of the heat bath length.

The continued increase in the conductivity for the bath lengths LB > LC suggests that the

interpretation based on the TBR caused by the mismatch of the vibrational spectra of the

heat bath regions and the central part of the CNT has to be reconsidered.
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Figure 3.6: Thermal conductivity, k, as a function of (a) length of the central part of the
CNT, LC, and (b) the total length of the CNT, LSys. The results are shown for three series of
NEMD simulations: in Series 1 (green triangles) CNTs have fixed LC = 50 nm and varied
LB, in Series 2 (red squares) CNTs have fixed LC = 97 nm and varied LB, and in Series 3
(blue circles) CNTs have fixed LB = 0.5 nm and varied LC. While it is common to use LC
as a measure of the effective CNT length in NEMD simulations of thermal conductivity,
plotting k versus LSys in (b) provides a more consistent representation of the length depen-
dence of k across all series of simulations, regardless of whether the length is added to the
central region (Series 3) or the bath regions (Series 1 and 2) of the nanotube.
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k (Wm�1K�1) LSys (nm) LC (nm)
Series 1 229 202 50
Series 2 230 198 97
Series 3 228 206 203

Table 3.2: Sample data taken from Fig. 3.6. Overall system length, LSys, which includes
the heat bath regions, is found to be a better predictor of conductivity than the distance
between the heat bath regions, LC.

The results of the present simulations suggest that the length dependence of thermal

conductivity predicted in NEMD simulations is most adequately described as the depen-

dence on the overall (end-to-end) length of the system, LSys. The nature of this dependence

is illustrated in Fig. 3.6b, where the exact same data from Fig. 3.6a is re-plotted as a func-

tion of the overall system length, LSys. A striking observation from this plot is that when

the results from the three series of simulations are plotted with respect to LSys, the effect of

increasing LB in Series 1 and 2 is nearly indistinguishable from the effect of increasing LC

in Series 3. A near coincidence of the three points at LSys ⇡ 200 nm in Fig. 3.6b is a good

illustration of this observation. The similarity of the values of k predicted in the three series

of simulations and listed in Table 3.2 is consistent with the notion that the overall system

length determines the value of the thermal conductivity. These CNTs, however, would be

considered to have very different lengths by the common definition of CNT length as the

length of the central part of the nanotube, LC.

The length dependence of the thermal conductivity obtained in the simulations can be

extrapolated to samples of infinite length to obtain an estimate of the thermal conductivity,

k•. From the kinetic theory for a phonon gas, the thermal conductivity can be related to the

phonon mean free path as

k =
1
3

cvle f f , (3.3)

where c is the phonon heat capacity per unit volume, v is the average phonon velocity, and

le f f is the effective mean free path of the phonons. In a CNT of a finite length, the effective

mean free path is defined by both the phonon-phonon scattering and the phonon scattering
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at the boundaries of the CNT. Using Matthiessen’s rule for independent contributions of

the two scattering mechanisms, the effective mean free path can be written as

1
le f f

=
1
l•

+
2

LSys
, (3.4)

where l• is the mean free path of phonons in the system where LSys ! •. From Eqs. 3.3

and 3.4, it follows that the length dependence of the thermal conductivity can be written as

[134, 135]
1
k
=

A
2l•

+
A

LSys
, (3.5)

where A is a constant that defines the slope of the linear dependence of 1/k on 1/LSys. The

estimates of the phonon mean free path and thermal conductivity in an infinitely long CNT,

l• and k•, can then be obtained by plotting the dependence of 1/k on 1/LSys predicted in

NEMD simulations and extrapolating it to LSys !•. Note that this linear extrapolation pro-

cedure provides only the first order approximation of the values l• and k•. The variability

of the phonon group velocities and mean free paths [127], neglected in the simple Eq. 3.3,

may result in substantial deviations from the linear dependence of 1/k on 1/LSys [2, 132].

However, a linear relationship was observed for the range of system lengths investigated in

this study.

The values of l• and k• obtained by the procedure outlined above for the three series of

simulations are listed in Table 3.3. The conditions of simulations of Series 3, where the size

of the heat bath regions is kept constant while LC is increased, are the closest reflection of

the true physical system of interest. Thus, one can expect that the most accurate prediction

of k• would come from the application of the extrapolation procedure to data produced in

this series. The extrapolation of data from Series 1 and 2, where LC is kept constant and

LB increases, can be represented by a CNT with a fixed length of the central part of the

nanotube, but infinitely-long bath regions. It is clear that this representation does not match

the true physical system of interest when considering the conductivity of infinite systems.
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LC (nm) LB (nm) k• (Wm�1K�1) l• (nm)
Series 1 50 • 263 16
Series 2 97 • 267 16
Series 3 • 0.5 275 20

Table 3.3: The upper saturation limit of conductivity, k•, and phonon mean free path, l•,
predicted by fitting the results of NEMD simulations to Eq. 3.5. The values of LC and LB
correspond to systems extrapolated to infinite overall length, LSys, by following the proce-
dures of the three series of simulations. Series 3 provides the most realistic representation
of the true system of interest, with length added to the central region of the nanotube. De-
spite length being added to the heat bath regions while LC is kept constant, Series 1 and 2
provide estimates of k• that are surprisingly close to the more realistic prediction of Series
3.

While the highest prediction comes from extrapolation of the results of Series 3, it can be

seen that the extrapolated values for LB ! • are similar to the one obtained for LC ! •

and the agreement improves as LC increases from 50 nm to 97 nm.

The main conclusion drawn from Fig. 3.6 is that the length dependence of CNT con-

ductivity is better captured by the overall system length, LSys, than by the length of the

central part of the nanotube, LC. The length of the heat bath, LB, is shown to have a strong

effect on the values of k predicted in NEMD calculations for CNT lengths comparable to

the phonon mean free path. This length dependence is nearly indistinguishable from the

dependence on LSys and the agreement improves as LC increases from 50 nm to 97 nm. This

suggests that the contribution to thermal conductivity from LB is similar to the contribution

from LC. It follows that bath regions of any significant length should be considered to be

parts of the nanotube, and the CNT length should be defined as the length of the overall

system, LSys. Physically, these results imply a relatively minor contribution of the phonon

scattering at the interface between the heat bath regions and the unperturbed region of the

system to the overall length dependence of the thermal conductivity. The dominant contri-

bution is coming from the real boundaries of the sample, which scatter phonons and limit

the maximum phonon wavelength that can exist in the nanotube.

Although the length dependencies shown in Fig. 3.6b for the three series of simulations

are similar, the extrapolated values obtained by increasing LB do not exactly reproduce the
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values obtained by increasing LC, as seen in Table 3.3. Therefore, the choice of a small

bath length would be optimal for obtaining an accurate prediction of the length dependence

of k and the extrapolated value of k•. Overall, the results of the analysis discussed above

provide guidance for choosing a simulation setup that best represents the conductivity of

a system of interest. CNT length definition should include the heat bath regions, and the

length of the heat bath regions should be small compared to the total length of the system. It

is worth noting that the underlying physics of the effects of thermal bath length is applicable

to phonon thermal transport in the ballistic-diffusive length regime of any material. Thus

this definition of CNT length can be extended to the definition of sample length in any

NEMD study of thermal transport.

3.2.3.2 Computational Configuration

The variation of computational setups used for the generation of steady-state heat fluxes

in NEMD simulations could be an additional source of the discrepancies in the computa-

tional predictions. There are two commonly used ways of implementing the heat flux. In

all simulations discussed in the previous sections of this chapter, the temperature or heat

flux control is applied to the two heat bath regions located at the ends of a CNT and a

steady-state heat flux is created in the central part of the CNT, between the two heat bath

regions. Fig. 3.4 represents a schematic of this computational setup. This method of ap-

plying a uni-directional heat flux along the length of the sample is used in a number of

works [2, 3, 21, 22, 26, 27, 31, 32, 72–75, 80, 82, 124, 125, 136, 137]. An alternative

implementation of the NEMD method is represented in Fig. 3.7. In this approach, a hot

heat bath region is defined in the center of the tube, two cold heat baths regions are ap-

plied at the two ends of the CNT, and equal and opposite fluxes are generated along the

tube axis in opposite directions. This implementation is typically used in combination with

periodic boundary conditions (PBCs) in the axial direction [4, 20, 23, 29, 30, 33, 77–79],

thus creating a repeating pattern of bi-directional fluxes.
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The discussion provided in the previous section demonstrates that for NEMD simu-

lations implementing uni-directional flux, the length dependence of CNT conductivity is

better captured by the overall system length, LSys, than by the length between the heat

bath regions, LC, although the majority of studies employing this method to investigate

length dependence of conductivity use LC as the defining length [2, 3, 72, 73, 124, 125].

Paradoxically, the results obtained in bi-directional flux simulations are often described in

terms of the overall system length as the defining length [23, 29, 78, 79], despite the im-

posed thermal transport occurring in opposite directions over the two halves of the system

length. This length definition does not seem to be intuitive given the nature of thermal

transport in these systems, and the factors that affect the length dependence in the ballistic

and diffusive-ballistic regimes. When a flux is applied between two heat bath regions, the

dominant ballistic transport mechanism is energy transport from a hot heat source to a cold

heat sink. In the case of bi-directional heat flux, the ballistic transport contributes to the

heat transfer between the hot and cold bath regions, in the direction of the imposed heat

flux. If the phonon mean free path is longer than the distance between the heat bath regions,

however, the thermal transport may occur from a heat source, through a heat sink, and to-

ward the second heat source on the other side of the computational system, against the

dominant direction of heat transfer. In this case, the ballistic transport would actually serve

to reduce the measured temperature gradient and the corresponding thermal conductivity,

as it effectively inhibits the heat transfer in the direction of imposed flux. Thus, the ballistic

thermal transport within the distance between the heat baths serves to increase thermal con-

ductivity, while the ballistic transport at lengths greater than the distance between the heat

baths regions serves to reduce the conductivity. Therefore, it seems plausible that thermal

conductivity predicted in NEMD simulations is defined by the length of consistently im-

posed flux, i.e., the length between the heat bath regions, rather than by the overall system

length.

To investigate the effect of the bi-directional flux configuration on the predicted val-
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Figure 3.7: Schematics of computational setups with bi-directional heat flux implemen-
tations used in NEMD simulations of thermal conductivity of CNTs. The two setups are
shown for free (a) and periodic (b) boundary conditions. In the case of free boundary con-
ditions, the CNTs are covered by hemispherical fullerene caps that are not included in the
heat bath regions.

ues of thermal conductivity, two NEMD simulations are performed for free and periodic

boundary conditions applied along the axis of the CNTs as shown schematically in Fig. 3.7.

In the case of free boundary conditions, the CNT is covered by two hemispherical fullerene

caps and the total length of the system was 100 nm. Two cold bath regions are implemented

immediately adjacent to the fullerene caps, and have a length of LB = 1 nm each. A hot

bath is implemented in the center of the CNT, measuring 2LB = 2 nm. The distance of

unperturbed length between the heat bath regions is LC = 47.3 nm on each side of the CNT.

In the second simulation, the fullerene caps are removed and periodic boundary conditions

are applied in the axial direction, creating a repeating pattern of bi-directional heat flux. In

this case the overall system length remains 100 nm, and the distance between the heat bath

regions is increased to LC = 48.1 nm to account for the removal of the fullerene caps.

Thermal conductivity is calculated from the steady-state temperature profiles estab-

lished in the system following a procedure similar to the one described in Section 3.2.1.

The values of k are found to be 154 Wm�1K�1 in the free boundary conditions simulation,

and 160 Wm�1K�1 with periodic boundary conditions. Comparing these predictions to

the results obtained with uni-directional heat flux approach and described in Sections 3.2.2

and 3.2.3.1, we find that the results of bi-directional calculations are in a good agreement
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Flux
Direction

Boundary
Conditions LSys LC+2LB

k
(Wm�1K�1)

bi- periodic 100 nm 50 nm 160
bi- free 100 nm 49 nm 154

uni- free 50 nm 49 nm 154
uni- free 100 nm 99 nm 196

Table 3.4: Thermal conductivity of (10,10) CNTs, k, predicted in NEMD simulations per-
formed with bi-directional and uni-directional heat flux implementations. The predictions
of the two types of simulations are reconciled when the results are compared for the same
effective length defined as LC +2LB.

with the ones obtained in simulations of Series 3 for LSys = 50 nm, 154 Wm�1K�1, but

significantly under-predict the results for LSys = 100 nm, 196 Wm�1K�1, see Table 3.4.

This observation supports the qualitative discussion provided above, which suggested that,

due to the physical phenomena that lead to the length dependence, the length of consis-

tently imposed heat flux is the length that defines the value of the thermal conductivity in

bi-directional NEMD simulations. Keeping in mind the conclusion of Section 3.2.3.1, it is

reasonable to include the length of the heat bath regions to the standard length definition.

Thus, by defining the effective CNT length in bi-directional simulations as the length of an

unperturbed region plus 2LB, LC+2LB ⇡ LSys/2, we can reconcile the results obtained with

the two types of the computational setup. Adopting this definition of CNT length may help

to resolve some of the discrepancies in the values of CNT thermal conductivity reported in

the literature.

3.2.3.3 Interatomic Potential

The interatomic potential is the most significant input parameter that must be defined in

any MD simulation. Potentials that have been validated and widely used to represent car-

bon systems include the Tersoff [100], Brenner [102], Brenner-II [103], and AIREBO [111]

potentials. Recently, modified sets of parameters for the Tersoff and Brenner-II potentials

have been developed specifically for simulations of heat transfer in carbon nanotubes and

graphene [105]. Considering the results of the simulations listed in Table 3.1, it is possible
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to see a correlation between the type of interatomic potential employed in a simulation and

the values of the predicted thermal conductivity: the increasing values of k tend to follow

the order from AIREBO and Brenner-II + LJ, to Brenner/Brenner-II, to Tersoff, and to an

optimized version of the Tersoff potential. Here two exceptions from this trend are noted:

the value reported by Ren et al. [31], which is unusually high in comparison to other works

employing the AIREBO potential, and the one by Berber et al. [18] which is acquired

with the homogeneous non-equilibrium molecular dynamics (HNEMD) routine [138] and

remains among the highest reported values in the literature. The differences in the CNT

lengths and various parameters of the computational methods employed in the simulations,

however, do not allow us to translate this apparent correlation to a definite quantitative con-

clusion on the extent the choice of the interatomic potential affects the value of thermal

conductivity predicted in a simulation. Therefore, an additional series of NEMD simula-

tions is performed for identical CNTs and computational setups, but different interatomic

potentials. In this way, the possibility of other system parameters causing divergent results

is eliminated, and the pure effect of the interatomic potential is examined in isolation.

The system used in this series of simulations is a (10,10) CNT with uni-directional heat

flux (Fig. 3.4), LSys = 205 nm, and LB = 0.5 nm. The computational setup and procedure

used in the calculation of k are the ones described in Section 3.2.1. The four potentials

investigated are original Tersoff [100], Brenner-II [103], AIREBO [111] with Brenner-II

[103] adopted for bonding interactions, and the optimized Tersoff by Lindsay and Broido

[105].

The results from the simulations, shown in the form of a bar chart in Fig. 3.8, reveal

strong dependence of CNT conductivity on implemented potential. The general trend is the

same as seen in the sample of published results presented in Table 3.1 (excluding the two

highest values reported by Ren et al. [31] and Berber et al. [18]), with the highest values

predicted with the optimized Tersoff potential, followed by the original Tersoff, Brenner-

II and AIREBO potentials. The low values of k predicted with Brenner-II and AIREBO
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Figure 3.8: Thermal conductivity, k, predicted in NEMD simulations performed with four
different interatomic potentials for identical CNTs under identical computational condi-
tions.

potentials can be attributed to two factors: low velocities of acoustic phonons obtained

from phonon dispersion relations for graphene and strong anharmonicity of Brenner-II po-

tential resulting in high phonon-phonon scattering rates [105]. The long-range van der

Waals interactions added to the Brenner-II potential in AIREBO may further increase the

phonon scattering rate, thus additionally reducing the value of k. While the variability of

the results of experimental measurements of thermal conductivity of individual CNTs [10–

17] prevents a direct quantitative validation of interatomic potentials, the understanding of

the degree to which the choice of interatomic potential can affect the predictions of the

simulations may help in resolving some of the discrepancies in published MD results and

may assist in design and interpretation of future computational studies. Moreover, despite

the lack of quantitative predictive power of current MD calculations of thermal conductiv-

ity, the qualitative trends revealed in the simulations, such as the CNT length dependence

shown in Fig. 3.3, are still consistent across studies undertaken with different interatomic

potentials. These qualitative trends are certainly of interest for the design of CNT materials

with thermal transport properties tailored for particular practical applications.
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3.2.4 Effect of Inter-Tube Interactions in Bundles

The effect of inter-tube interactions on the intrinsic conductivity of a nanotube is in-

vestigated in MD simulations performed for systems of one, two, and seven CNTs that are

shown schematically in Fig. 3.9a. The individual CNTs used in the simulations are 160 and

300 nm long and consist of 26 440 and 49 640 atoms, respectively. The CNTs are covered

by 110-atom caps at the ends with one of the caps interfacing with the nanotube by a 20-

atom ring constituting a half of the nanotubes unit cell. Free (vacuum) boundary conditions

are applied in all directions. The basic sample preparation and computational procedure for

simulations presented in this section differ slightly from the routine described in Section

3.2.1. Here, the configurations of CNT pairs and bundles are relaxed by quenching atomic

velocities for 15 ps to establish a low-energy separation between the nanotubes and to pre-

vent oscillations that would affect inter-tube interactions. All systems are then gradually

heated to 300 K by applying the Langevin thermostat for 30 ps while ensuring that the total

linear and angular momenta are zero [1]. Finally, in order to establish a steady-state tem-

perature gradient along the CNTs, a constant heat flux is applied by scaling the velocities of

atoms in two 0.5 nm wide heat bath regions located on either end of each CNT, neglecting

the hemispherical caps. The velocity scaling is done so that the same amount of energy,

QHB, is added and removed per unit time in the two heat bath regions of each CNT. The

rates of the energy addition/removal used in the simulations of 160 nm and 300 nm CNTs

are QHB = 1.5 eV ps�1 and QHB = 1.3 eV ps�1, respectively. These rates correspond to

heat fluxes of QHB/W = 1.68⇥1011 Wm�2 and QHB/W = 1.46⇥1011 Wm�2, where W is

the cross-sectional area of the CNT, defined as W = 2pdT RT = 1.43 nm2, RT = 0.67 nm

is the nanotube radius found in MD simulations as the average radial distance of carbon

atoms from the axis of an isolated CNT equilibrated at 300 K, and dT = 0.34 nm is the

nominal thickness of the CNT wall taken to be equal to the interlayer spacing in graphite

[21, 47, 83].

The values of thermal conductivity of individual CNTs, k, are calculated from the
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LT Single CNT 2-CNT Configuration 7-CNT Configuration
160 nm 223 ± 15 Wm�1K�1 220 ± 14 Wm�1K�1 215 ± 10 Wm�1K�1

300 nm 241 ± 6 Wm�1K�1 243 ± 5 Wm�1K�1 238 ± 6 Wm�1K�1

Table 3.5: Thermal conductivities of a (10,10) CNT, k, and the corresponding standard de-
viations from the mean values predicted in MD simulations performed for a single CNT, a
pair of parallel interacting CNTs, and a bundle of 7 CNTs, as shown in Fig. 3.9a, for the
CNT length LT = 160 and 300 nm. In multi-tube simulations, the conductivity reported
is the mean of all conductivity calculations for the 2 or 7 CNTs in the corresponding con-
figurations. The measure of uncertainty presented is one sample standard deviation of all
sequential k calculations obtained after achievement of a steady state. The values of k in all
configurations with LT = const are within the standard deviations of each other, suggesting
that the effect of the inter-tube coupling on the intrinsic thermal conductivity of CNTs is
statistically insignificant.

Fourier law, k = -QHB/(WdT /dx), where the temperature gradients, dT /dx, are determined

by linear fits of the temperature profiles generated in constant heat flux simulations, e.g.,

Fig. 3.9b. The ⇠20 nm regions of non-linear temperature distributions in the vicinity of

the CNT ends are excluded from the calculation of dT /dx. The time required for the estab-

lishment of the steady-state temperature profiles was about 0.4 ns for 160 nm CNTs and

0.8 ns for 300 nm CNTs. In the steady state, the simulations are run for an additional 200

ps to 1200 ps and the instantaneous values of thermal conductivity are evaluated every 5 fs

from instantaneous temperature gradients. The instantaneous values of thermal conductiv-

ity collected in the steady-state regime are found to obey normal distributions, confirming

the random statistical nature of the fluctuations of these values during the time span of the

data collection. The average thermal conductivity k and the sample standard deviation are

then calculated from the instantaneous values. For multi-tube configurations, the values

of k and sample standard deviations are derived from the total sample set of conductivity

calculations for all CNTs present in a given configuration.

The temperature profiles shown in Fig. 3.9b for an isolated CNT and CNT bundles

are almost identical, suggesting that the thermal conductivity of individual CNTs is not

significantly affected by the interactions among the CNTs. Indeed, the values of k listed

in Table 3.5 for each of the three configurations are within the standard deviations of each
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Figure 3.9: A schematic representation (not to scale) of the three aligned CNT bundles (a)
and representative temperature profiles obtained in the simulations performed for (10,10)
CNTs of length LT = 160 nm (b). Thermal flux is applied to each CNT individually and
the values of thermal conductivity are obtained from the steady-state temperature profiles.
All simulations are performed for capped CNTs with the cylindrical part of length LT . The
temperature profiles in panel (b) for 2- and 7-CNT systems are obtained by averaging the
profiles calculated for individual CNTs in the bundles.

other for a given length of the CNTs, while the increase of k with increasing CNT length LT

is characteristic of the diffusive-ballistic phonon transport in CNTs that has been discussed

in a number of works [1, 3, 21, 126, 129] and presented in Section 3.2.2.

The absence of any significant effect of the van der Waals inter-tube coupling in CNT

bundles on the intrinsic thermal conductivity of individual CNTs is consistent with rela-

tively small changes of the vibrational spectra of CNTs due to the inter-tube interactions

and negligible contribution of inter-tube phonon modes to thermal conductivity of bundles

[122, 139]. It also suggests that three-phonon umklapp scattering involving phonons from

neighboring CNTs does not play any significant role in perfect bundles consisting of defect-

free CNTs. The results of the simulations, however, contradict the experimental observa-

tion of the pronounced decrease of the thermal conductivity of bundles with increasing

bundle thickness [53, 54, 118] that is commonly attributed to the dramatic enhancement

of phonon scattering by the inter-tube interactions [18, 36, 53–55, 120]. An alternative
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explanation of the bundle thickness dependence of the thermal conductivity could be the

increased degree of CNT misalignment and concentration of inter-tube defects, cross-links

and foreign inclusions in larger bundles, which could result in the increase of both the

phonon scattering and inter-tube contact thermal resistance. Indeed, SEM images of thick

“bundles” that exhibit the lowest thermal conductivity on the order of several Wm�1K�1

reveal a loose arrangement of poorly aligned CNTs that resemble pillars cut from vertically

aligned arrays of CNTs [116, 117].

3.3 Summary

The results of a systematic investigation of the effect of various computational param-

eters on the values of thermal conductivity of CNTs predicted in MD simulations uncover

some of the key reasons for the wide variability of the computational predictions reported

in literature and provide guidance for designing simulation setups that reduce the ambiguity

in data interpretation.

The CNT length dependence of thermal conductivity is investigated in a broad range

of nanotube lengths, from 47 nm to 630 nm, and is found to exhibit a gradual transition

from a strong length dependence for CNTs shorter than ⇠200 nm to a much weaker depen-

dence for longer CNTs. This dependence is characteristic of the transition from ballistic to

diffusive-ballistic heat transport regimes and has been observed in many of the earlier stud-

ies. A detailed analysis of the CNT length dependence reveals that, in NEMD simulations

with uni-directional heat flux implementation, the effect of increasing length of the central

part of the nanotube, LC, is nearly indistinguishable from the effect of increasing length of

the heat bath regions, LB. This observation suggests that the common practice of neglecting

the length of the heat bath regions when defining the CNT length in NEMD simulations

may introduce an uncertainty in interpretation of the results, as the variability of LB in dif-

ferent studies may translate into a substantial variability in the predicted values of thermal
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conductivity. The results of this study suggest that the total length of a CNT (including

the length of the heat bath regions) should be used as the definition of the CNT length in

NEMD simulations with uni-directional heat flux. To provide an adequate representation

of the true nature of the system being modeled, the length of the heat bath regions should

be short relative to the overall CNT length. The length dependence of k in bi-directional

flux implementations, commonly used with periodic boundary conditions, is also shown to

be best represented by the definition of the effective CNT length comprised of the length

of the heat bath regions and the length of an unperturbed part of the CNT between the hot

and cold heat bath regions. This convention yields values of k that are consistent between

the two (uni- and bi-directional) implementations of the heat flux in NEMD simulations.

The effect of the choice of the interatomic potential on the value of thermal conductivity

predicted in NEMD simulations is also quantified in a series of simulations performed with

several commonly used potentials. An up to a four-fold difference in the values of k is

predicted with different potentials for identical CNTs and computational setups. This large

difference suggests that quantitative agreement between the results obtained with different

interatomic potentials should not be expected. Many of the qualitative trends revealed in

the simulations, however, are consistent across studies employing different potentials and

are providing useful insights into the mechanisms of the nanoscale thermal transport in

CNTs.

Overall, the results of the systematic evaluation of the effect of the boundary condi-

tions, size and location of the heat bath regions, definition of the CNT length, and the

choice of interatomic potential on the predictions of NEMD simulations clarify the origins

of quantitative discrepancies across published data and provide recommendations on the

choice of computational parameters that may reduce some of the inconsistencies between

the computational results. The results of MD simulations of thermal conductivity in indi-

vidual CNTs and in bundles consisting of 2 and 7 CNTs suggest that, contrary to a number

of earlier reports, the van der Waals inter-tube coupling in the bundles does not result in
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any statistically significant changes in the intrinsic conductivity of the CNTs. Implications

for this result mean overall thermal transport in aligned CNT bundles can be improved by

increasing the number of direct CNT channels in the bundle.
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Chapter 4

CNT-CNT Thermal Conductance

4.1 Background

Thermal conductance between CNTs is achieved through non-bonded van der Waals in-

teractions. Typical dimensions of CNT materials and structures are much longer than their

constituent CNTs. Therefore, thermal transport in these devices may be limited by the

weak CNT-CNT conductance and it is often assumed that inter-tube conductance, rather

than intrinsic conductivity of CNTs, limits the effective conductivity of CNT-based materi-

als [5–8, 43–46]. In addition, results from molecular dynamics (MD) simulations reported

by Volkov et al. [76] and presented in Section 3.2.4 of this dissertation indicate inter-tube

interactions have no significant affect on the intrinsic conductivity of individual CNTs,

which implies low collective conductivity of CNT structures is primarily caused by low

CNT-CNT contact conductance. Any measures that can improve inter-tube conductance

will directly improve the thermal performance of the CNT structure as well. Therefore, it

is important to determine what structural parameters affect thermal transport across CNT-

CNT junctions.

The sensitivity of CNT-CNT conductance to the parameters which define the physical

structure of the CNT-CNT contact and the surrounding environment is explored in this

chapter. Further background information on the effect of the variations of CNT length, local

density of contacts, and contact area on CNT-CNT conductance is provided in Sections
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4.1.1, 4.1.2, and 4.1.3, respectively.

Next, computational results of a systematic evaluation of the sensitivity of the values of

CNT-CNT conductance predicted in non-equilibrium molecular dynamics (NEMD) simu-

lations to the parameters of CNT-CNT contacts are reported in Section 4.2. The magnitude

and range of the dependence of CNT-CNT conductance on CNT length are analyzed in

Section 4.2.1. The role of local density of CNT-CNT contacts on conductance is inves-

tigated in Section 4.2.2. Only a ⇠10% reduction in contact conductance is observed for

the maximum density of contacts separated by their equilibrium distance and no reduction

is found for lower contact densities. This is in sharp contrast with previously published

findings [8] and leads to an important conclusion that the total conductance through CNT

structures can be increased by increasing the number of CNT-CNT contacts. Results which

demonstrate a linear increase in conductance with contact area between partially overlap-

ping parallel CNTs are presented in Section 4.2.3. The linear dependence of the conduc-

tance on the overlap area, however, is found to break down for non-parallel configurations

with very small contact areas, as demonstrated by the results reported in Section 4.2.4. This

observation serves as the motivation for a qualitative study of conductance across multiple

interacting interfaces in a 2-dimensional Lennard-Jones “toy model” discussed in Chapter 5

and provides a foundation for the development of a general predictive model of CNT-CNT

conductance presented in Chapter 6.

4.1.1 Background on the Effect of CNT Length

The dependence of intrinsic CNT conductivity on CNT length is discussed in detail in

Chapter 3. While much of this length dependence is due to an increase of ballistic ther-

mal transport length as CNT length increases in the ballistic length regime, Cao and Qu

[33] argued that an increase in available long wavelength phonon states with increasing

CNT length also contributes significantly to the increase in conductivity. It is plausible that

the addition of long wavelength phonon states may also promote an increase in CNT-CNT
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conductance if these phonons contribute to the conductance. Kumar and Murthy [106] em-

ployed MD simulations to perform wavelet analysis of thermal pulse propagation along the

axes of CNTs forming perpendicular cross-junctions at a very low temperature (0.01 K).

The wavelet traveled along the axis of one CNT and passed through the contact region into

the second perpendicular CNT. Analysis of the vibrational frequencies showed that most

of the dominant frequencies excited in the second CNT were relatively low (less than 10

THz), implying that low frequency, long wavelength phonons transmit across CNT-CNT

junctions more readily. This is similar to the findings of Shenogin et al. [140] who con-

cluded the majority of heat transfer from a CNT into a surrounding octane liquid occurred

predominantly through coupling of low frequency vibrational modes. While conduction

between a CNT and surrounding liquid is expected to be different than conduction between

two CNTs, the authors assert that this low frequency dominance is due to the weak van der

Waals interactions at the interface, which are also responsible for conduction between two

CNTs. They go on to show an increase in conductance per area with increasing CNT length

above 2 nm. Huxtable et al. [141] also found an increase in conductance per area between

a CNT and surrounding octane liquid for lengths up to 3.5 nm. Through spectral tempera-

ture analysis, they showed the lowest frequency vibrations to be most strongly coupled to

the surrounding liquid. Conversely, Carlborg et al. [142] did not find any length depen-

dence for conductance per area between a CNT and surrounding liquid argon, though they

attributed this inconsistency to the difference between vibrational states in liquid argon and

liquid octane.

Though there have been several direct MD investigations into the length dependence

of CNT-CNT conductance, a definitive and consistent description is still lacking. Evans et

al. [7] performed MD simulations of conductance at a junction between two perpendicular

CNTs and found a significant length effect up to CNT lengths of about 20 nm. Zhong and

Lukes [5] simulated conductance between parallel, overlapping CNTs with varying over-

lap and CNT length. They showed pronounced length dependence below 10 nm, which
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becomes weaker as CNT length reaches 40 nm. Xu and Buehler [6] also modeled conduc-

tance between parallel CNTs and reported only very weak length dependence for CNTs

between 25 and 75 nm.

While these results are not in direct contradiction with each other, there are still un-

resolved issues regarding the length dependence of CNT-CNT conductance. The works

referenced above considered either only parallel or only perpendicular CNTs and did not

attempt to come up with a general description of CNT-CNT conductance applicable to dif-

ferent configurations. A broader range of CNT lengths should be examined to definitively

determine the saturation limit of CNT length effects. Important aspects to discern include

the strength of this length dependence and the range of CNT lengths for which it is present.

A more complete understanding of these length effects will help provide a context for com-

parison of conductance calculations and determine the parameters necessary for optimizing

thermal performance of CNT based materials. Therefore, a series of simulations was per-

formed to investigate the effect of CNT length on CNT-CNT conductance and the results

of this study are presented in Section 4.2.1.

4.1.2 Background on the Effect of Contact Density

The thermal conductivity of CNT-based materials can be increased by increasing the

density of CNTs. In the case of vertically aligned CNT forests, such as those used for

thermal interface materials (TIMs), this is attributed to an increase in the number of direct

channels for conduction [55]. In the case of more complex configurations of CNT net-

works, this increase is attributed to an increase in the density of CNT-CNT contacts in the

network. Keblinski and Cleri [143] modeled electrical conductivity in a percolated network

of conducting nanofibers, where the contact resistance limits the overall network conductiv-

ity, as is the case in CNT networks. They showed that both network electrical conductivity

and concentration of contacts increased quadratically with increasing concentration of con-

ducting fibers. Evans and Keblinski [92] found similar results from MD simulations of
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thermal conductivity through repeated layers of perpendicular CNT arrays. They reported

the thermal conductivity of a stacked structure consisting of four CNTs per repeated layer

to be four times greater than that of a structure consisting of two CNTs per layer.

Despite these results, it is possible that an increase in contact density may not always

increase the total conductivity in a CNT based material. Prasher et al. [8] employed atom-

istic Green’s function simulations to model thermal conductance across individual junc-

tions formed by perpendicular CNTs. They compared the conductance per junction for the

case of a single junction formed by two perpendicular CNTs to the conductance per junc-

tion for the case of two junctions formed when two parallel CNTs were crossed by a single

perpendicular CNT, to study the effects of contact density on conductance per junction.

Their results show that the conductance per junction is reduced by approximately an order

of magnitude for the two junction case, when the junctions are separated by only 0.816 nm.

These results suggest there could be some critical contact density, above which the conduc-

tance per junction is reduced. It follows that for some configurations, an increase in contact

density may reduce the overall thermal transport through the CNT network. In fact, the au-

thors cite the decreased conductance per junction as the main explanation of discrepancies

between the results of their experimental measurements of conductivity of a CNT bed and

an analytical equation [46] based on the MD results for individual junction conductance.

Thus, it is important to resolve any uncertainty regarding the influence of contact density

on individual contact conductance. Parametric studies should be undertaken to determine if

an effect exists, and for what critical levels of contact density. Clarification of these issues

may help resolve discrepancies between experimental observations and theoretical predic-

tions, and serve as a guide for optimal design of CNT networks for thermal applications.

A series of simulations was performed to resolve the relationship between contact density

and CNT-CNT conductance. The results of this study are reported in Section 4.2.2.
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4.1.3 Background on the Effect of Contact Area

Defining a contact area between two adjacent, cylindrical CNTs is non-trivial. How-

ever, in the case of parallel, overlapping CNTs, as studied in some of the works referenced

above [5, 6], any realistic definition of contact area will be linearly proportional to Dx12,

the length of the overlapping region between the two CNTs. In addition, sT can be defined

as the conductance per overlap length, given in Wm�1K�1 and linearly proportional to

the conductance per area. Thus, the effect of contact area on conductance per area can be

indirectly observed by varying Dx12 and studying the effect of this variation on sT .

When the results from the previous works are defined in this manner, an interesting re-

sult is observed. Figure 4.1 represents the data from the two studies of overlapping CNTs.

Here the data have been manipulated from the original form in the cited works to represent

the conductance per overlap length, sT . For comparison across the two works, the conduc-

tance values have been divided by the maximum conductance value observed in each work,

smax, respectively. In both works, sT is observed to decrease with increasing Dx12. These

observations imply that conductance per area decreases with increasing contact area over

the range of overlap lengths studied.

The implications of the observed trend are significant. While total conductance was

seen to increase with contact area over the range studied in both works, with diminish-

ing returns for greater contact areas, there may be a point at which conductance does not

improve with increased contact area. The contact area between CNTs is defined by the

physical arrangement of CNTs in a network. If conductance per area is found to decrease

with contact area, there may be some optimal contact area, above which the diminishing

improvement in CNT-CNT conductance does not compensate for possible restrictions to

thermal transport due to necessary changes in geometrical arrangement of CNTs, such as

a reduction in the number of conducting channels. A better understanding of the effects

of contact area on CNT-CNT conductance is needed. A broader range of contact areas

must be investigated, independent of other variables, to determine the extent of the trend
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Figure 4.1: A comparison of the values of CNT-CNT conductance predicted for different
overlap lengths in two studies by Zhong and Lukes [5] and Xu and Buehler [6]. The
values have been manipulated from the original reference to reflect conductance per overlap
length, and are normalized with respect to the highest value found in the respective studies.
Both works show an inverse relationship between conductance per area and contact area.

suggested in the previous works. Such a systematic study was undertaken to investigate the

relationship between contact area and CNT-CNT conductance, and results are presented in

Section 4.2.3.

4.2 Computational Results

In this section, computational results of a systematic evaluation of the sensitivity of the

values of MD predictions of CNT-CNT conductance to structural parameters of the sur-

rounding environment are presented. The dependence of CNT-CNT conductance on CNT

length is investigated and results are presented in Section 4.2.1. Results from a series of

simulations investigating the role of local density of CNT-CNT contacts on the conductance

are reported in Section 4.2.2. Results which demonstrate a linear increase in conductance

with contact area between partially overlapping parallel CNTs are presented in Section

4.2.3. Conductance is found to deviate from this monotonic increase for non-parallel con-

figurations with very small contact areas, as demonstrated by the results reported in Section
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Figure 4.2: A schematic of a configuration employed to investigate the effect of CNT length
on CNT-CNT conductance. Energy is uniformly added to Tube 1 and uniformly removed
from Tube 2 at a rate of QHB. The lengths of both tubes, LT , are identical and varied
between simulations.

4.2.4.

4.2.1 Effect of CNT Length

A series of simulations is performed to resolve the nature and magnitude of the effect

CNT length may have on CNT-CNT conductance. The Tersoff potential [100] describes

interactions between carbon atoms belonging to the same CNT, and a Lennard-Jones po-

tential describes the non-bonded van der Waals interactions between atoms belonging to

different CNTs. In this implementation, the Lennard-Jones parameters are s = 3.41 Å and

e = 3.0 meV. These values were chosen to closely match the values obtained through pri-

vate communications with Evans et al., who conducted a similar study [7] investigating the

length dependence of CNT-CNT conductance and an additional study [92] of the effect of

contact density on CNT-CNT conductance, for the sake of comparison. A cutoff distance is

used to ensure the Lennard-Jones potential equals zero for all separation distances greater

than 1 nm. The equations of motion are solved using the velocity Verlet algorithm and the

timestep of integration is 1 fs.
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Fig. 4.2 illustrates the arrangement of CNTs in this series of simulations. Two perpen-

dicular (10,10) CNTs of equal length, LT , are brought into contact to form a cross junction.

Tube 1 is orientated along the y-axis and Tube 2 is orientated along the x-axis. Periodic

boundary conditions are applied in the x and y directions, and free boundary conditions are

applied in the z direction, which is perpendicular to both the x and y directions. Six inde-

pendent configurations are constructed this way, each with different LT , ranging from 5 to

200 nm. The same procedure is performed on all configurations, to measure the cross-tube

conductance as a function of LT .

Initially, the configurations are relaxed by quenching atomic velocities for 0.5 ns to

establish an equilibrium separation between the nanotubes and to prevent oscillations that

would affect inter-tube interactions. The periodic boundaries are gradually adjusted at this

stage to reach a target pressure of 1 atm in the x and y directions. The temperature of each

CNT is determined from Eq. 2.1 and the systems are then gradually heated to 300 K by

applying the Langevin thermostat [123] for 0.5 ns. The periodic boundaries are gradually

adjusted again to reach the target pressure of 1 atm in the x and y directions for the final

simulation temperature of 300 K.

Thermal management is applied to each tube in its entirety. Energy is added to Tube

1 at a rate of 0.16 eV ps�1 by scaling the velocities of all atoms in Tube 1, while energy

is removed from Tube 2 at a rate of -0.16 eV ps�1 by scaling the velocities of all atoms

in Tube 2. In this way, a flux is created across the junction from Tube 1 to Tube 2 with

a heat flow rate of QHB = 0.16 eV ps�1. This results in a temperature difference between

the two tubes, DT12. This temperature difference increases with simulation time, until a

steady-state temperature difference is achieved, which is related to the applied heat flow

rate, QHB, and CNT-CNT conductance, G, by the expression G = QHB/DT12.

The number of atoms per tube ranges from 800 to 31 560 for the 5 and 200 nm tubes,

respectively. Applying the velocity scaling procedure to the shorter tubes over a fewer

number of atoms has a stronger effect on each individual atomic velocity. Over time,
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an individual tube can acquire a net momentum in the x or y direction, due to statistical

anomalies arising from velocity scaling of the limited number of atoms in the system, and

cause the point of contact between the two tubes to move along the axis of one or both

of the tubes. The physical configuration is such that if one tube gains a net momentum

in the x or y direction, the other tube can move in the opposite direction to maintain a net

momentum of zero for the entire system. To prevent an individual tube from achieving a

non-zero net momentum, a small spring force is applied to each tube to restore it back to

it’s original position. The spring force is applied evenly to all atoms in the tube, and the

net magnitude of the force in the i direction is Fi = -KSprDxi, where Dxi is the difference

between i coordinates of the tube’s current center of mass position and it’s initial center of

mass position, and KSpr = 0.0003 eV Å�2 is the spring constant. This spring constant is

chosen such that the spring potential, Ui = 0.5KSprDxi
2, is equal to kBT at Dxi = 14 Å, where

T is the system temperature of 300 K, and 14 Å is roughly equal to the tube diameter. In this

way, small, random perturbations about equilibrium, associated with the thermal vibrations

of the system, are not suppressed, while larger non-physical displacements are prevented.

The spring implementation was validated by performing two identical simulations with the

exception of implementing the spring in one and excluding it from the other. No statistically

relevant difference was found between the final results of the two methods. Therefore, it

also follows that no statistically significant effect is seen when the non-zero momentum

of individual tubes is present. Nonetheless, the spring implementation is adopted in the

simulations for ease of visualization and data interpretation.

The average temperature of each CNT is calculated by evaluating Eq. 2.1 over all atoms

in a CNT. A time series is generated by recording the average temperature of each CNT

every 1 fs during the simulation. A moving average of each CNT’s temperature is then

generated by averaging each time series over a 40 ps temporal window to reduce statistical

noise. A moving average of G is calculated over the same temporal window from the

constant applied flux, QHB, and a moving average of DT12, which is the difference between
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Figure 4.3: Calculations of CNT-CNT conductance, G, as a function of CNT length, LT ,
obtained from this work (red circles) and a less extensive work by Evans et al. [7] (blue
squares). The uncertainty in the final calculations of this work is represented by one sample
standard deviation of all sequential G calculations obtained after achievement of a steady
state. This value can vary between simulations as it is dependent on the statistical noise
associated with the calculation of the temperature of each tube and the temperature differ-
ence between tubes, DT12, both of which vary between simulations. The present study and
the calculations by Evans et al. predict similar values of G for CNT lengths LT  10 nm.
For longer CNT lengths, Evans et al. predict an abrupt deviation from the trend and a lower
saturation limit.

the moving average temperature of Tube 1 and the moving average temperature of Tube

2. This moving average of G approaches, and eventually fluctuates about, a constant value

when the system reaches the steady state. The time required to reach the steady state scales

with the system size and ranges from ⇠2 ns for LT = 5 nm to ⇠20 ns for LT = 200 nm.

After steady state has been achieved, the moving average of G is recorded for an additional

period of 1 - 6 ns, depending on the system size and the corresponding level of statistical

noise, to generate a sample set of G measurements. The mean of this sample set is the final

reported value of G, and the sample standard deviation is taken as a measure of variation in

the final value.

The final G values are plotted as a function of LT in Fig. 4.3, and are represented as

red circles with error bars indicating one sample standard deviation of all calculations of G

used in determining the final mean value. CNT-CNT conductance is observed to increase
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with CNT length over the range of lengths studied. The effect is the strongest for shorter

CNTs and approaches a saturation limit near LT ⇡ 200 nm. These results represent the most

extensive investigation into the effect of CNT length on conductance that can be found from

a thorough literature review. The results reveal a stronger effect over a longer range of CNT

lengths than previously reported. Xu and Buehler [6] concluded the length effect was small

enough to disregard for lengths between 25 and 75 nm. A more thorough investigation was

performed by Evans et al. [7] and followed a procedure that was almost identical to the one

described above. The Tersoff potential was implemented in combination with the Lennard-

Jones potential to describe non-bonded carbon atom interactions. The authors cite almost

the same potential parameters (s = 3.40 Å, e = 3.0 meV) as employed in the simulations

presented here (s = 3.41 Å, e = 3.0 meV). Note that the values of the potential parameters

used in the present study and obtained from private communications with the authors were

from another study by the authors [92] designed to investigate the effect of CNT-CNT

contact density on CNT-CNT conductance, which is also investigated in the present work.

However, the similarities of the potential parameters used in all three of these works are

such that it is reasonable to quantitatively compare the results of Evans et al. [7] and the

results obtained in the present work. The blue squares shown in Fig. 4.3 represent the

results reported by Evans et al. Results of Evans et al. for lengths LT  10 nm appear

to be consistent with the trend seen in the results of the current work. However, Evans et

al. show a deviation from this trend for length greater than LT = 10 nm, with G nearly

reaching a saturation limit by LT = 20 nm. This variation in results affects the prediction

of the maximum conductance and the length at which G can be considered to be nearly

independent of CNT length.

This point may be better illustrated by implementation of the linear extrapolation tech-

nique [132, 134], the general premise of which has been previously described in Section

3.2.3.1. Here, the method may be used to extrapolate predicted values of G for CNT lengths

that exceed the range studied. The estimates of the thermal conductance between infinitely
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Figure 4.4: Inverse of conductance, G, plotted with respect to the inverse of CNT length,
LT . The linear extrapolation technique allows for prediction of conductance between two
infinitely long CNTs.

long CNTs, G•, can be obtained by plotting the dependence of 1/G on 1/LT predicted in

NEMD simulations and extrapolating it to LT ! •. Fig. 4.4 shows the results of this pro-

cedure applied to data obtained in this work and shown in Fig. 4.3. Extrapolating to 1/LT

= 0 yields a prediction of G• = 135 pw K�1. Evans et al. followed the same linear extrap-

olation procedure for their results and predicted a value of G• = 91 pw K�1. In addition,

the current work demonstrates CNT length has a more significant effect on conductance

over a larger range of lengths. For further comparison of the different trends, L0.95 can

be defined as the CNT length which corresponds to a predicted conductance G = 0.95G•.

This provides a quantitative way to compare the point at which G has nearly reached the

saturation limit and further increase in CNT length does not yield a significant increase in

conductance. This length is found to be L0.95 = 59 nm for the current work. Performing the

same analysis for the data provided by Evans et al. yields L0.95 = 42 nm.

This section represents a thorough investigation into the effect of CNT length on CNT-

CNT conductance. The results demonstrate a stronger length dependence over a longer

range of CNT lengths than has been previously reported. Linear extrapolation predicts a

limiting value of G• that is 48% higher than predicted in a similar, though less extensive,
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study [7]. The length required to reach 95% of G•, L0.95 = 59 nm, is found to be 40%

longer than the respective L0.95 found in the earlier study. Therefore, greater conductance

than previously predicted can be achieved when CNT lengths are greater than ⇠60 nm.

These findings have implications for the optimization of thermal transport in CNT-based

materials which is significantly restricted by low CNT-CNT conductance.

4.2.2 Effect of Contact Density

A series of simulations is performed to investigate the role contact density has on CNT-

CNT conductance. One way to quantify the contact density is by the distance between

contacts. Fig. 4.5 illustrates the configuration of the simulation series. The setup is similar

to the configuration employed in Section 4.2.1, with the addition of a third CNT, Tube

3, which forms a second cross-junction with Tube 1. Periodic boundary conditions are

applied in the x and y directions and free boundary conditions are applied in z direction. In

this series, the lengths of all three CNTs are fixed at 100 nm. The centers of Tube 2 and

Tube 3 are separated by distance d, which is varied between simulation runs. In this way,

the conductance per junction is measured as a function of the junction separation distance.

The description of interatomic potentials, timestep of integration, and integration algorithm

are identical to those described in Section 4.2.1.

The preparation routine is identical to that which is described in Section 4.2.1. After

the system has been equilibrated at 300 K, energy is added to Tube 1 at a rate of 0.15

eV ps�1 in the same manner as described above. Energy is also removed from Tube 2

and Tube 3 such that the total energy removed from both tubes is removed at a rate of

0.15 eV ps�1. In this way, an average heat flow rate of QHB = 0.075 eV ps�1 is maintained

across each individual junction. The computational procedure to determine steady state and

calculate the final conductance is the same as the procedure described in Section 4.2.1 with

the additional step of dividing the final conductance by 2 to determine the conductance per

junction which is plotted with respect to the junction separation distance in Fig. 4.6. For
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Figure 4.5: A schematic of the configuration employed to investigate the effect of contact
density on CNT-CNT conductance. Energy is uniformly added to Tube 1 and uniformly
removed from Tubes 2 and 3 at a rate of 2QHB. The lengths of all tubes, LT , is 100 nm and
the distance between the centers of Tube 2 and Tube 3, d, is varied between simulations.

all but the lowest separation distance, the restoring spring force described in Section 4.2.1

is applied to each tube individually to ensure the average separation distance is maintained

throughout the duration of the simulation. The lowest separation distance case, d = 0.314

nm, corresponds to the equilibrium separation distance between Tubes 2 and 3. In this case

the tubes are allowed to reach their equilibrium separation distance and a spring force is

applied to both tubes as a whole, keeping the pair centered on Tube 1 but not affecting the

separation distance between the pair.

The data show no statistically significant effect from separation distance for distances

d � 5 nm. Furthermore, there is only roughly a ⇠10% decrease in conductance when

the tubes are separated by their equilibrium separation distance. For all initial separation

distances > 3 nm there were no direct atomic interactions between Tubes 2 and 3 due to

the imposition of a 1 nm cutoff distance in the Lennard-Jones potential. Simulations were

attempted for d = 3 nm but the attractive force between Tube 2 and Tube 3 overcame the

restoring spring force causing the two tubes to draw towards their equilibrium separation

distance and resulting in a final conductance value that was consistent with the lowest
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Figure 4.6: Conductance, G, per junction plotted with respect to distance between junc-
tions, d. The uncertainty is represented by one sample standard deviation of all sequential
G calculations obtained after achievement of a steady state. There is no statistically signifi-
cant effect from the presence of neighboring junctions, except for the case when d ⇡ 0.314
nm, the equilibrium separation distance, which demonstrates a ⇠10% reduction. This con-
tradicts findings by Prasher et al. [8] who predict a reduction by approximately one order
of magnitude.

separation distance case, d = 0.314 nm. With the separation distance d defined as the

distance from the center of Tube 2 to the center of Tube 3 at the start of the simulation

there are no initial attractive forces between tubes when d > 2.4 nm, where 2.4 nm is equal

to the tube diameter plus the cutoff distance. However, attractive forces between Tube 2

and Tube 3 are eventually present when d = 3 nm due to the fluctuation of each tube about

its initial equilibrium position. Thus the data can be segmented into two distinct cases.

In the first case the initial separation distance is such that there are no direct interactions

between Tubes 2 and 3 and the conductance per junction is unaffected by the presence of

the neighboring junction. In the second case the initial separation distance is small enough

to allow an attractive force between Tubes 2 and 3. The two tubes are drawn to their

equilibrium separation distance and conductance per junction decreases by ⇠10%.

The conductance across a CNT-CNT junction has been shown to be unaffected by the

presence of neighboring junctions when separated further than the range of direct van der
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Waals interactions. When junctions are separated by the equilibrium separation distance of

the two neighboring tubes, the conductance per junction is reduced by only ⇠10%. This

is in contrast to a previous study that claimed a reduction by approximately one order of

magnitude [8]. Given that poor CNT-CNT conductance is known to be the limiting factor in

thermal transport in CNT networks, the findings presented here have important implications

for improving thermal performance in CNT-based materials. Increasing the contact density

of CNT junctions will only improve the overall thermal transport when the arrangement is

such that the CNTs creating the junction do not have direct van der Waals interactions with

each other. Even when the CNTs that make up the adjacent junctions are in direct contact

with each other (are separated by the equilibrium distance), the reduction of the contact

conductance at each junction is only ⇠10%. These findings suggest that overall CNT-CNT

conductance can be increased by increasing the number of CNT-CNT contacts.

4.2.3 Effect of Contact Area between Parallel CNTs

The dependence of the conductance at the interface between two partially overlapping

parallel CNTs on the length of the overlap is investigated in a series of simulations. The

computational setup used in these simulations is shown in Fig. 4.7. Periodic boundary

conditions are used in the axial direction (along the x-axis), while free boundary condi-

tions are applied in other directions. The two CNTs have the same length of 100 or 200

nm and are covered by 110-atom caps at the ends with one of the caps interfacing with

the nanotube by a 20-atom ring constituting a half of the nanotubes unit cell. This series

of simulations employs a different interatomic potential than the series of simulations de-

scribed in Sections 4.2.1 and 4.2.2. Here, the LAMMPS implementation of the AIREBO

potential [111] is used to describe the interatomic interactions. This implementation adopts

the 2nd generation REBO potential [103] for chemically bonded carbon atoms within the

CNTs and describes the van der Waals interactions between non-bonded carbon atoms by

the Lennard-Jones potential with parameters s = 3.40 Å and e = 2.84 meV. A cutoff func-
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Figure 4.7: Computational setup used in MD simulations of the conductance through over-
lap regions between parallel CNTs. Block arrows indicate the directions of the heat flow.
The flux across the overlap regions is created by adding energy at a constant rate QHB in
the heat bath region in the center of Tube 1 and removing it from the heat bath region in
the center of Tube 2. Each of the heat bath regions has length of 2 nm. Periodic boundary
conditions are applied in the axial direction.

tion that ensures a smooth transition of the Lennard-Jones potential to zero is applied in

a range of interatomic distances from 2.16s to 3s [111].1 The equations of motion are

solved using the velocity Verlet algorithm and the timestep of integration is 0.5 fs.

The length of the overlap region, Dx12, is systematically varied in the range of 10 to

95 nm, leading to the corresponding variation of the size of the computational cell in the

x-direction, Lx = 2LT - 2Dx12, where LT is the length of the CNTs. Similar to simulations

described in Sections 4.2.1 and 4.2.2, the initial systems are relaxed by quenching atomic

velocities for 10 ps and brought to 300 K by applying the Langevin thermostat for 30 ps. A

constant heat flux is then generated by scaling the velocities of atoms in two 2 nm wide heat

bath regions defined in the centers of the two CNTs, so that the same amount of energy,

QHB = 0.4 eV ps�1 for 100 nm CNTs and QHB = 1.0 eV ps�1 for 200 nm CNTs, is added

and removed per unit time in the two heat bath regions, as shown in Fig. 4.7. The thermal
1The cutoff of the nonbonding interaction potential at large distances is not explicitly discussed in Ref.

111 but is used in the computational code implementing the AIREBO potential and provided to us by Steven
Stuart of Clemson University. The values of 2.16s to 3s are from the code.
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Figure 4.8: A representative temperature distribution in the overlapping Tubes 1 (red curve)
and 2 (blue curve) obtained by averaging data over 6.7 ns in the steady-state regime of a
simulation performed for (10,10) CNTs with length LT = 200 nm and overlap length Dx12 =
40 nm. The temperature drop at the inter-tube contact, DT12, is calculated as the difference
of the average temperatures of the overlapping CNT segments.

energy is conducted from the center of the hot CNT, out to the overlap regions, across to

the cold CNT by inter-tube conductance, and finally to the heat bath in center of the cold

tube.

Steady-state temperature distributions are established in the simulations by the time of

1.5 to 4.5 ns, depending on the values of LT and Dx12. The simulations are continued in

the steady-state regime for an additional period of 4 to 7.7 ns in order to collect data for

evaluation of the inter-tube conductance. A representative temperature profile averaged

over a period of 6.7 ns in the steady-state regime is shown in Fig. 4.8 for LT = 200 nm

and Dx12 = 40 nm. Given that the heat flux through each of the two overlap regions is

QHB/2, the values of the effective inter-tube conductance per unit overlap length, sT , is

calculated as sT = QHB/(2DT12Dx12), where DT12 is the temperature jump at the CNT-CNT

contact defined as the difference of temperatures averaged over the overlap regions in each

tube. The calculation of the inter-tube conductance is done by collecting “instantaneous”

(averaged over sequential 1 ps windows) values of DT12, calculating the corresponding

instantaneous values of sT , and obtaining the average conductance sT and the sample
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Figure 4.9: Comparison of the temperature distributions in the vicinity of the overlap re-
gion obtained from the predictions of an analytical solution (thick light curve) and the MD
simulation (black dots). The temperature profile corresponding to predictions of the MD
simulation was obtained by averaging data over 6.7 ns in the steady-state regime.

standard deviation from the data collected over the steady-state part of the simulation.

To determine the dependence of sT on the length of the overlap region, the simulations

are performed for Dx12 ranging from 10 to 45 nm for LT = 100 nm and from 10 to 95 nm

for LT = 200 nm. The calculated values of sT are shown in Fig. 4.10 by solid squares

and circles for simulations performed for 100 and 200 nm CNTs, respectively. The sample

standard deviation is also presented as a measure of uncertainty. All data points are confined

within a relatively narrow range from 0.057 to 0.065 Wm�1K�1, and are all within one

sample standard deviation of each other, thus suggesting that sT is independent of the

overlap length.

This last conclusion is also justified by the comparison of temperature distributions ob-

tained in the MD simulations with the ones predicted by an analytical solution of the one-

dimensional steady-state heat conduction equations for partially overlapping nanotubes,

Fig. 4.9. The analytical solution is obtained under assumption of constant values of the

intrinsic thermal conductivity of the interacting nanotubes, k, and inter-tube conductance

per unit length, sT . This analytical model was developed by colleague Alexey Volkov
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Figure 4.10: Inter-tube conductance per unit length, sT , versus overlap length, Dx12, ob-
tained in MD simulations for two parallel partially overlapping (10,10) CNTs of 100 nm
(blue squares) and 200 nm (red circles) length. The computational setup used in the simu-
lations is shown in Fig. 4.7. The error bars show one sample standard deviation calculated
for “instantaneous” values of inter-tube conductance collected during the steady-state part
of the simulation.

and is described in detail in Appendix A of Ref. 76. The inter-tube conductance per unit

length in the theoretical model is defined by the same equation that has been used for

analysis of results of atomistic simulations, sT = QHB/(2DT12Dx12). The theoretical tem-

perature profiles obtained with Dx12, QHB, DT12, and k taken from the MD simulation are

in very good quantitative agreement with the time-average MD temperature distributions

(Fig. 4.9). Small deviations of the MD results from the theoretical curve observed for

the right (lower-temperature) CNT can be explained by the temperature dependence of k

(k increases and, for fixed heat flux, |dT/dx| decreases with decreasing T in the range of

temperatures used in the MD simulations[18, 23, 24]) that is not accounted for in the theo-

retical model. The good overall agreement between the theoretical model and the results of

MD simulations provides an additional support to the assumption of the constant inter-tube

conductance per unit length used in the theoretical model.

The values of the inter-tube conductance obtained in this work, ⇠0.06 Wm�1K�1, are

consistent with the results of similar MD simulations reported in Ref. 6 for shorter 25 to 75
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nm long (10,10) CNTs, where the conductance of 0.05 - 0.08 Wm�1K�1 is predicted for

overlap lengths ranging from 4 to 9.5 nm. Comparable values of 0.03 Wm�1K�1 and of

0.048 Wm�1K�1 can be calculated from the results of MD simulations performed for two

parallel 20 nm long (10,10) CNTs [7] and two parallel 4.3 nm long (10,0) CNTs embedded

into “frozen” matrix [45]2, respectively. On the other hand, an order of magnitude smaller

value of 0.0048 Wm�1K�1 can be drawn3 from the results of MD simulations of non-

stationary heat transfer in a bundle of seven (5,5) CNTs reported in Ref. 44. Similarly

small values of sT can also be calculated from data reported in Ref. 5 for MD simulations

performed for 5 to 40 nm long (10,10) CNTs, where the overlap length is varied from 2.5

to 10 nm.

More importantly, the values of inter-tube conductance reported in Ref. 5, when ex-

pressed in units of Wm�1K�1, exhibit a strong dependence on the overlap length, e.g., sT

⇡ 0.0065 Wm�1K�1 for 2.5 nm overlap length, sT ⇡ 0.0034 Wm�1K�1 for 5 nm overlap

length, and sT ⇡ 0.0018 Wm�1K�1 for 10 nm overlap length are predicted in simulations

performed for 20 and 40 nm long CNTs. This observation of a strong overlap length depen-

dence of sT is in a sharp contrast with findings of the present study and can be attributed

to the small values of Dx12 and LT considered in Ref. 5. Indeed, a moderate decrease of

sT with increasing Dx12 is also observed in Ref. 6, where the values of 0.08 Wm�1K�1

and 0.05 Wm�1K�1 can be estimated for (10,10) CNTs from the data shown for 4 and 9.5

nm overlap lengths, respectively. For longer overlap lengths of 10 to 95 nm considered in

the present study, no statistically significant variation of sT can be inferred from the results

shown in Fig. 4.10.

The fixed boundary conditions at the ends of the interacting CNTs and the short length
2The values of interface conductance given in Ref. 45 in units of Wm�1K�1 (Figs. 6 and 7) are about

an order of magnitude larger than the actual values found in the simulations, as established through private
communication with Dr. Vikas Varshney.

3The values of the thermal boundary conductance between CNTs in a bundle reported in Table 4 of Ref. 44
are twice smaller than its actual value found in the simulations and the value of the surface area is twice higher
than the value reported in this table, as established through private communication with Professor Junichiro
Shiomi. The conductance in units of WK�1 or Wm�1K�1, however, is not affected by these corrections.
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of the CNTs used in Ref. 5 could be additional factors responsible for both the strong

overlap length dependence of sT and the small values of the conductance observed in

this work. The dependence on the CNT length is especially pronounced for LT < 10 nm

and is weaker as the length is increasing from 10 to 40 nm [5]. The observation of the

pronounced CNT length dependence for short CNTs is consistent with the results of an MD

simulation study of the interfacial conductance between a (5,5) CNT and a surrounding

octane liquid [141], where an increase in the interfacial conductance per CNT area with

increasing nanotube length is observed up to a length of ⇠3.5 nm and attributed to the

extinction of low frequency phonons in short CNTs. A very weak dependence on the

CNT length is reported in Ref. 6 for LT ranging from 25 to 75 nm and no statistically

significant difference between the results shown in Fig. 4.10 for 100 and 200 nm long

CNTs is observed.

Overall, the results of the simulations reported in literature and obtained in the present

study suggest that the conductance between partially overlapping parallel CNTs is propor-

tional to the length of the overlap (the conductance per length is constant) for conditions

relevant to bundles present in real CNT materials, when the CNTs and CNT-CNT overlaps

are longer than several tens of nanometers. This conclusion is also consistent with the re-

sults of experimental measurements of the thermal conductance between a single walled

CNT and a silica substrate, which suggest that the net value of the thermal conductance is

proportional to the length of the CNT [144].

4.2.4 CNT-CNT Contacts of Arbitrary Configuration

A series of simulations was performed to investigate the effect of contact area on con-

ductance at the interface between two overlapping CNTs forming a junction with angle q

between them. The computational setup used in these simulations is shown in Fig. 4.11.

Adjusting the value of q results in alterations of the physical configuration of the junction

and allows the contact area to be varied from a minimum value when q = 90� to a maxi-
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Figure 4.11: A schematic of the computational setup employed to investigate the effect of
contact area on conductance at a CNT-CNT junction. Energy is uniformly added to Tube 1
and uniformly removed from Tube 2 at a rate of QHB. The lengths of both tubes are fixed
at 100 nm and the angle q is varied between simulations.

mum value when q = 0�. Free boundary conditions are applied in all directions. The two

CNTs have the same length of 100 nm and are covered by 110-atom caps at the ends with

one of the caps interfacing with the nanotube by a 20-atom ring constituting a half of the

nanotubes unit cell. Just as in the simulations discussed in Sections 4.2.1 and 4.2.2, the

Tersoff potential [100] describes interactions between carbon atoms belonging to the same

CNT and a Lennard-Jones potential describes the non-bonded van der Waals interactions

between atoms belonging to different CNTs, with Lennard-Jones parameters s = 3.41 Å

and e = 3.0 meV. The equations of motion are solved using the velocity Verlet algorithm

and the timestep of integration is 1 fs.

All configurations are relaxed by quenching atomic velocities for 0.25 ns to establish

an equilibrium separation between the nanotubes in the contact region and to prevent non-

thermal oscillations that would affect inter-tube interactions. The temperature of each CNT

is determined from Eq. 2.1 and the systems are then gradually heated to 300 K by applying

the Langevin thermostat for 0.25 ns [123]. For configurations where initial q is greater

than 0�, the separation distance between CNTs in the region surrounding the contact area is
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greater than the equilibrium separation distance between parallel CNTs. Attractive van der

Waals forces cause the CNTs to bend and minimize the interaction energy in this region.

This distortion results in additional attractive forces between the CNTs as different regions

are brought into the range of van der Waals interactions. The process continues until the

CNTs are completely parallel which is the lowest energy configuration. To inhibit this

process, a small spring force is applied to the ends of each CNT to prevent the CNTs from

becoming parallel. The implementation of the spring force is similar to the implementation

that is described in detail in Section 4.2.1 and has the same spring constant of KSpr =

0.0003 eV Å�2. However, instead of applying the force evenly to all atoms in the CNTs,

the spring force is applied only to the 150 atoms at each end of each CNT. This corresponds

to the 110-atom cap and adjacent 40-atom nanotube unit cell on each nanotube end. In this

way, the extreme ends of each CNT are tethered to their original positions by a spring

force while the main central region of each CNT is allowed to bend and distort around the

contact area. Thus, while the initial input angle q is not explicitly preserved around the

contact area, the final contact area may be adjusted by variations in the input parameter q .

For consistency, the spring force is applied to the ends of each CNT during the preparation

of every configuration, including q = 0�.

After the sample preparation, a constant heat flux is then generated by scaling the ve-

locities of all atoms in each CNT so that the same amount of energy, QHB, is added to Tube

1 and removed from Tube 2 per unit time. The thermal energy is conducted from Tube 1

across to Tube 2 by inter-tube conductance in the region of the CNT-CNT contact where the

tubes are separated by less than the Lennard-Jones cutoff distance of 1 nm. This results in

a temperature difference between the two tubes, DT12, which eventually reaches a steady-

state value that is related to the applied heat flow rate, QHB, and CNT-CNT conductance,

G, by the expression G = QHB/DT12. The overall conductance G differs between simula-

tion configurations due to variations in the area in which inter-tube interactions are present.

Thus, the value of the heat flow rate QHB is varied between 0.08 eV ps�1 and 3.0 eV ps�1
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Figure 4.12: A representative plot of atomic positions recorded during the constant flux
implementation for the configuration where initial q = 20�. The central region of each CNT
deforms to minimize the inter-tube interaction energy, thus altering the local configuration
at the junction. A spring force with spring constant KSpr = 0.01 eV Å�2 is applied to the
150 atoms in the ends of each CNT to prevent complete alignment of the CNTs.

for different simulations in order to obtain similar values of DT12 for all configurations.

Non-parallel configurations with low initial values of q experience greater CNT de-

formation in the contact region resulting in a greater attractive force between CNTs as

compared to configurations with greater values of q . For the two cases where q = 20� and

q = 35� the attractive forces were sufficient to overcome the original small spring force

and cause the CNTs to completely align with each other during the time of constant flux

implementation. Thus, the spring constant used during constant flux implementation for

these two cases was increased from the original value used during sample preparation to

KSpr = 0.01 eV Å�2. An instantaneous snapshot of the atomic coordinates recorded dur-

ing constant flux implementation for the configuration where KSpr = 0.01 eV Å�2 and the

original input parameter q = 20� is plotted in Fig. 4.12. Due to the low value of q , the

CNTs experience greater attractive van der Waals forces and require a stronger spring force

to prevent complete overlap as compared to configurations with higher initial values of q .

While the original contact area between CNTs and the initial orientation angle q are not

maintained during the constant flux implementation, the steady-state configuration can still
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be controlled by variations in the input parameter q . The parallel configuration remain

stable in the absence of a small spring force. Therefore, the small spring force was omitted

during the time of constant flux implementation for the simulation where q = 0�. The orig-

inal spring constant of KSpr = 0.0003 eV Å�2 was maintained for all other configurations

where q > 35�.

To examine the effect of the spring force implementation, the case where q = 0� was

repeated while maintaining the original spring force for the entire simulation duration. The

final predicted value of CNT-CNT G between parallel 100 nm CNTs with spring forces

applied to each CNT end was 0.3% greater than the predicted value of G for of the same

configuration when the spring forces were not applied during the constant flux implemen-

tation. The predicted values for the two cases are in good agreement with each other given

the 2.8% measure of uncertainty for each case, providing support for the conclusion that the

inclusion of the spring force did not have a significant effect on the final predicted values

of G. Final results reported below for the parallel configuration are for the case when the

spring forces were not applied during the constant flux implementation.

A moving average of each CNT’s temperature is calculated over a 50 ps temporal win-

dow using a procedure similar to the temporal averaging procedure described in Section

4.2.1. A moving average of G is calculated over the same 50 ps temporal window from

the constant heat flow rate, QHB, and a moving average of DT12, which is the difference

between the moving average temperature of Tube 1 and the moving average temperature of

Tube 2. The temporal evolution of the moving average calculation of G is used to determine

achievement of the steady state. The time required to reach the steady state scales with the

overall conductance value, which is dependent on the total contact area. Thus, the duration

of time for which the temporal evolution was monitored varied between simulations and

was within the range of 8 ns to 30 ns. After achievement of the steady state, the constant

flux implementation is continued for an additional 1 ns. The temporal averaging procedure

is abandoned and instantaneous values of the prediction of G are recorded every 100 ps.
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This produces a sample set of 10 values of the prediction of G in the steady state. The final

value of the prediction of G is taken as the sample mean of this sample set and one sample

standard deviation is given as a measure of uncertainty.

Defining the area of contact between two overlapping cylindrical objects is non-trivial.

Previous MD investigations of conductance between partially overlapping, parallel CNTs

have considered the interfacial region as a single planar interface between two coaxial

CNTs joined end to end [5, 6]. The contact areas used in calculations of interfacial thermal

resistance per area and interfacial thermal conductance per area in Ref. 5 and Ref. 6,

respectively, are represented by the cross-sectional area of a single CNT regardless of the

overlap length. The present study investigates conductance between overlapping, non-

parallel CNTs which form junctions that do not have an easily defined length of overlap, as

can be seen from Fig. 4.12. Moreover, the motivation for this study is to provide results that

will be used in the formation of a general model of CNT-CNT conductance for junctions

of arbitrary configuration. Therefore, a more robust characterization of the contact region

is needed.

An accurate representation of the contact area between two CNTs differs from the rep-

resentation of the contact area in a traditional material interface in two major ways. First,

rather than a single, well defined planar interface between two chemically bonded mate-

rials, the region of interaction between two CNTs is defined by two curved surfaces with

different surface elements separated by different distances. Second, due to the largely one-

dimensional nature of CNTs, the periphery region of the contact accounts for a significant

fraction of the CNTs regions contributing to the inter-tube interaction. The combination

of these two factors causes heterogeneity of the local environment throughout the contact

region which prevents the consideration of any accurately representative elemental area.

It is intuitive to consider the contact area between CNTs to be related to the number of

inter-tube interactions as these interactions will be responsible for inter-tube conductance.

The total number of interatomic interactions between CNTs in the MD simulations can
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Figure 4.13: Predicted values of G are plotted with respect to the total number of inter-
atomic interactions between CNTs, N. Error bars represent one sample standard deviation
of the sample set of predictions of G and are provided as a measure of uncertainty. Total
conductance is observed to increase with increasing N.

be determined by the total number of atomic pairs shared between both CNTs that are

separated by less than 1 nm, i.e., the cutoff distance of the Lennard-Jones potential. The

total number of interatomic inter-tube interactions was evaluated at each timestep for which

an instantaneous value of the prediction of G from the MD method was recorded in the

steady state to produce a sample set of 10 calculations. The total number of interactions

between CNTs, N, is taken as the mean of this sample set and is used to characterize the

contact region for each simulation configuration. The final value of G is plotted with respect

to the total number of interatomic interactions for each simulation in Fig. 4.13. Error bars

represent one sample standard deviation of the sample set of G values and are provided as

a measure of uncertainty.

As can be seen in Fig. 4.13, the predicted values of conductance, G, increase with

increasing number of interatomic interactions, N. This trend is reasonable considering

that N characterizes the level of interaction responsible for thermal conductance. A more

interesting trend is observed when the conductance per interaction, G/N, is considered.

The values of G and standard deviation indicated by the error bars in Fig. 4.13 are divided
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Figure 4.14: Values of the average conductance per inter-tube interaction, G/N, plotted with
respect to the total number of interatomic interactions between CNTs, N. The ranges of the
error bars are determined by dividing the sample standard deviations of G predictions by
the values of N for each configuration and are provided as a measure of uncertainty. The
data consist of two distinct groups, with configurations with relatively low values of N (i.e.,
initial q � 35�) having values of G/N which are all similar to each other and higher than
the values of G/N for configurations with higher values of N (i.e., initial q = 20� and 0�),
which are also similar to each other.

by N to characterize the average conductance per interatomic interaction and plotted with

respect to N in Fig. 4.14. Results fall into two distinct groupings where configurations with

initial q � 35� have a total number of interactions ranging from ⇠8.3 ⇥103 to ⇠1.7 ⇥104

and configurations with initial q = 20� and q = 0� have ⇠1.9 ⇥105 and ⇠3.9 ⇥105 total

interactions, respectively. Moreover, all values of G/N for the grouping of configurations

with lower N are similar to each other and greater than the values of G/N for the grouping

of configurations with greater N, which are also similar to each other.

The nature of the variation of G/N suggests that there is a distinct difference between

the two groupings of configurations. Conductance per unit overlap length, sT , between

partially overlapping parallel CNTs was observed to be constant for overlap lengths of

more than several tens of nanometers in Section 4.2.3. These results support the idea that

the distinct difference between values of G/N for the two groupings of configurations is

not simply due to variation in contact area or N alone. There appears to be a characteristic
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Figure 4.15: Predicted values of the average conductance per inter-tube interaction, G/N,
are plotted with respect to the average number of inter-tube interactions per atom in the
contact region, M. The ranges of the error bars are determined by dividing the sample
standard deviations of G values by the values of N for each configuration and are provided
as a measure of uncertainty. The data form two distinct groups, with configurations with
initial q � 35� having relatively lower values of M due to a greater proportion of atoms
in the contact regions being located in the periphery of the contact. Greater predicted
values of G/N are observed for configurations with relatively lower values of M, suggesting
conductance per interaction is greater in areas with less inter-tube interactions.

difference between the two groupings that is not fully captured by N. Further investigation

into the geometry of the contact regions reveals another distinct difference between the

two groupings of configurations. For each configuration, the average number of inter-tube

interactions per atom in the contact region, M, is taken as twice the total number of van der

Waals interatomic interactions divided by the total number of atoms involved in inter-tube

interactions. This value provides a measure of the average number of interatomic inter-tube

interactions experienced by each atom in the inter-tube interaction region.

Similar to the calculation procedure for N, sample calculations of M are taken for each

timestep for which an instantaneous value of G was recorded and the final value of M is

taken as the mean of this sample set. Calculations of G/N are plotted with respect to M for

each configuration in Fig. 4.15. Just as in Fig. 4.14, the data divide into two groupings.

The values of M for configurations with initial q � 35� fall within a range from 45.4 to



CHAPTER 4. CNT-CNT THERMAL CONDUCTANCE 84

47.0 and configurations with initial q = 20� and q = 0� have values of M = 55.1 and M =

57.2, respectively. It is reasonable that configurations with higher initial values of q would

have a lower average number of interatomic inter-tube interactions in the contact region as

compared to configurations with lower initial values of q . Atoms located at the periphery

of a contact region have less inter-tube interactions than atoms located in the center of a

contact region. The geometries of the configurations with high initial values of q are such

that the peripheries of the contact regions account for a higher fraction of the overall contact

regions. Thus, these configurations will have less average number of inter-tube interactions

per atom.

The grouping of configurations with lower values of M are observed to have higher

values of G/N as compared to the grouping of configurations with higher values of M.

This suggests that the conductance per area is greater at the periphery of contact regions or

where there are less inter-tube interactions per area. This result is in contrast the findings of

an MD study by Evans et al. [7] which investigated the conductance between 20 nm CNTs

forming cross-junctions with different angles of orientation, q . The authors conclude that

the conductance between CNTs is directly proportional to the contact area between the

CNTs, for values of q from 0� to 90�. However, the finding of the current study is consistent

with the results of the studies by Zhong and Lukes [5] and Xu and Buehler [6] which are

discussed in Section 4.1.3 and suggest the conductance per overlap length between parallel

partially overlapping CNTs is greater for small overlap lengths which correspond to contact

areas where the periphery of the contact region accounts for a higher fraction of the overall

contact area. These findings provide the motivation for a series of simulations designed to

investigate the effects of the local density of inter-tube interactions on the conductance per

area across Lennard-Jones interfaces, the details and results of which are discussed in the

next chapter.
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4.3 Summary

Systematic evaluation of the sensitivity of the values of CNT-CNT conductance pre-

dicted in MD simulations to the structural parameters of the CNT-CNT contact were per-

formed. Results of a series of simulations designed to investigate the effects of CNT length

on CNT-CNT conductance demonstrate a stronger length dependence preserved over a

longer range of CNT lengths than has been previously reported. Linear extrapolation pre-

dicts a saturated value of G• that is 48% higher than predicted in a similar, though less

extensive, study [7]. The length required to reach 95% of G•, L0.95 = 59 nm, is found

to be 40% longer than the respective L0.95 found in the earlier study. Therefore, greater

conductance than previously predicted can be achieved when CNT lengths are greater than

⇠60 nm.

The conductance across a CNT-CNT junction has been shown to be unaffected by the

presence of neighboring junctions when the junctions are separated further than the range of

direct van der Waals interactions between the nanotubes in a series of simulations designed

to study the effect of contact density. When junctions are separated by the equilibrium sep-

aration distance of the two neighboring nanotubes, the conductance per junction is reduced

by only ⇠10%. This is in contrast to a previous study that claimed a reduction by approx-

imately one order of magnitude [8]. Increasing the contact density of CNT junctions will

only improve the overall thermal transport.

Results of a series of simulations performed to investigate the effect of contact area

on CNT-CNT conductance demonstrate that the conductance between partially overlap-

ping parallel CNTs is proportional to the length of the overlap (the conductance increases

monotonically with increasing overlap length) for conditions relevant to bundles present in

real CNT materials, when the CNTs and CNT-CNT overlaps are longer than several tens

of nanometers. In contrast to this finding, the results of a series of simulations studying

the conductance between non-parallel configurations with small contact areas demonstrate

a non-linear dependence of conductance on the number of inter-tube interactions between
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CNTs. The conductance per inter-tube interaction is shown to be dependent on the average

number of inter-tube interactions per atom in the contact region.

These findings have implications for the optimization of thermal transport in CNT-

based materials which is largely limited by the low CNT-CNT conductance. Overall con-

ductance in the CNT material can be improved by increasing CNT length, and density and

area of CNT-CNT contacts. Conductance per area may be sensitive to the density of inter-

tube interactions. A description and the results of a series of simulations designed to further

investigate this sensitivity are provided in Chapter 5.
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Chapter 5

Thermal Conductance between
Two-Dimensional Lennard-Jones
Materials

5.1 Background

As discussed in Section 4.2.4, the results of a series of simulations designed to inves-

tigate the CNT-CNT conductance for configurations of non-parallel CNTs with varying

area of inter-tube interaction suggest that the conductance per area is greater at the periph-

ery of the contact regions or where there are less interatomic inter-tube interactions per

area. In other words, conductance per area may be dependent on the density of interatomic

inter-tube interactions. In Section 4.2.4, the average number of interatomic inter-tube in-

teractions per atom in the contact region, M, is defined as a measure of the average density

of interatomic interactions between CNTs in the contact region. Modifying the geometric

configuration of the contact region by varying the initial angle between CNTs, q , results

in variation in the values of M between different simulations. The conductance per inter-

atomic inter-tube interaction, G/N, is observed to be higher for configurations with lower

values of M. However, these variations in M also correspond to variations in other struc-

tural parameters such as the total number of interatomic inter-tube interactions, N, and the

angle between CNTs. Therefore, the motivation for the computational investigations re-
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ported in this chapter is to study the sensitivity of conductance to the density of interatomic

interactions in isolation of variation in other geometric parameters.

The Lennard-Jones (LJ) potential is an attractive choice of interatomic potential for the

simulation series reported in this chapter, where the goal is a qualitative understanding of

the effects of the density of interatomic interactions rather than an accurate quantitative

prediction of thermal conductance. Without loss of generality, simplistic LJ “toy” models

allow for qualitative and controlled investigation of physical trends in systems that are

not material specific. The simplicity of the LJ potential can facilitate the investigation of

phenomena that may be obscured in more complex systems [94]. Moreover, the motivation

for this work comes from results of a previous MD investigation of thermal conductance

between CNTs via van der Waals interactions which are commonly described by the LJ

potential.

In addition to being generalizable, the simplicity of LJ “toy” models allow for unique

adaptations of the computational setup to examine theoretical, non-physical systems. Non-

equilibrium MD (NEMD) simulations are performed to investigate the thermal conductance

across an interface between two-dimensional (2D) LJ materials. The motivation for this

series of simulations is to examine the effects of the density of interatomic interactions

between the two LJ materials while minimizing the variation of other parameters such as

structural geometry and contact area. To achieve this goal, a unique computational setup is

employed and is described in detail in Section 5.3.2.

5.2 General Computational Procedure

Simulations are designed to predict the thermal conductance across an interface be-

tween 2D LJ materials. While some procedures are varied across different simulations, the

sample preparation and computational procedure for a reference simulation are outlined

in this section. Results from all other simulations will be compared to results from this
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reference simulation, and deviations from the reference procedure will be noted.

Simulations are performed for a 2D atomic plane. Initial atomic positions are deter-

mined by the projection of a hexagonal lattice onto a rectangular computational cell domain

with dimensions 40.5 ⇥ 99.5 unit cells. This produces 199 rows of atoms with lengths al-

ternating between 40 and 41 atoms, yielding 8060 total atoms. The sample contains two LJ

materials comprised of different types of atoms. Rows 1-100 (4050 atoms) are designated

as Type 1 atoms and form Material 1, and rows 101-199 (4010 atoms) are designated as

Type 2 atoms and form Material 2.

Interatomic interactions are described by the LJ potential. All values are presented in

LJ reduced units, where nondimensional values (denoted by “⇤”) are related to the corre-

sponding real values by

r⇤ = r/s ,

E⇤ = E/e,

m⇤ = m,

T ⇤ = T kB/e,

t⇤ = t
q

e/(ms2),

(5.1)

for distance r, energy E, mass m, temperature T , and time t, where kB is the Boltzmann

constant. Here, s and e represent the LJ distance and energy parameters respectively, for

interactions between Type 1 and Type 2 atoms, and m is the mass of Type 1 atoms. As all

remaining values will be presented in LJ reduced units, the “⇤” is no longer necessary and

will be omitted. Thus, s12 = 1 and e12 = 1 define interactions between Type 1 and Type 2

atoms, sxx = 1 and exx = 4 define interactions between atoms of the same type, the mass of

both types are equal (i.e., m1 = m2 = 1), and the cutoff radius for all interactions is rc = 2.5.

Simulations are performed with the LAMMPS package [107]. The equations of motion

are solved using the velocity Verlet algorithm and the timestep of integration is 0.005. The

computational domain is two-dimensional and free (vacuum) boundary conditions are ap-

plied in both directions. Initially a uniform distribution of velocities is randomly distributed
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among the atoms resulting in an average system temperature of Tsys = 0.2 after equipartition

of energy.

The thermal conductance across the interface between the two materials is determined

from NEMD simulations by generating a constant heat flux between hot and cold bath

regions defined in the atomic plane. The heat flux is applied by adding and removing

a known amount of energy at a constant heat flow rate QHB through the scaling of the

velocities of atoms in the hot and cold heat bath regions. Energy is removed from the 770

Type 1 atoms in rows 1-19 and added to the 770 Type 2 atoms in rows 181-199 at a rate of

QHB = 6 for a duration of t = 3 ⇥104 (6 ⇥106 timesteps).

The implemented flux creates a non-equilibrium temperature profile in the sample,

which is determined by the implemented flux, the conductivities of both LJ materials, and

the interfacial conductance between the two materials. The temperature profile is obtained

by dividing the sample into segments and calculating the local temperature of each segment

from the average kinetic energy of the corresponding atoms. The procedure is similar to

the procedure described in Section 3.2.1 but modified for a 2D LJ system. A representative

temperature profile is shown in Fig. 5.1. The width of each segment is 0.64 which corre-

sponds to the average separation distance between rows of atoms within the same material.

The temperature profiles of Material 1 and Material 2 are represented by blue and red cir-

cles, respectively. The two black curves represent two linear fits applied independently to

each temperature profile, with the heat bath regions and the first five segments adjacent

to either the heat bath regions or the interface excluded from the fitting procedure. Non-

linear effects cause the temperature profiles to deviate from the linear fits near the interface.

Therefore, the temperatures of Material 1 and Material 2 adjacent to the interface are taken

to be the values of the linear projections of Material 1 and Material 2 profiles projected to

the interface and are defined as TL and TH, respectively. The temperature drop DT across

the interface is determined by TH�TL and the interfacial temperature Tint is the mean of TH

and TL.
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Figure 5.1: A representative steady-state temperature profile obtained in the reference sim-
ulation. The temperature profiles for Material 1 and Material 2 are shown in blue and red
circles, respectively. The black curves are independent linear fits that are used to define the
temperatures of Material 1 and Material 2 adjacent to the interface, TL and TH respectively.
The fit excludes the data points that correspond to the heat bath regions and the first five
segments adjacent to either the heat bath regions or the interface. The interfacial temper-
ature, Tint , is determined by the mean of TL and TH and the temperature drop across the
interface, DT , is determined by TH �TL.

Once DT is found, the interfacial conductance, G, can be calculated from the expression

G = QHB/DT . One of the most important requirements of the NEMD method is to ensure

that the system has reached the steady state. During the simulation, both temperature gradi-

ents and the temperature drop evolve from zero to final steady-state values. Measuring the

temperature drop before the steady state is established will result in an over-prediction of

the interfacial conductance. To ensure the system has reached the steady state, a moving av-

erage of conductance over a fixed temporal window is monitored. Temperature profiles and

the resultant temperature drop are averaged over the moving temporal window throughout

the simulation and a moving temporal average of the interfacial conductance is obtained.

The evolution of the conductance averaged over the moving temporal window is used to

determine when the steady-state temperature drop is established in the system. All data for

times after the steady state was reached are averaged in the calculation of the final value of

conductance.
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Figure 5.2: The time evolution of interfacial conductance, G, calculated from the temper-
ature profiles and temperature drop, DT , averaged over a moving temporal window in a
simulation of heat flow through the reference sample. The steady state is deemed to be
reached by the time of t = 7500 (marked by the vertical line). The final value of G is deter-
mined by averaging all data obtained after achievement of the steady state indicated by the
horizontal arrow.

The temporal conductance plot calculated for the reference simulation is shown in Fig.

5.2. In all simulations, data was recorded every timestep and averaged over a 500 000

timestep (t = 2500) temporal window. By the time of t = 7500 the temporal decay of

conductance ceases and the temporal variation of the conductance values can be attributed

to statistical fluctuations about an average value. The final conductance value is obtained

by averaging over the steady-state part of the simulation as schematically shown by the

horizontal arrow in Fig. 5.2.

By this method, the data obtained in the steady state are divided into 10 estimations

of the value of conductance predicted by the NEMD simulation. The final value of the

conductance reported is the mean of the 10 estimations. An estimate of the standard error of

the mean is determined from the sample set of 10 estimations and is provided as a measure

of the precision in estimating the mean conductance predicted by the NEMD simulations

[145]. For the reference simulation with QHB = 6 and temporal evolution of G shown in

Fig. 5.2, this method produces a final predicted conductance value of G = 65.4 ± 0.1.
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5.3 Computational Results

The results of a systematic evaluation of the sensitivity of the values of interfacial con-

ductance, G, to variations in DT , Tint , the density of interatomic interfacial interactions, and

strength of interaction potential are reported in this section. First, the effects of variations in

DT and Tint are evaluated to serve as a reference for comparison of other simulation results,

in Section 5.3.1. Predicted values of conductance are found to increase with increasing

Tint and be independent of DT . In Section 5.3.2, results from a series of simulations are

reported which show conductance to decrease as the density of interatomic interfacial in-

teractions increases. Next, the sensitivity of the conductance to the strength of the local

interatomic interactions adjacent to the interface is investigated and compared to the ef-

fect of the density of interatomic interactions in Section 5.3.3. Analysis of the vibrational

spectra is reported for a better understanding of the observed effects in Section 5.3.4.

5.3.1 Effect of Temperature

Two series of simulations were performed to examine the sensitivity of interfacial con-

ductance, G, to the interfacial temperature, Tint , and temperature drop, DT . In the first

series of simulations, the implemented heat flow rate, QHB, was varied to produce different

resultant temperature drops, DT , in the steady state. In addition to the reference simula-

tion where QHB = 6, the simulation procedure was repeated with QHB = 3 and QHB = 1,

which resulted in different values of DT across the interface. The results of this series of

simulations are plotted as a function DT in Fig 5.3.

The value of DT shown in Fig 5.3 is the mean of the 10 values of interfacial temperature

drop corresponding to the 10 calculations of G in the steady state for each simulation. The

error bars represent the estimation of the standard error of the mean calculated by the

method described above. The greater estimate of the standard error of the mean for smaller

DT is expected as there will be greater variation in conductance calculations when DT is
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Figure 5.3: Values of interfacial thermal conductance, G, between two 2D LJ materials
plotted as a function of the temperature drop across the interface, DT , resulting from vari-
ations in the implemented heat flow rate, QHB. The values of G are determined by the
mean of 10 sample calculations taken in the steady state and the ranges of the error bars
are determined from the estimate of the standard error of the mean. No statistically signifi-
cant variation in G values is observed, suggesting G is independent of QHB over the range
studied.

smaller relative to the statistical fluctuations in the temperature profiles. The reference

simulation where QHB = 6 yields the lowest estimate of the standard error of the mean

and a predicted conductance of G = 65.4 ± 0.1. No statistically significant variation in G

values is observed with variation in DT . Different values of DT were obtained for different

simulations by varying the applied heat flow rate, QHB. Therefore, the results of this series

of simulations demonstrate that the values of G are independent of QHB over the range

studied.

In the second series of simulations, the initial distribution of velocities is altered to

produce a different average system temperature, Tsys, for each simulation. In addition to

the reference simulation where Tsys = 0.2, the simulation procedure was repeated with Tsys

= 0.3 and Tsys = 0.15. Variation in the values of Tsys results in variation in the values of Tint ,

which are taken as mean of the 10 values of interfacial temperatures corresponding to the

10 calculations of G in the steady state for each simulation. The results of this series of

simulations plotted as a function Tint are shown in Fig 5.4. The estimates of the standard

error of the mean are less than 1 for each simulation and are not represented in the figure

for simplicity.
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Figure 5.4: Values of interfacial thermal conductance, G, between two 2D LJ materials
plotted as a function of the interfacial temperature, Tint . The values of G are observed to
increase with increasing Tint . This result is expected due to the contribution of inelastic
phonon scattering processes to interfacial thermal transport, which increases with temper-
ature [9].

The results show an increase in conductance with increasing interfacial temperature.

This result is expected due to the contribution of inelastic phonon scattering processes to

interfacial thermal transport [9]. These processes depend directly on the occupancy of the

phonon vibrational states, which increases with temperature. Therefore, this dependence

should be considered when comparing results from simulations of different interfacial tem-

perature.

5.3.2 Effect of Density of Interatomic Interfacial Interactions

In this sub-section, the details and results of a series of simulations performed to investi-

gate the sensitivity of the conductance to the density of interatomic interfacial interactions

(i.e., interatomic interactions between materials across the interface) are presented. The

motivation for this series of simulations comes from the results presented in Section 4.2.4

which suggest the thermal conductance per interatomic inter-tube interaction is sensitive to

the local density of interatomic inter-tube interactions. To further investigate this result, a

series of simulations is designed to study the effect of the density of interatomic interfa-

cial interactions between LJ materials on the thermal conductance across the LJ material

interface.
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As discussed above, a simple LJ “toy” model is employed to allow variation in the

density of interatomic interfacial interactions while minimizing variation in the structural

characteristics of the interface. This is achieved by unique adaptations to the reference

computational setup described in Section 5.2. The initial lattice sites are identical to the

reference setup. Type 1 atoms are placed on lattice sites in rows 1-100 (4050 atoms) to

form Material 1 and Type 2 atoms are placed on lattice sites in rows 101-199 (4010 atoms)

to form Material 2. An additional set of 4010 atoms of Type 3 are also placed on the

same lattice sites in rows 101-199 to form Material 3. Interactions between Type 1 and

Type 3 atoms are identical to interactions between Type 1 and Type 2 atoms, such that

s12 = s13 = 1 and e12 = e13 = 1. Just as in the reference setup, interactions between

atoms of the same type are equal with sxx = 1 and exx = 4, and the mass of all atom types

are equal (i.e., m1 = m2 = m3 = 1). However, interactions between Type 2 and Type 3

atoms are not considered (i.e., s23 = 0 and e23 = 0). In this way, a computational setup is

designed where Type 1 atoms are interfacing with Type 2 and Type 3 atoms which share

the same initial atomic coordinates, atomic mass, interatomic potential for self-interactions,

and interatomic potential for interactions with Type 1 atoms, but do not interact with each

other.

This setup can be considered as two separate interfaces with identical physical charac-

teristics; the interface between Material 1 and Material 2 (i.e., Interface 1-2) and the inter-

face between Material 1 and Material 3 (i.e., Interface 1-3). The interfaces in this setup also

share the same physical characteristics as the interface in the reference setup, with the ex-

ception that Type 1 atoms adjacent to the interface have exactly twice as many interatomic

interfacial interactions in the 2-interface setup as compared to the reference setup. There-

fore, the 2-interface setup produces two interfaces with the same physical characteristics as

the interface of the reference setup while having twice the density of interatomic interfacial

interactions in Material 1.

The density of interatomic interfacial interactions can be increased further with the
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introduction of additional materials. Analogous to the setup described above, additional

setups are constructed with 4, 7, 11, and 15 LJ materials which produce 3, 6, 10, and 14

interfaces, respectively. In all computational setups, the additional LJ materials share the

same initial atomic coordinates, atomic mass, interatomic potential for self-interactions,

and interatomic potential for interactions with Type 1 atoms, which are all identical to the

atomic coordinates, atomic mass, and interatomic potentials described for Material 2 and

Material 3 above. In addition, there are no interatomic interactions considered between

materials where both atom types are greater than 1 (i.e., sxy = 0 and exy = 0 where x,y > 1).

The computational procedure is similar to the one described in Section 5.2 with the

following exceptions. Energy is removed from the 770 Type 1 atoms in rows 1-19 at a rate

of QHB which varies between simulations. Energy is added to the 770 atoms of each type

in rows 181-199 of each material at a rate of QHB/I where I is the number of interfaces

in the system. Velocity scaling is performed individually for each material to ensure the

heat flow rate into each material in the hot heat bath region is QHB/I. In this way, the heat

flow rate across each of the I interfaces is QHB/I. Energy must be removed from Material

1 at a rate of QHB to equal the rate of heat flow being imparted by I interfaces. QHB is

adjusted between simulations to minimize variation in the values of both the rate of energy

removal, QHB, and the rate of energy addition, QHB/I, across all simulations. A sample of

the LAMMPS input script for the simulation of the system described above, where I = 2,

is provided in Appendix A to detail the general setup and computational procedure used in

this series of simulations.

Temperature profiles are generated for each individual material. When I = 1, energy

is removed from Material 1 and added to Material 2 at the same rate which causes the

values of the average temperatures of Material 1 and Material 2 to fall and rise by about the

same amount, respectively. This results in a steady-state value of interfacial temperature,

Tint , that is roughly equal to the value of the initial average system temperature. However,

for the cases where I > 1, energy is removed from Material 1 at a greater rate than the
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Figure 5.5: Values of interfacial thermal conductance across Interface 1-2, G, plotted as a
function of the total number of interfaces in the system, I. The unique computational setup
is designed such that Material 1 forms multiple interfaces with multiple identical materials
which do not interact with each other. Thus, an increase in the value I corresponds to an
increase in the number of interatomic interfacial interactions experienced by Material 1,
but does not affect the interfacial area or the number of interatomic interfacial interactions
contributing to interfacial conductance for Interface 1-2. The results suggest conductance
per interatomic interfacial interaction decreases with increasing density of interatomic in-
terfacial interactions.

individual rates at which energy is added to all other materials, causing the value of the

average temperature of Material 1 to fall by more than the rise in values of the average

temperatures of the other materials. This causes the steady-state value of Tint for each

interface to be lower than the value of the initial average system temperature. However, as

shown in Section 5.3.1, G is sensitive to Tint . Therefore, the values of the initial average

system temperature, defined by the initial distribution of atomic velocities, are adjusted

to ensure steady-state values of Tint range between 0.16 and 0.21 across all simulations.

Although some variation in values of Tint exist between simulations, the degree of variation

is not considered significant enough to affect final results, as is discussed below.

The values of G are determined for Interface 1-2 in all simulations by the same tempo-

ral averaging procedure described in Section 5.2 and the expression G = QHB/IDT , where

QHB/I and DT are the heat flow rate and temperature drop for Interface 1-2, respectively.
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For the sake of comparison across simulations, calculations of G are restricted to Interface

1-2, since all interfaces in a given simulation are considered identical and averaging over

all interfaces would lead to variations in the precision of the estimate of G between simula-

tions. As a reference, calculations of G were performed for all interfaces in the simulation

where I = 14. The variation in final values of G for all interfaces in this simulation was

found to be less than 1.4% of the minimum predicted value, which is much less than the

variation in values of G for different simulations. Therefore, restricting the comparison

of values of G across simulations to only those values obtained for Interface 1-2 in each

simulation is validated.

The final values of G across Interface 1-2 are plotted with respect the number of inter-

faces in each simulation, I, in Fig. 5.5. The estimates of the standard error of the mean are

less than 0.4 for every simulation and are omitted from the plot for simplicity. Recall that

some variation in values of Tint exist between simulations, as mentioned in Section 5.3.1.

The mean value of Tint for Interface 1-2 was obtained for each simulation by averaging over

the time during which values of G were calculated. The mean values of Tint were deter-

mined to be 0.19, 0.21, 0.21, 0.21, 0.18, and 0.16 for the cases where I = 1, 2, 3, 6, 10, and

14, respectively. As illustrated in Fig. 5.4, the final values of G increase with increasing

values of Tint . Thus, the values of Tint should be considered when comparing values of G

across simulations. The value of Tint for the reference simulation (I = 1) is less than the

values of Tint for the cases where I = 2, 3 and 6. Therefore, a decrease in the values of G

for these simulations is in contradiction to the dependence of G on Tint . Moreover, while

a reduction in G with decreasing values of Tint , as compared to the values of G and Tint

for the reference simulation, can be expected for the cases where I = 10 and I = 14, the

magnitude of the reduction cannot be explained solely by the magnitude of the dependence

of G on Tint observed in Fig. 5.4. Therefore, the nature of the results observed in Fig. 5.5

cannot be explained by variations in the values of Tint .

The values of G decrease with increasing I and the effect is strongest for lower values
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of I. This suggests the interfacial conductance between Material 1 and Material 2 decreases

as Material 1 experiences more interatomic interfacial interactions. Recall that the results

of Section 4.2.4 suggest that the conductance per interatomic inter-tube interaction, G/N,

decreases with increasing average number of interatomic inter-tube interactions per atom

in the contact region, M. Although the results of this sub-section are presented in terms of

total conductance, the number of interatomic interfacial interactions attributed to Interface

1-2 (i.e., interactions between Type 1 and Type 2 atoms), which is analogous to N, is the

same for all simulations. Thus, G is directly related to the conductance per interatomic

interfacial interaction across Interface 1-2. Moreover, while the number of interatomic

interfacial interactions across Interface 1-2 remains constant, the average number of inter-

atomic interfacial interactions per atom for Type 1 atoms adjacent to the interface, which

is analogous to M, is directly related to I. The combination of these factors implies the re-

sults are analogous to the results reported in Section 4.2.4; the conductance per interatomic

interfacial interaction across Interface 1-2 decreases as the average number of interatomic

interfacial interactions per Type 1 atom adjacent to the interface increases.

5.3.3 Effect of Interaction Energy

The computational setup described in the previous sub-section was designed to mini-

mize all other variations between simulations except for the density of interatomic inter-

facial interactions experienced by Type 1 atoms adjacent to the interface. However, since

the interatomic potential between Type 1 atoms and all other atom types is the same for

all simulations, the magnitude of the total interfacial interaction energy increases with the

density of interatomic interfacial interactions for Type 1 atoms. Therefore, an alternative

explanation for the results observed in Section 5.3.2 could be that the conductance per in-

terfacial interaction decreases as the magnitude of the interaction energy experienced by

Type 1 atoms adjacent to the interface increases. Note that the unique computational setup

allows the interaction energy experienced by Type 1 atoms adjacent to the interface to be
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increased without increasing the number or strength of interatomic interactions between

Type 1 and Type 2 atoms, which would increase interfacial conductance [146–149].

A second computational setup is designed to investigate the dependence of conductance

on interaction energy without altering the number or strength of interatomic interactions

between Type 1 and Type 2 atoms. The initial setup is identical to the reference setup

described in Section 5.2 with the exception that the single row of Type 1 atoms adjacent

to the interface are replaced with Type 3 atoms. Note that the definition of Type 3 atoms

described here differs from the definition given in the previous sub-section. Here, interac-

tions between Type 2 and Type 3 atoms are identical to interactions between Type 1 and

Type 2 atoms such that s12 = s23 = 1 and e12 = e23 = 1. Just as in the reference setup, in-

teractions between atoms of the same type are equal with sxx = 1 and exx = 4, and the mass

of all atom types are equal (i.e., m1 = m2 = m3 = 1). However, interactions between Type

1 and Type 3 atoms are defined by s13 = 1 and e13 = 6. This single row of Type 3 atoms

can be considered as a special case of interfacial Type 1 atoms where interactions between

these interfacial atoms and Type 2 atoms are the same as they are in previous simulations,

but interactions between these interfacial atoms and all other non-interfacial Type 1 atoms

are stronger than they are in previous simulations. In this way, the magnitude of the total

interaction energy experienced by these special case Type 1 atoms adjacent to the interface

is increased without increasing the number or strength of interatomic interactions between

Type 1 and Type 2 atoms as compared to the reference simulation.

The remainder of the computational procedure is identical to the one used in the refer-

ence simulation. For the remainder of the discussion on this special case simulation, Type

3 atoms are considered as special case interfacial Type 1 atoms, and thus are treated as

Type 1 atoms for the purpose of determining DT . The final predicted value of G = 55.0 ±

0.1 is observed to be lower than the value of G = 65.4 ± 0.1 obtained from the reference

simulation. The values of G can be expected to change with variations in the interaction

energy experienced by atoms adjacent to the interface, as these variations can affect the
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local occupied vibrational density of states (DOS) in the interfacial monolayers [147]. The

interaction energy experienced by the special case interfacial Type 1 atoms in the simula-

tion described in this sub-section is identical to the interaction energy experienced by the

interfacial Type 1 atoms interacting with three different interfaces (i.e., I = 3) in the simu-

lations described in the previous sub-section. However, the value of G obtained from the

simulation where I = 3 is only G = 48.6 ± 0.4. Therefore, the reduction in the values of G

cannot be explained by variation in interaction energy alone. This suggests that increasing

the average number of interatomic interactions per atom adjacent to the interface has an

additional effect that is not realized simply by increasing the magnitude of the interaction

energy per atom.

Although the special interfacial Type 1 atoms described in this sub-section and the

interfacial Type 1 atoms in the case where I = 3 experience the same total interaction

energy, the nature of the interactions are expected to be different. For example, while the

special interfacial Type 1 atoms interact with just one material across a single interface,

the interfacial Type 1 atoms in the case where I = 3 interact with three different atom

types across three different interfaces. As the three different atom types do not directly

interact with each other, their trajectories will be far less coherent than the trajectories of

one single atom type. Therefore, the additional reduction in the values of G may arise from

a coherence effect which increases with the number of interatomic interactions per atom.

5.3.4 Analysis of Vibrational Spectrum

To further investigate the nature of the effects which cause variations in the values

of G, the spectral density of occupied vibrational states is estimated by Welch’s method

of estimation of a power spectrum [150] for both the row of Type 1 atoms and the row

of Type 2 atoms adjacent to the interface. Simulations of the single interface system, 3-

interface system, 6-interface system, and the special case system described in the previous

sub-section are continued for an additional 3.24 ⇥105 timesteps (t = 1620) after the initial
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6 ⇥106 timesteps over which the investigation of G was performed for all simulations.

Instantaneous velocities are recored every 10 timesteps for all Type 1 and Type 2 atoms

adjacent to the interface.

The local vibrational power spectral density (PSD) for both rows is obtained by per-

forming Welch’s estimation from each atom’s recorded velocities and averaging over all

atoms in each row. Summation of the PSD over a range of frequencies provides the amount

of vibrational power contained in the range of frequencies. In this way, the PSD can be

considered as a classical analogy to the occupied vibrational DOS, where the PSD is a

measure of the vibrational power contained in a range of frequencies, rather than the num-

ber of quantized vibrational states occupied. Thus, the PSD is directly related to the energy

of all phonons occupying available vibrational states over a range of phonon frequencies.

Each measurement of the PSD is normalized with respect to the total vibrational power

such that the summation of the normalized PSD over all frequencies is equal to 1. The

normalized PSD is a measure of the relative contribution to total vibrational power as a

function of phonon frequency and allows for direct comparison between rows of atoms

possessing different amounts of total vibrational power.

Results of the normalized PSD calculations for the interfacial atoms in the single inter-

face, 3-interface, 6-interface, and special case systems are shown in Fig. 5.6. In all plots,

the normalized PSD for Type 1 and Type 2 atoms adjacent to Interface 1-2 are represented

by blue and red curves, respectively, and vibrational frequencies are given in inverse LJ

time units. The area of overlap between the two normalized PSD calculations in each plot

is defined by the summation of the minimum of the two PSD curves over all frequencies,

and is visually represented by the gray shaded areas. The calculated overlap area provides a

measure of the similarity between the local occupied DOS of Type 1 atoms adjacent to the

interface and the local occupied DOS of Type 2 atoms adjacent to the interface, which is

directly related to the conductance across the interface [88, 147, 151]. Since the area under

all normalized PSD curves is equal to 1, an overlap area of 1 indicates perfect similarity
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Figure 5.6: Calculations of the normalized PSD for the Type 1 and Type 2 atoms adjacent
to Interface 1-2 are represented by blue and red curves, respectively, for the single inter-
face, 3-interface, 6-interface, and special case systems. The area of overlap between the
two normalized PSD curves, the value of which is provided in the legend and is visually
represented by the gray shaded area in each plot, is a measure of the similarity between
the normalized PSD curves. The normalized PSD for Type 1 atoms is shifted to higher fre-
quencies for increasing number of interfaces, which indicates less similarity between the
local occupied DOS of the two atom types adjacent to the interface, and corresponds to a
decrease in the value of G. The interaction energy experienced by Type 1 atoms adjacent
to the interface is equal in both the 3-interface and special case systems. However, the
value of the area of overlap in the 3-interface system is less than the value of the area of
overlap in the special case system, suggesting an additional effect caused by the incoher-
ent trajectories of the atoms adjacent to each of the multiple interfaces in the 3-interface
system.



CHAPTER 5. THERMAL CONDUCTANCE BETWEEN 2D LJ MATERIALS 105

between the local occupied DOS for the two rows of atoms adjacent to the interface, and

smaller values of overlap area indicate less similarity between the two local occupied DOS.

The results presented in Fig. 5.6 indicate the normalized PSD for Type 2 atoms adjacent

to the interface is similar for all systems, while the normalized PSD for Type 1 atoms

adjacent to the interface varies between simulations. Focusing on the single interface,

3-interface, and 6-interface systems, variation in the normalized PSD for Type 1 atoms

illustrates a shift in the power distribution, with a higher fraction of the total power being

distributed among higher frequency phonons with increasing number of interfaces. This

results in less similarity between the two local occupied DOS, as indicated by a reduction

in the area of overlap between the two PSD curves with increasing number of interfaces.

Less similarity between the local occupied DOS of Type 1 atoms and Type 2 atoms adjacent

to the interface means there are less direct channels of conductance for phonons adjacent

to the interface, which leads to a reduction in interfacial conductance.

An increase in the interaction energy experienced by atoms adjacent to the interface is

expected to shift the distribution of local occupied DOS towards higher frequency phonons

[147]. However, recall that the results of Section 5.3.3 suggest the reduction in values of

G cannot be explained by variations in interaction energy alone. This notion is further sup-

ported by comparison of the plots of the normalized PSD for the 3-interface system and

the special case system described in Section 5.3.3. Recall that Type 1 atoms adjacent to

the interface in both systems experience the same total interaction energy. The normalized

PSD for Type 1 atoms in both plots show a shift in energy distribution to higher frequency

phonons resulting in lower overlap area as compared to the reference single interface sys-

tem. Two prominent peaks in the normalized PSD for Type 1 atoms are observed, with one

peak occurring in a relatively low frequency range and the other peak occurring in a higher

frequency range, for both systems. It is interesting to note that while the higher frequency

peak appears to have been shifted to higher frequencies in the special case system than in

the 3-interface system, the 3-interface system has a lower value overlap area. This implies
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Figure 5.7: Calculations of the normalized PSD for the Type 1 and Type 2 atoms adjacent
to Interface 1-2 are plotted for the 3-interface and special case systems. The normalized
PSD for Type 1 atoms in the 3-interface and special case systems are represented by blue
and black curves, respectively. The normalized PSD for Type 2 atoms in the 3-interface and
special case systems are represented by solid red and dashed red curves, respectively, and
show very little variation between systems. These two curves are intentionally chosen to
have the same color to demonstrate the nearly indistinguishable difference between them.
The value of overlap area for frequencies below Frequency = 3 is greater in the special
case system than in the 3-interface system, and the difference between the two values is
visually represented by the gray shaded area. Variation between the normalized PSD for
Type 1 atoms in the 3-interface and special case systems suggest the presence an additional
effect caused by the incoherent trajectories of the atoms adjacent to each of the multiple
interfaces in the 3-interface system.



CHAPTER 5. THERMAL CONDUCTANCE BETWEEN 2D LJ MATERIALS 107

that the shape of the normalized PSD for Type 1 atoms varies between the two simulations.

To further investigate the variation between the vibrational spectra, the normalized PSD

for Type 1 and Type 2 atoms for both the 3-interface and the special case systems are re-

plotted on the same axes and shown in Fig. 5.7. The normalized PSD for Type 1 atoms

adjacent to the interface in the 3-interface and special case systems are represented by

blue and black curves, respectively. The normalized PSD for Type 2 atoms adjacent to the

interface in the 3-interface and special case systems are represented by solid red and dashed

red curves, respectively. Note that the normalized PSD for Type 2 atoms in both systems

are nearly identical and the colors of the curves representing them are intentionally chosen

to be the same to allow for a simpler representation. The normalized PSD for Type 1 atoms

demonstrate two prominent peaks in both systems. However, while the higher frequency

peak is shifted less for the 3-interface system than for the special case system, as compared

to the single interface system, the distribution of the normalized PSD changes such that the

value of the overlap area in the 3-interface system is lower than the value of the overlap

area in the special case system.

In addition to the value of the total overlap area being less for the 3-interface system,

the value of the overlap area for frequencies below Frequency = 3 is also less for the 3-

interface system. This difference in overlap area is visually represented by the gray shaded

area and is a measure of the difference between the values of overlap area for frequencies

below Frequency = 3 in each system. As discussed in Section 4.1.1, low frequency phonons

transmit across the interface of two materials more readily than higher frequency phonons

when the interatomic interactions across the interface are weak as compared to interatomic

interactions within the two materials, which is the case for all simulations discussed in this

chapter and for all simulations designed to investigate the conductance across CNT-CNT

junctions discussed in this dissertation. Therefore, just as in the case of CNT-CNT conduc-

tance, lower frequency phonons contribute more to the conductance between Material 1

and Material 2 than higher frequency phonons. This means that differences in the values of
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the overlap area at lower frequencies affect the values of conductance more than differences

in the values of the overlap area at higher frequencies. Variation in the normalized PSD of

the Type 1 atoms in the two systems is such that values of both the total overlap area and

the overlap area occurring at lower frequencies is less in the 3-interface system than in the

special case system. The combination of these factors contributes to the lower value of G in

the 3-interface system. This variation in the normalized PSD of Type 1 atoms between the

two systems cannot be explained by a difference in interaction energy and provides further

evidence of a coherence effect arising from the introduction of multiple interfaces.

5.4 Summary

NEMD simulations were performed to investigate the thermal conductance across an

interface between 2D LJ materials. The motivation for this investigation was to examine

the effects of the density of interatomic interactions between Material 1 and Material 2

while minimizing the variation of other parameters such as structural geometry and contact

area. A unique computational setup was designed to allow Material 1 to interact with

multiple identical materials which did not directly interact with each other, across multiple

interfaces. Determination of G was limited to the conductance across the interface between

Material 1 and Material 2. Increasing the number of interfaces, I, leads to an increase in

the number of interatomic interfacial interactions experienced by Type 1 atoms adjacent to

the interface, while keeping the interfacial area and the number of interatomic interactions

between Material 1 and Material 2 constant.

Results presented in Section 5.3.2 show a reduction in the values of total conductance

across Interface 1-2, G, with increasing number of interfaces, I. Due to the unique compu-

tational setup, these results are directly analogous to results discussed in detail in Section

4.2.4, which suggest a reduction in the conductance per interatomic inter-tube interaction,

G/N, with increasing average number of interatomic inter-tube interactions per atom in the
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contact region, M. An additional computational setup was designed to investigate the ef-

fect of the total interaction energy experienced by Type 1 atoms adjacent to the interface

on the values of G. Simulations were performed for a special case system containing a

single interface with the interactions between Type 1 atoms adjacent to the interface and all

other Type 1 atoms modified such that the interaction energy experienced by Type 1 atoms

adjacent to the interface in the special case system was equal to the interaction energy

experienced by Type 1 atoms adjacent to the interface in the 3-interface system. Results

presented in Section 5.3.3 demonstrate the value of G for the special case system is greater

than the value of G for the 3-interface system, even though Type 1 atoms adjacent to the

interface experience the same interaction energy in both systems. These results suggest

the difference in the values of G for different values of I cannot be explained by varia-

tion in interaction energy alone and that additional effects may arise due to the incoherent

trajectories of the atoms adjacent to each of the multiple interfaces.

The normalized PSD, which is related to the occupied DOS, was calculated for Type 1

and Type 2 atoms adjacent to the interface for several systems. Results presented in Section

5.3.4 demonstrate a shifting of the distribution of occupied vibrational states of Type 1

atoms to higher frequencies with increasing I. This shifting leads to less similarity between

the normalized PSD for Type 1 and Type 2 atoms adjacent to the interface and causes a

reduction in the values of G. The normalized PSD of the Type 1 atoms in the 3-interface

and special case systems were compared and found to vary in such a way that the values of

both the total overlap area and the overlap area occurring at lower frequencies is less in the

3-interface system than in the special case system. This variation in the normalized PSD of

Type 1 atoms between the two systems cannot be explained by a difference in interaction

energy and provides further evidence of a coherence effect arising from the introduction of

multiple interfaces.

The summation of these results has significant implications for the development of the

general model for CNT-CNT conductance. Conductance across the interface between two
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2D LJ materials is observed to depend on the number of interatomic interfacial interac-

tions experienced by Material 1. This dependence cannot be accounted for by interatomic

interaction energy alone. Systems having the same values of interatomic interaction en-

ergy experienced by atoms adjacent to the interface and the same number of interatomic

interfacial interactions across Interface 1-2, but different values of G, are distinguished by

variations in the total number of interatomic interfacial interactions experienced by Type 1

atoms adjacent to the interface. Therefore, any general model of CNT-CNT conductance

based on the conductance per interatomic inter-tube interaction, G/N, should depend on the

average number of interatomic inter-tube interactions per atom in the contact region, M.



111

Chapter 6

General Description of CNT-CNT
Conductance

6.1 Background

Thermal conductance between partially overlapping parallel CNTs has been shown to

be linearly proportional to the length of the overlap, which is directly related to the overlap

area, when the CNTs and CNT-CNT overlaps are longer than several tens of nanometers

in Section 4.2.3. However, this linear dependence of conductance on the overlap area is

found to break down for for overlap lengths less than 10 nm [5, 6], as discussed in Sec-

tion 4.1.3, and for non-parallel configurations with small contact areas in Section 4.2.4.

A decrease in the conductance per interatomic inter-tube interaction, G/N, with increasing

average number of interatomic inter-tube interactions per atom in the contact region, M,

is observed in Section 4.2.4 as well. This observation is further supported by results dis-

cussed in Section 5.3, which show a decrease in conductance per interface and increasing

mismatch between the vibrational spectra of atoms adjacent to the interface as the number

of interatomic interactions of the atoms adjacent to the interface increases.

The summation of these results suggests that any predictive model of conductance at

CNT-CNT contacts of arbitrary configuration should be dependent on the area of the con-

tact region, which can be quantified by the number of interatomic inter-tube interactions,

and the density of interatomic inter-tube interactions in the contact region, which can be
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characterized by the average number of interatomic inter-tube interactions per atom in the

contact region. In this chapter, the development of a general description of CNT-CNT

conductance is described. In the next section, the formulation of the predictive model is

discussed. The functional form of the model is based on the observed qualitative trends

discussed above, and the model is fit to quantitatively match the results of MD simulations

reported in Section 4.2.4. In Section 6.3, the predictive model is shown to accurately pre-

dict conductance at CNT-CNT contacts with configurations that differ from the contacts for

which the model was fit and span a wider range of contact area and geometric structure. The

model is summarized in the context of qualitative trends observed from the results of the

MD simulations reported in this work and in the literature, and the quantitative limitations

of the model are discussed in Section 6.4.

6.2 Predictive Model

A general predictive model of the conductance at CNT-CNT contacts is developed for

contacts of arbitrary configuration based on the results of the MD simulations discussed in

Chapters 4 and 5. Determining the contact area between two adjacent, cylindrical CNTs

is non-trivial and the value may be relative to different definitions of the contact region.

Therefore, the predictive model is designed to be dependent on the number of interatomic

interactions between CNTs, which is a more objective description of the contact area.

The total number of interatomic interactions between CNTs in an MD simulation can

be determined geometrically by the total number of inter-tube atomic pairs (i.e., pairs with

one atom belonging to each CNT) separated by less than the cutoff distance of the Lennard-

Jones (LJ) potential, which is rc = 1 nm for all simulations of conductance between CNTs

reported in this work. However, since the interaction energy of the LJ potential approaches

zero near the cutoff distance, the magnitude of the interaction energy between atoms de-

creases as their separation distance approaches the cutoff distance. Thermal conductance
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Figure 6.1: The scaling factor, n, which is described by Eq. 6.1 and scales the contribu-
tion of each inter-tube atomic pair to the total “effective” number of interatomic inter-tube
interactions, Ne f f , based on the separation distance between each atomic pair, ri j. All inter-
tube atomic pairs with ri j less than the equilibrium separation distance of the LJ potential,
rm, are counted as one interaction, with ri j greater than the LJ cutoff distance, rc, are not
counted, and with rm  ri j  rc are scaled by the absolute value of the LJ potential for the
given ri j, and normalized such that

���ULJ
i j (rm)

��� = 1.

across a material interface increases as the magnitude of the bonding energy of interatomic

interactions across the interface increases [146–149]. Therefore, interatomic interactions

with lower magnitudes of energy and separation distances near the cutoff distance are likely

to contribute less to the total inter-tube conductance than interactions with greater mag-

nitudes of energy and separation distances closer to the equilibrium separation distance.

Thus, when characterizing the contact region in terms of the total number of interatomic

inter-tube interactions, it is reasonable to count the atomic pairs separated by distances

close to the cutoff distance less than the atomic pairs separated by distances close to the

equilibrium separation distance. In other words, each atomic pair can be scaled by its

separation distance when counting the total number of interatomic inter-tube interactions.

One way to scale the counting of each interatomic inter-tube interaction is by the inter-

atomic potential describing the interactions themselves. The 12-6 form of the LJ potential

is defined by Eq. 2.2 and is used to described all interatomic inter-tube interactions in all
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simulations discussed in this work. The equilibrium separation distance for LJ interactions,

rm, is the distance at which the LJ potential is equal to the potential minimum, -e , such that

ULJ
i j (rm) = -e , and is determined by rm = 21/6s . For the purposes of counting the total num-

ber of interatomic inter-tube interactions, inter-tube atomic pairs with separation distances

of ri j < rm are counted as 1 interaction, inter-tube atomic pairs with ri j > rc are not counted

as an interaction, and inter-tube atomic pairs with rm  ri j  rc are scaled by the absolute

value of ULJ
i j (ri j) divided by e , where division by e normalizes the scaling factor to ensure

it equals 1 when evaluated at ri j = rm. Thus the scaling factor for each inter-tube atomic

pair is defined as

n(ri j) =

8
>>>>>><

>>>>>>:

1 ri j < rm

1
e

����4e
✓

s
ri j

12
◆
�
✓

s
ri j

6
◆����� rm  ri j  rc

0 ri j > rc

(6.1)

The scaling factor, n, is plotted as a function of ri j in Fig. 6.1. The value of the curve for

rm  ri j  rc takes the same form as the absolute value of the LJ potential, normalized such

that
���ULJ

i j (rm)
��� = 1. In this way, the scaling of each interatomic inter-tube interaction with

a separation distance in this range is directly related to its interatomic interaction energy.

The total “effective” number of interatomic inter-tube interactions, Ne f f , is defined by the

summation of n(ri j) over all inter-tube atomic pairs, or equivalently by

Ne f f = Â
i

Â
j

n(ri j), (6.2)

where index i is varied over the indices of all atoms in one CNT and index j is varied over

the indices of all atoms in the neighboring CNT. The value of Ne f f provides a quantita-

tive description of the contact region and accounts for variations in geometric structure by

consideration of the separation distance between each interatomic inter-tube interaction.

Analogous to the definition of M provided in Section 4.2.4, Me f f is taken as the average



CHAPTER 6. GENERAL DESCRIPTION OF CNT-CNT CONDUCTANCE 115

number of “effective” interatomic inter-tube interactions per atom in the contact region.

The value of Me f f can be determined by the average of all non-zero values of n, i.e.,

Me f f =
Ne f f

Â
k
(1�d (nk))

, (6.3)

where index k is varied over the indices of all n values and d is the Dirac delta distribution

defined as

d (x) =

8
>><

>>:

1 x = 0

0 x 6= 0
(6.4)

Recall that the results presented in Section 4.2.4 show that the conductance per inter-

atomic inter-tube interaction, G/N, varies for different values of M. Therefore, it may be

possible to describe the total conductance across a CNT-CNT junction as a function of

Ne f f and Me f f such that G(Ne f f ,Me f f ) = g(Me f f ) ·Ne f f where g(Me f f ) describes the de-

pendence of G/Ne f f on Me f f . For each simulation discussed in Section 4.2.4, instantaneous

values of Ne f f and Me f f were calculated at each timestep for which an instantaneous value

of G was recorded in the steady state. The final values of Ne f f and Me f f are taken as the

mean of each corresponding sample set of 10 calculations. The final values of G are divided

by their corresponding values of Ne f f and plotted with respect to Me f f for each system in

Fig. 6.2. The error bars represent the division of the standard deviation of the instantaneous

values of G by the final value of Ne f f .

The function g(Me f f ) is derived empirically to fit the data and is plotted as a blue curve

in Fig. 6.2 along with the calculations of G/Ne f f represented as red circles. The functional

form of g(Me f f ) is determined purely by empirical fitting and is taken as

g(Me f f ) =
�
AMB

e f f +C
�
, (6.5)

where A = -1.62 ⇥10�11, B = 10.86, and C = 0.2154 are empirical fitting parameters. The
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Figure 6.2: The conductance per total “effective” number of interatomic inter-tube interac-
tions, G/Ne f f , plotted as a function of the average number of “effective” interatomic inter-
tube interactions per atom in the contact region, Me f f . Values of G/Ne f f are calculated
from the results of MD simulations and represented by red circles. The error bars represent
the division of the standard deviation of the instantaneous values of G by the final mean
value of Ne f f , for each simulation. The blue curve represents the function g(Me f f ), which
is defined by Eq. 6.5, empirically fit to the results of the MD simulations, and incorporated
into the final predictive model, G(Ne f f ,Me f f ), given by Eq. 6.6.

calculated value of G/Ne f f from the MD simulations which is predicted by g(Me f f ) with

the least amount of accuracy at Me f f ⇠ 7.67 corresponds to the simulation configuration

with an initial orientation angle between CNTs of q = 20� which is described in detail in

Section 4.2.4. The CNTs of this simulation demonstrate a greater degree of bending in the

steady-state configuration, shown in Fig. 4.12, than the CNTs of any other simulation. It

is possible that the CNTs in this simulation experienced a greater degree of strain than the

CNTs in all other simulations, due to the greater degree of bending, and that this additional

strain has an affect on the final value of G. Therefore, for the purposes of determination of

g(Me f f ), the value of G/Ne f f calculated from the initial q = 20� configuration simulation is

not considered in the empirical fitting procedure. Possible inconsistencies with the results

of this configuration simulation and the results of simulations of other configurations are

discussed further in the next section.

With g(Me f f ) defined, a general predictive model of the conductance at CNT-CNT
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contacts can be expressed in terms of Ne f f and Me f f by

G
�
Ne f f ,Me f f

�
=
�
AMB

e f f +C
�

Ne f f , (6.6)

where Ne f f and Me f f are determined directly from the atomic coordinates of any arbi-

trary configuration. In the next section, the accuracy of this predictive model is discussed

through comparison of predictions of CNT-CNT conductance obtained from this model

and predictions obtained from MD simulations of CNT-CNT contacts with varied geomet-

ric configurations.

6.3 Comparison with Computational Results

Several additional series of simulations are performed in order to compare results of

the predictive model given in Eq. 6.6 to results of additional MD simulations of other

configurations. In the first additional series, non-equilibrium MD (NEMD) simulations are

performed to predict the thermal conductance at the interface between two partially over-

lapping parallel CNTs. The general geometric arrangement of the CNTs is identical to the

geometric arrangement of the CNTs in the simulations described in Section 4.2.3. However,

the LAMMPS implementation of the AIREBO potential [111] was used to describe the in-

teratomic interactions in the simulations described in Section 4.2.3. Due to variation in

the predicted CNT thermal properties among simulations employing different interatomic

potentials, which is discussed in Section 3.2.3.3, quantitative agreement may not be ex-

pected between values of G obtained from simulations employing the AIREBO potential

and simulations employing a combination of the Tersoff and LJ potential as was imple-

mented in the simulations described in Section 4.2.4. Therefore, simulations are performed

for configurations of the same partially overlapping parallel CNT arrangement described

in Section 4.2.3 while having the same description of interatomic potential described in

Section 4.2.4.
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The computational procedure is nearly identical to the general computational proce-

dure described in Section 4.2.4, with the following exceptions. Just as in the simulations

described in Section 4.2.3, periodic boundary conditions are applied in the direction paral-

lel to the aligned axes of both CNTs. The distance between the periodic boundaries of the

computational cell is adjusted during the sample preparation routine to achieve pressure

of 1 atm in the periodic direction before implementation of the constant flux. In addition,

no restoring spring force is applied, as the CNTs are already completely aligned. The re-

mainder of the computational procedure follows the general procedure described in Section

4.2.4. The configurations simulated in this first series were for CNTs with CNT length LT

= 100 nm and overlap lengths of Dx12 = 10, 20, 30 and 40 nm, and for CNTs with CNT

length LT = 200 nm and overlap length Dx12 = 40 nm. One additional simulation was

performed with LT = 100 nm and Dx12 = 10 nm but with free boundary conditions in all

directions. This simulation contains only one contact in the computational cell and can be

considered as a special case of the simulations described in Section 4.2.4 where the initial

q = 0� and the CNTs are translated in the direction parallel to their longitudinal axes so

that they only overlap by 10 nm. A spring force is applied in this simulation in the same

manner as described in Section 4.2.4 with KSpr = 0.01 eV Å�2.

In the second additional series of simulations, the same computational procedure that

was implemented for simulations described in Section 4.2.4 was repeated for CNTs of

length LT = 200 nm and initial q = 0� and 45�. The procedure described in Section 4.2.4 for

obtaining instantaneous values of G and the procedure described in the previous section for

obtaining instantaneous values of Ne f f and Me f f were performed for the steady state of all

simulations to produce a sample set of 10 calculations for each variable in each simulation.

The mean of the instantaneous values of G is taken as the final MD prediction of G for

each simulation, and the standard deviation of each sample set is taken as a measure of

precision in the MD prediction. The sample sets of 10 calculations of Ne f f and Me f f are

used to calculate 10 values of G by the general predictive model given in Eq. 6.6 for each
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configuration. The mean of these 10 values of G is taken as the final prediction of G by the

predictive model for each configuration, and the standard deviation of each sample set is

taken as a measure of precision in the model prediction.

The values of G obtained by the MD method, represented by red circles, and by the

predictive model, represented by blue and black crosses, are plotted with respect to Ne f f in

Fig. 6.3. The value of Ne f f shown in this figure is taken as the mean value of all instanta-

neous calculations of Ne f f for each configuration, for the purposes of plotting. The results

of the MD simulations are obtained by the computational procedures previously described,

whereby values of G are determined from values of DT12 obtained during the steady state

of constant flux simulations. The results of the predictive model are calculated by Eq. 6.6,

where calculations of Ne f f and Me f f are based on the atomic coordinates obtained during

the steady state of the corresponding constant flux simulations. Blue crosses represent the

results of the predictive model for configurations similar to the ones described in Section

4.2.3 with values of Dx12 = 10, 20, 30 and 40 nm and values of LT equal to 100 nm and 200

nm. Black crosses represent the results of the predictive model for configurations similar

to the ones described in Section 4.2.4 with initial values of q ranging from 0� to 90� and

values of LT equal to 100 nm and 200 nm. In addition, the special case configuration of

two parallel 100 nm CNTs with overlap length Dx12 = 10 nm and free boundary conditions

in all directions is also represented by a black cross. Error bars represent one sample stan-

dard deviation of the sample set of calculations of G by the MD method and the predictive

model, and are provided as a measure of precision.

The results of the predictive model are found to be in good agreement with the results of

the MD simulations for all simulations except one. The configuration for which the results

of both methods are the least consistent with each other is of the two 100 nm CNTs forming

a single junction with initial q = 20�. As discussed in the previous section, the CNTs of

this configuration simulation demonstrate a greater degree of bending in the steady state

than the CNTs of any other simulation. The initially low value of q = 20� causes a greater
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Figure 6.3: The values of conductance, G, obtained by the MD method, represented by red
circles, and by the predictive model, represented by blue and black crosses, plotted with
respect to the total “effective” number of interatomic inter-tube interactions, Ne f f . Error
bars represent one sample standard deviation of the sample set of calculations of G by the
MD method and the predictive model. Blue crosses represent the results of the predictive
model for configurations of partially overlapping parallel CNTs, and black crosses repre-
sent the results of the predictive model for configurations similar to the ones described in
Section 4.2.4 and a special case configuration of two parallel 100 nm CNTs with overlap
length Dx12 = 10 nm and free boundary conditions in all directions. The results of predic-
tive model and the MD method show the least amount of agreement for the case of two
CNTs forming a junction with initial q = 20�. Inconsistencies with the results of this con-
figuration simulation and the results of the other simulations are discussed in detail in the
text. The results of the predictive model show good agreement with the MD results for all
other configurations.
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magnitude of interaction energy between the CNTs than any other non-parallel configura-

tion and a stronger spring force is required to prevent complete alignment. As the CNTs

bend and deform to seek a low-energy configuration, the ends of each CNT become dis-

placed from their original positions, causing the magnitude of the spring force to increase.

These factors likely cause stress in the axial and/or radial directions of the CNTs which

can affect their thermal properties. Xu and Buehler [78] performed NEMD simulations on

CNTs under varying degrees of axial strain. Their results suggest a decrease in thermal

conductivity and phonon group velocity with increasing magnitudes of positive and neg-

ative strain. Zhu et al. [152] investigated the thermal conductivity of CNTs under radial

strain by the non-equilibrium Green’s functions method. Their results show a decrease in

thermal conductivity with increasing degree of radial deformation. These results imply the

vibrational spectrum of a CNT is affected by axial and radial stress. Furthermore, the in-

creased magnitude of the spring force in the initial q = 20� simulation can be expected to

restrict the low frequency, long wavelength vibrational modes in the CNTs. As discussed in

Section 4.1.1, low frequency vibrational modes are considered to significantly contribute to

CNT-CNT conductance. The summation of these factors suggests the CNT-CNT conduc-

tance in this configuration may be affected by significantly stronger spring forces exerted

on the CNT ends.

6.4 Summary

A general predictive model of the conductance at CNT-CNT contacts is developed for

contacts of arbitrary configuration based on the results of previous MD simulations. The

total number of interatomic interactions between CNTs is chosen as an objective descrip-

tion of the contact area, and can be calculated directly from the atomic coordinates obtained

from MD simulations. The contribution of each interatomic inter-tube interaction to the to-

tal number of interatomic inter-tube interactions is scaled based on the separation distance



CHAPTER 6. GENERAL DESCRIPTION OF CNT-CNT CONDUCTANCE 122

of the atomic pair, ri j, and Eq. 6.1. The summation of all contributions, Ne f f , is taken

as the “effective” number of total interatomic inter-tube interactions and provides a more

descriptive characterization on the contact region. Based on the results presented in Sec-

tions 4.2.4 and 5.3, the average number of “effective” interatomic inter-tube interactions

per atom in the contact region, Me f f , is also considered.

Values of Ne f f and Me f f are calculated from the atomic coordinates obtained from all

MD simulations described in Section 4.2.4 and additional simulations described in the pre-

vious section. An empirical model is derived which predicts values of G from values of

Ne f f and Me f f . The predictive model has the functional form given in Eq. 6.6 and pa-

rameters which are empirically fit based on the results of MD simulations. Comparison

of the values of G obtained from the MD method and the values obtained from the pre-

dictive model is shown in Fig. 6.3. The results of the predictive model are found to be in

good agreement with the results of the MD simulations for all simulations except for the

simulation of two 100 nm CNTs forming a single junction with initial q = 20�. As previ-

ously discussed, the CNTs of this configuration simulation demonstrated a greater degree

of bending in the steady state than the CNTs of any other simulation. Therefore, the results

of this simulation may be influenced by higher levels of stress experienced by each CNT.

The agreement between the results of the predictive model and the results of the MD

method over the wide range of simulation configurations is non-trivial. Recall that the con-

ductance per interatomic inter-tube interaction, G/N, was found to decrease with increasing

number of interatomic inter-tube interactions, N, in Section 4.2.4. This trend is consistent

with the results of Zhong and Lukes [5] and Xu and Buehler [6] discussed in Section 4.1.3,

which show that the conductance per overlap length between partially overlapping parallel

CNTs, sT , decreases with increasing overlap length, Dx12, for overlap lengths less than

10 nm. However, sT is observed to be constant with increasing Dx12 for overlap lengths

greater than several tens of nanometers in the results presented in Section 4.2.3. Accurately

reproducing this complex dependence required the introduction of an additional variable,
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Me f f . Results presented in Sections 4.2.4 and 5.3.2 suggest the conductance per interatomic

inter-tube interaction is sensitive to the value of Me f f , which is a quantitative description

of the average density of interatomic inter-tube interactions in the contact region. Incorpo-

ration of Me f f into the predictive model allows for accurate description of the conductance

at CNT-CNT contacts over a range of contact areas and orientations, despite a complex

relationship between conductance per area and the structure of the contact region. Further-

more, consideration of Me f f can likely explain the unique results of Zhong and Lukes [5]

and Xu and Buehler [6] since small contact regions tend to have higher values of Me f f , as

seen in Section 4.2.4.

Although the predictive model is presented as a generalized description of conductance

at CNT-CNT contacts, the values of A, B, and C of Eq. 6.6 are parameterized based on

the results of MD simulations which share common parameters. Therefore, it is likely

that quantitative agreement between the predictive model and the results of MD simula-

tions will be restricted to simulations with those same parameters. For example, the van

der Waals interactions responsible for CNT-CNT conductance are described by the LJ po-

tential with LJ energy parameter e = 3.0 meV. An increase in e would correspond to an

increase in the bonding strength between CNTs and lead to an increased prediction of G

[149, 153]. Therefore, the current parameterization of the predictive model is not expected

to accurately predict the results of MD simulations implementing different values of LJ

parameters. In addition, the predicted values of G are shown to increase with CNT length

for CNT lengths less than 100 nm in Section 4.2.1. Thus, the current parameterization

of the predictive model is likely to over-predict values of G for configurations of CNTs

with lengths less than 100 nm. Finally, Evans et al. [7] performed MD simulations of

conductance across CNT-CNT cross-junctions with pressure applied to the contact region

in the direction perpendicular to the axes of the CNTs. Their results show an increase in

conductance with increasing magnitude of applied pressure. The authors attribute this rela-

tionship to both the increased contact area resulting from CNT deformation and an increase
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in the van der Waals bonding stiffness due to shorter separation distances of the interatomic

interactions. While variations in contact area and interatomic separation distances are ac-

counted for in the predictive model, the results obtained for the junction between two 100

nm CNTs with initial q = 20� suggest the current parameterization of the predictive model

is less accurate for systems under significant amounts of pressure or stress. The summation

of these factors implies the need for modified parameterizations of the predictive model

when considering systems with varied descriptions of van der Waals interactions between

CNTs, CNTs with lengths less than 100 nm, or CNTs under pressure or stress.
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Chapter 7

Summary, Relevance, and Future
Direction

7.1 Summary of Major Results

Carbon nanotubes (CNTs) have gained a significant amount of research interest for use

in thermal management applications due to the exceptionally high values of the intrinsic

CNT thermal conductivity, k, reported in experiments [10–17] and computational studies

[1–4, 18–34]. However, the collective thermal conductivity through CNT structures or

CNT-based material is found to be orders of magnitude lower than the values of measure-

ments of individual CNT thermal conductivity [8, 35–41]. This work describes the results

of molecular dynamics (MD) simulations designed to investigate the two major factors that

may be responsible for the low conductivity of the CNT structures: the reduction of the

intrinsic conductivity of the individual CNTs due to the inter-tube interactions, and the low

thermal conductance at CNT-CNT contacts that may be sensitive to the geometry of the

contact and the local contact density.

In spite of the ability of MD simulations to fully control the simulated environment, the

values of thermal conductivity, k, predicted in different MD simulations exhibit surprisingly

large divergence even when the simulated system is nominally the same. Therefore, it is

important to understand the reasons for the data variability across the published studies,

which is due to contributions from both the true variation of the intrinsic CNT conductivity
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due to the variation of the length of the CNTs used in the simulations, and the variation

of k due to variability of computational procedures and interatomic potentials employed

in the different simulations. Thus, the major results of this work are categorized into two

distinct areas: investigations of the factors which affect intrinsic and MD predictions of

CNT conductivity, and investigations of the factors which affect CNT-CNT conductance.

An MD investigation of k of individual CNTs discussed in Section 3.2.2 reveals a sen-

sitivity of k to CNT length which is found to transition from a strong length dependence

for CNTs shorter than ⇠200 nm to a much weaker dependence for longer CNTs. Results

of an MD study of k of CNTs formed into aligned bundles discussed in Section 3.2.4 show

that contrary to a number of earlier reports, the van der Waals inter-tube coupling between

CNTs does not result in any statistically significant changes in the intrinsic conductivity of

the CNTs. This finding directly addresses Objective 2 presented in the introduction of this

work.

In Section 3.2.3, results of non-equilibrium molecular dynamics (NEMD) simulations

with uni-directional heat flux implementation reveal the effect of increasing the length of

the central part of the nanotube, LC, is nearly indistinguishable from the effect of increas-

ing the length of the heat bath regions, LB. This observation suggests that the common

practice of neglecting the length of the heat bath regions when defining the CNT length

in NEMD simulations may introduce a substantial variability in the predicted values of

thermal conductivity. The results of this study suggest that the total length of a CNT (in-

cluding the length of the heat bath regions) should be used as the definition of the CNT

length in NEMD simulations with uni-directional heat flux, and the length of the heat bath

regions should be short relative to the overall CNT length. The length dependence of k

in bi-directional flux implementations is also shown to be best represented by the defini-

tion of the effective CNT length comprised of the length of the heat bath regions and the

length of an unperturbed part of the CNT between the hot and cold heat bath regions. This

convention yields values of k that are consistent between the two (uni- and bi-directional)



CHAPTER 7. SUMMARY, RELEVANCE, AND FUTURE DIRECTION 127

implementations of the heat flux in NEMD simulations. The summation of these findings

directly addresses Objective 1 presented in the introduction.

Objective 3 is directly addressed throughout Chapter 4. In Section 4.2.1, results of a

series of simulations designed to investigate the effects of CNT length on CNT-CNT con-

ductance demonstrate a stronger length dependence acting over a longer range of CNT

lengths than has been previously reported. The conductance across a CNT-CNT junction

is shown to be unaffected by the presence of neighboring junctions when separated further

than the range of direct van der Waals interactions in a series of simulations discussed in

Section 4.2.2. When junctions are separated by the equilibrium separation distance of the

two neighboring tubes, conductance per junction is reduced by only ⇠10%. This is in con-

trast to a previous study that claimed an approximately one order of magnitude reduction

[8].

Results of a series of simulations presented in Section 4.2.3 demonstrate that the con-

ductance between partially overlapping parallel CNTs increases monotonically with in-

creasing overlap length when the CNTs and CNT-CNT overlaps are longer than several

tens of nanometers. In contrast to this finding, the results of a series of simulations pre-

sented in Section 4.2.4 demonstrate a non-linear dependence of conductance on the num-

ber of inter-tube interactions between CNTs. The conductance per inter-tube interaction is

shown to be dependent on the local density of interatomic inter-tube interactions, which is

quantified by the average number of inter-tube interactions per atom in the contact region.

This observation is further supported by the results of a series of LJ “toy model” simula-

tions presented in Section 5.3 which demonstrates that the conductance between two 2D

LJ materials decreases as the number of interatomic interactions of atoms in one material

adjacent to the interface increases. These results cannot be explained by variation in the

interaction energy alone, and analysis of the vibrational spectra of the atoms adjacent to the

interface suggests an additional coherence effect which depends on the average number of

interatomic interactions per atom, rather than the interaction energy.
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The summation of the results presented in Sections 4.2.4 and 5.3 suggests that any

predictive model of conductance at CNT-CNT contacts of arbitrary configuration should

be dependent on the area of the contact region, which can be quantified by the number of

interatomic inter-tube interactions, and the density of interatomic inter-tube interactions in

the contact region, which can be characterized by the average number of interatomic inter-

tube interactions per atom in the contact region. The observed sensitivity of conductance

to the average number of interatomic inter-tube interactions per atom in the contact region

is a novel finding. This observation is also supported by the results of LJ “toy model”

simulations, suggesting the nature of this dependence may not be limited to the interfacial

conductance between CNTs.

Objective 4 is satisfied in Chapter 4 with the formulation of an empirical predictive

model of conductance at CNT-CNT contacts for an arbitrary configuration of CNTs. The

model is quantitatively fit to the results presented in Section 4.2.4 and shown to have good

agreement with additional MD predictions of the conductance at CNT-CNT contacts of

various configurations. Limitations of the predictive model are discussed and modified

parameterizations are recommended when considering systems with different descriptions

of van der Waals interactions between CNTs, CNTs with lengths less than 100 nm, or CNTs

under pressure or stress.

7.2 Relevance to Application Areas

The major results presented in this work have implications for both thermal applications

of CNT-based materials and investigation of CNT conductivity by the NEMD method. The

results of the systematic evaluation of the effect of the size and location of the heat bath

regions, and definition of the CNT length on the predictions of NEMD simulations clarify

the origins of the quantitative discrepancies across published data and provide recommen-

dations on the choice of computational parameters that may reduce some of the inconsis-
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tencies between the computational results. The recommendations that the definition of the

CNT length should include the length of the heat bath regions in NEMD simulations with

uni-directional heat flux, and that the length of the heat bath regions should be short relative

to the overall CNT length, have implications not only for reducing the variability in MD

results, but for the mechanisms of ballistic thermal transport in NEMD simulations of other

systems as well.

The results of investigations of the intrinsic k of CNTs have implications for increasing

the overall thermal transport in aligned CNT bundles. Due to the absence of any reduction

in k from van der Waals inter-tube interactions, the overall thermal transport can be in-

creased by increasing the direct number of CNT channels in the bundle. Furthermore, the

intrinsic k of each individual CNT will have a strong length dependence for CNTs shorter

than ⇠200 nm. The results of investigations of CNT-CNT conductance provide guidance

for optimizing the thermal performance of CNT-based materials. Overall CNT-CNT con-

ductance can be improved by increasing CNT length, and density and area of CNT-CNT

contacts.

7.3 Future Directions

While significant conclusions have been formulated as a result of this work, there are

several topics of interest that could be addressed in further detail:

• Investigation of the Effects of the Size and Location of Heat Bath Regions in General

NEMD Simulations: Variations in the definition of sample length in NEMD simu-

lations are not unique to investigations of CNTs. Therefore, the observed effects of

the size and location of heat bath regions may cause discrepancies in the results of

MD studies of the thermal conductivity of other materials when the sample length

is comparable to the length of ballistic transport. The parametric study outlined in

Section 3.2.3 can be extended to NEMD simulations of other materials to determine
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if the recommendations should be generalized for all systems.

• Experimental Validation of the Effect of the Local Density of Interatomic Interac-

tions Adjacent to the Interface: The sensitivity of interfacial conductance to the local

density of interatomic interactions adjacent to the interface is a significant finding.

Results presented in Chapter 5 suggest this dependence may not be restricted to CNT-

CNT conductance. This effect should result in greater conductance per area in the

periphery of a contact region as compared to the conductance per area in the isotropic

center of a contact region. Experimental methods such as the time domain thermore-

flectance (TDTR) method may be able to resolve differences in the conductance per

area for different areas of an interface. Determination of a higher conductance per

area at the periphery of the interface would support the observed finding. In addition,

a decrease in conductance per area with increasing contact area may be experimen-

tally resolved for interfaces with small contact areas, which would also support the

finding. However, in all series of simulations for which the effect of the local density

of interatomic interactions adjacent to the interface was observed, the interactions

across the interface were much weaker than the interactions within the same mate-

rial. Therefore, this effect may not be present in systems with chemical bonding

between materials adjacent to the interface.

• Extension of the Predictive Model to Additional Systems: The basic formulation of

the predictive model is based on the results of MD simulations of CNT-CNT con-

ductance. However, the results of Chapter 5 suggest the sensitivity of conductance to

the local density of interatomic interactions adjacent to the interface may be present

in other systems. Therefore, it may be possible to parameterize the predictive model

to predict the interfacial conductance between additional materials. The basic proce-

dure described in Chapter 6 can be applied to MD simulation results of other systems.

Agreement between the results of the predictive model and MD results of more gen-
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eralized interfacial systems would support the finding of the effect of the local density

of interatomic interactions adjacent to the interface.
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Appendix A

A sample of the LAMMPS input script used for the simulation of thermal conductance
between two-dimensional Lennard-Jones materials is provided in this appendix, to detail
the general setup and computational procedure used in the series of simulations summa-
rized in Section 5.3.2. This example script is for a simulated system of 3 Lennard-Jones
materials consisting of 2 interfaces (I = 2).

# Non-equilibrium Molecular dynamics simulation of thermal conductance
# between two-dimensional Lennard-Jones materials
# Richard N. Salaway
# June 2014

########## DATA VARIABLES ##########
variable R equal 6000000 # Simulation run in timesteps
variable AVG1 equal 10000 # Thermo output and averaging

# frequency
variable AVG2 equal 500000 # Interval for averaging

# temperature profile
variable rst equal 1000000 # Frequency to write restart
variable D equal 1000000 # Frequency of coordinate output

########## SIMULATION VARIABLES ##########
variable flux1 equal 6.0 # Heat flow rate (Q HB)
variable flux2 equal 3.0 # Heat flow rate (Q HB/I)
variable sep equal 0.964992 # Separation distance

# between lattice planes
variable halfsep equal {sep}/2 # Half separation distance

# between lattice planes

# Global setup
dimension 2
boundary s s p
atom_style atomic
neighbor 0.3 bin
neigh_modify delay 5
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# Create lattice and Type 1 atoms
lattice hex 0.93
region box block 0 40 0 99 -0.25 0.25
create_box 3 box
create_atoms 1 box
mass * 1.0

# Change all atoms in ‘‘slice’’ region to Type 2
region slice block INF INF 50 99 INF INF
set region slice type 2

# Duplicate all atoms in ‘‘slice’’ region and set as Type 3 atoms
create_atoms 3 region slice

# Distribute initial velocities
velocity all create 0.45 87287 rot yes mom yes

# Define default interatomic potential
pair_style lj/cut 2.5
pair_coeff * * 4.0 1.0

# Define interatomic potential among specific types
pair_coeff 1 2* 1.0 1.0
neigh_modify exclude type 2 3
neigh_modify delay 0 every 1

# Define Lennard-Jones materials based on atom type
group TYPE1 type 1
group TYPE2 type 2
group TYPE3 type 3

# Define regions to be used for heat baths
region cool block INF INF 0 9 INF INF
group COLD region cool
region warm block INF INF 90 99 INF INF
group HOT region warm
group HOT2 intersect HOT TYPE2
group HOT3 intersect HOT TYPE3

# Output for visualization
dump MyDump all xyz D dump.*.flux

# Define thermo output frequency
thermo {AVG1}
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########## TEMPERATURE CALCULATION AND OUTPUT ##########
# These temperature computes are useful for determing steady-state
compute TEMPALL all temp/com
compute TEMP1 TYPE1 temp/com
compute TEMP2 TYPE2 temp/com
compute TEMP3 TYPE3 temp/com

# Define kinetic energy per atom for spatial profiling
compute KE1 TYPE1 ke/atom
compute KE2 TYPE2 ke/atom
compute KE3 TYPE3 ke/atom

# Use fix ave/spatial for temperature profiling
fix PROF1 TYPE1 ave/spatial 1 {AVG2} {AVG2} y - {halfsep} &

{sep} c_KE1 units box file temp1.profile
fix PROF2 TYPE2 ave/spatial 1 {AVG2} {AVG2} y - {halfsep} &

{sep} c_KE2 units box file temp2.profile
fix PROF3 TYPE3 ave/spatial 1 {AVG2} {AVG2} y - {halfsep} &

{sep} c_KE3 units box file temp3.profile

# Average these values over time to obtain a moving average
fix avgTEMPALL all ave/time 1 {AVG1} {AVG1} c_TEMPALL
fix avgTEMP1 TYPE1 ave/time 1 {AVG1} {AVG1} c_TEMP1
fix avgTEMP2 TYPE2 ave/time 1 {AVG1} {AVG1} c_TEMP2
fix avgTEMP3 TYPE3 ave/time 1 {AVG1} {AVG1} c_TEMP3

# Output the moving average temperatures to monitor the system
thermo_style custom step etotal ke pe f_avgTEMPALL f_avgTEMP1 &

f_avgTEMP2 f_avgTEMP3

########## FLUX IMPLEMENTATION ##########
fix MD all nve

# Remove heat from Type 1 atoms
fix Qout COLD heat 1 - {flux1}
# Apply heat to Type 2 atoms
fix Qin2 HOT2 heat 1 {flux2}
# Apply heat to Type 3 atoms
fix Qin3 HOT3 heat 1 {flux2}

restart {rst} restart.*.3GRAD
fix SECOND all enforce2d
run R
write_restart restart.*.3GRAD
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