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Abstract

Body-worn sensor system design is a promising field of study promoted by emerging interest in long-
term, longitudinal monitoring of health-based metrics in the medical and personal fitness contexts. As
sensing and reporting modalities diversify, so do the challenges and opportunities faced by traditional
embedded designers in developing and producing systems incorporating them. This work aims to
significantly alleviate the time-to-prototype and design for novel platform-oriented research utilizing
emerging sensing and reporting modalities. The primary contribution is the next generation of the
TEMPO core sampling and storage platform in a wearable, expandable, and longitudinally-deployable
form-factor. The TEMPO 4 node is designed to serve as a single-board, six or nine degree-of-freedom
inertial motion-capture unit as well as an open development platform featuring an easy to interface 16-pin
hardware extension port. The general contributions include hardware-firmware-application layer co-
design principles and analysis of commercial-off-the-shelf products and protocols for the ultra-low power

body-worn sensing context.

This work approaches the issues of hardware-firmware flexibility and robustness using a vertically
integrated, iterative design-and-test approach. This approach consists of partitioning the full TEMPO
system’s operation into conveniently organized, functional subsystems then co-developing firmware
libraries on top of iteratively refined hardware platforms. The result of this organization is that design
decisions spanning from the application layer to low-level hardware, which may have been traditionally
ignored in a more carefully delineated hardware-firmware-software approach, are exposed and examined

in the context of modern body sensor node system design.
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Chapter 1

Introduction and Motivation

Developing deployed sensing platforms in the academic context presents some challenges which are
generally applicable to system designers and others which are unique to this design space. One of the
most interesting challenges addressed by this work is that of the outward tapering of applications and
deployments in the research context, as demonstrated in Figure 1. As a result of this taper, system
designers need to consider a wide set of possible next-generation deployments while continuing to
support the legacy needs of some or all of the previous deployments. In the case of the TEMPO platform
this means maintaining, and possibly improving, the inertial motion capture capabilities of the device,
while simultaneously extending the hardware into new deployments where inertial motion may not be the

primary sensing modality.

Academic BSN Development Flow

Previous Clinical Deployments P

‘ _._ Signal Processing '_1 t’
System Optimization
Platform Requirement Analysis

Platform Development

Application Diversity

Figure 1: Academic BSN Development Flow
The TEMPO 4 platform features multiple interfaces for acquisition, including analog sampling and digital
communications capabilities. In addition it supports on-board 6 Degree of Freedom (DoF) motion
sensing, battery management, voltage regulation, and flash-based, microSD data storage for ultra-low
energy operation. By leveraging pre-built and rigorously tested code libraries for node development and
control this work seeks to both increase ease of development and improve robustness of operation for

long-term, remote deployments in energy constrained environments.



The design and deployment of body sensor nodes in real-world patient-physician environments has long
been one of the unique draws of the INERTIA team at the University of Virginia. By engaging technical
and professional collaborators, both in the applications and development spaces, the group has created a
cyclic development model with the intent of finding new opportunities for cross-hierarchical design
optimization and improvement of the end-user experience for doctors and patients. This work seeks to
both motivate and demonstrate the next iteration of this process in examining important conclusions
drawn from the development, production, and deployment of the TEMPO 3.1 and 3.2 platforms and
describing the development of the next generation of TEMPO devices.

Requirement

Analysis INERTIA
BSN Research
Approach

Signal and
Information
Processing

System

Optimization

Figure 2: INERTIA Team BSN Research and Design Approach

The goal of this research approach, when viewed as a design cycle, is to both inform system designers of
the needs of clinicians and signal processing experts working actively on the platform and also to make
these collaborators more aware of the low-level capabilities and limitations of both the platforms they are
currently using, and what may come in the future. By distributing lower level knowledge of the system’s
operation to technical collaborators this approach seeks to enable improved application-driven platform
development.

The content of this works focuses primarily on the system optimization, requirement analysis, and
platform development portions of the INERTIA body sensor network (BSN) research approach, and is
organized around the activities that take place in each stage of this hybrid research/design flow. In the
system optimization phase, information collected from physicians, technical collaborators, and signal
processing experts is synthesized into a set of targeted deliverables for the next generation of the

platform. During requirement analysis, the primary challenges proposed by the conclusions made during



the system optimization phase are analyzed. Based on these challenges subsystems are created and
specifications are created. Finally, during the platform development stage parts are selected, evaluated,
and tested based on the previously developed subsystem specifications, before being synthesized into a

full, working, top-level system.

1.1 Understanding the Design Space

The first challenge to address in developing a platform for the ULP body-worn context is the
determination of critical features and metrics for the design space. This section will introduce some of the
key challenges and opportunities facing COTS developers working in the body-worn context today. It
also includes some background information along with a brief introduction to the field of on-body inertial

motion capture.

1.1.1 Significant Metrics

One of the primary considerations for any designer trying to specify constraints for a platform is that of
significant metrics for consideration. There are myriad traditional metrics considered as standards in the
field of embedded design; however, the applicability of these standard metrics to the academic research
design space may vary. For example, some metrics, such as unit-cos-at-volume or the ability to source
large amounts of components, are not as critical concerns in the academic context, while others, such as
time-to-design and measurement accuracy, can be even more critical than their industry standard

counterparts.

Though arguments can be made for a number of valid figures of merit for evaluation of platforms, this
work will focus on five targeted metrics determined both from previous experience and general market

directions. These are as follows:

o Battery life: Battery capacity and system power considerations

o Form-factor: Size, weight, and shape in the on and off-body contexts

e Reliability: Predictable control and robust operation

e Ease of interfacing: Offering common, commercially compliant interfaces for communication

o Flexibility: Rapid expansion and prototyping on an academic platform

There are, of course, trade-offs that also exist within these targeted metrics. A few of these trade-offs will
be discussed briefly in the remainder of this section. Part of the contribution of this work is the
demonstration of several general techniques effective for helping to produce separability in some of these

trade-offs, simplifying decisions for the system designer. In other cases, where such general separability



is not possible, the complex trade-offs that occur near or at the hardware-firmware boundary are

addressed using application-specific knowledge and prior experience in the design space.

One design trade-off implied by the set of metrics proposed above is that off battery capacity versus form-
factor. Most system designers are aware that they can typically trade off increased size for increased
capacity in most, if not all, battery chemistries. This work attempts to produce some amount of
separability in various technologies by using the typically referred to energy-density metric and by
providing the battery life metric in hours at a rated capacity, allowing for easy linear extrapolation of

lifetime when using alternative capacity batteries of similar chemistry.

A second trade-off is that of flexibility versus reliability from a top-level system perspective. Often,
reliable system operation in the presence of end-user integrated code requires heavy levels of program
management and underlying interface code. However, the limited code-size and low clock-speeds of low-
power embedded microcontrollers (MCUSs) often results in an inability to produce such complicated
control structures. A significant contribution of this work is addressing this challenge in regard to multi-

peripheral hardware communication interfacing on a commercially available MCU.

A final, and possibly less intuitive, trade-off existing among the candidate metrics proposed above is that
of ease of interfacing versus form-factor. The principle challenge here resides not only in the significant
amount of board area that some of these physical interfaces can consume, but also in integrating widely
accepted wireless interfaces, such as Bluetooth or Zigbee, into low form-factor designs. This issue will be
discussed at length in the chapters to follow, as the radio-frequency (RF) communication challenge may

be amongst the greatest facing wireless on-body sensor node developers.

1.1.2 Inertial Motion Capture

The TEMPO platform, which will be described in greater detail in the following chapters, exists primarily
for the purpose of the wireless capture of three-axis acceleration and rotation vectors from the wearer’s
body motion. This type of signal acquisition will hereby be referred to as six degree-of-freedom (DoF)
motion capture, as it captures 6, correlated, but independently measured axis for determination of motion
in the global frame. An example of the orthogonal orientation of the 3 accelerometer axes and 3

gyroscopic planes can be seen in Figure 3.
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Figure 3: TEMPO 3.1 System w/ 6 Axis Diagram [1]
The uses of this inertial motion data are diverse. A number of medical studies in the areas of fall detection
[11][12], gait analysis [13][14][15], and parkinsonian tremor [16][17][18] have all showed significant
promise, and the field of possible applications is still growing. Meanwhile, a simultaneous interest from
“quantified selfers” or that portion of the consumer market which is interested in tracking of personal
metrics for wellness or fitness, has promoted a commercial explosion in the wearables space. This work
attempts to deal primarily with the challenges faced by embedded developers interested in designing
inertial sensing platforms for this rapidly expanding context, enabling key academic deployments while

maintaining a competitive edge when compared to more tightly-integrated commercial products.

The challenges facing designers in the wireless motion sensing space are diverse. In the field of sensing,
more recent interest in body-worn activity monitors has begun to drive demand for lower power Inertial
Measurement Units (IMUs). These IMUs use Micro Electro-Mechanical Systems (MEMS) to produce
output voltages proportional to the acceleration or rotation seen by a single point in the MEMS element.
Traditionally IMUs were high-power devices, used in aeronautics and slowly introduced into the
automotive market, but as demand for low-power IMUs designed for lower-power applications has

grown, so has the corresponding market share.

Most traditional IMUs integrated one, or possibly two axes of accelerometer or gyro-based monitoring
integrated in custom physical foot-prints to accommodate the specialized electrical and mechanical
consideration of the device. These earliest accelerometers and gyros used spring-mass systems, rather
than the more modern MEMS-based technology, which had to be precisely tuned and calibrated for
proper operation. This resulted in relatively high cost and low availability of these devices to most COTS
developers. As the automotive industry began to more widely adopt accelerometer into vehicles, primarily

for collision monitoring, the level of integration of the accelerometer grew quickly. As the MEMS field



developed rapidly to accommodate this new desire for electrical orientation sensing, gyros also benefited
from advancements such as reduced feature sizes and increased level of silicon integration, allowing for

standard packaging and single-chip multiple axis sensing.

The previous TEMPO platforms have all implemented MCU-side analog-to-digital conversion [1]. This
was both because state-of-the-art IMUs were all primarily offering analog interfaces at the time, and that
this scheme allowed for precise control and timing for the MCU-side Analog-to-Digital Converter (ADC).
As a result of previously mentioned increased level of integration, today, many low-power IMUs take
advantage of on-chip signal conditioning and integrated ADCs to provide a simpler all-digital interface to
the user. Along with this simplified interface, also comes the power savings of not buffering and
processing analog signals on chip. Last, but not least, the recent boom in MEMS miniaturization and low-
pin count of these all-digital interfaces mean smaller package size and low off-chip passive counts for the

new generation of all-digitally interfaced IMUs.

Efforts affiliated with the capture of human motion data have arrived at varied Nyquist criteria and
tolerable phase offset in system sampling [2]. While most prominent work agrees most spectral content of
interest lies between 0 and 12Hz, sampling rates as high as 1kHz are commonly used to digitize human
motion data. These higher sampling rates are often exploited by complex, estimation theory-based signal
approximation techniques, such as Kalman filtering, which can take advantage of the information benefits
obtained from over-sampling of the mostly sparse spectrum of interest. Based on a number of previous
high-fidelity human motion capture deployments, along with extensive involvement in the early
development of signal processing techniques for the body-motion context, the INERTIA team has arrived
at 16-128Hz as an acceptable range of sampling rates for extracting meaningful information for most

human motion capture deployments.

A number of differing conclusions regarding digitization bit-depth along with the use of on-node
compression or decimation to reduce output data rates have also been discussed in regard to on-node
sensing. Within the INERTIA team’s open firmware development model, much of this sort of control is
accessible to the application coordinator prior to deployment. This means that nodes can be quickly

modified to sample at various rates and perform relatively simple, user-defined data tasks.

1.2 State of the Art Platforms

A more in-depth review of state-of-the art platforms for on-body motion capture is conducted in the
following chapter of this work; however, to demonstrate the motivation for this design and unique

features of the TEMPO platform, a brief discussion of state-of-the-art IMU systems is provided below.



Generally speaking there are two categories of commercially available IMUs on the market today. As a
result of recent popularity in the health and fitness markets 3 DoF, accelerometer-only, fixed functionality
platforms have become much more common, predominantly as pedometers. This has lead to significant
improvements in battery life through high levels of integration and iterative improvemnt. For reference,
today’s state-of-the-art pedometer-based IMUs can run for up to 6 months on a single, non-rechargeable
coin cell battery [3]. The previous TEMPO platforms also fell into this category of IMUs and for this
reason, have in some ways failed to stay competitive in the face widely available, low cost commercial

alternatives.

The second class of IMU platforms considered for this work is referred to as “expandable” devices. These
are primarily fully or semi-open development platforms with hardware and/or software interfaces are
provided for configuration, programming, or customization. Typically these devices are produced by
academics or commercial companies with active interest in engaging with the academic research
community. As of today, relatively few platforms in the body-worn context have adapted this flexible
style of development, with a few notable exceptions [4] [5]. However, in the more mainstream
development community, the flexible development model has become commonly accepted, with a large
pool of open hardware and firmware developers working on top of platforms such as Arduino,
RasperryPi, and Maple.

In order to best suit the needs of on-going developments and future correlative studies implementing
additional, or entirely new sensing modalities this work focuses on the second category of IMU platforms.
In addition to fitting the needs of on-going TEMPO deployments, this focus on expandability and user-
interfacing means that the TEMPO 4 platform represents a significant step forward in the form-factor and
power constraints not only relative to previous TEMPO nodes, but also the state-of-the-art in available

commercial products.

1.3 Motivation and Device Specifications

This work is motivated by the need for a low-power, wearable and expandable IMU with open hardware
and firmware for the research community. This work addresses challenges similar to those of the leading
low-power 6 and 9 DoF platforms, but adds an increased focus on availability of standard digital
interfaces and firmware libraries designed for reliable, low-overhead operation during the rapid

prototyping and proof-of-concept phases of design.

Several key pieces of feedback from the medical deployment and signal processing phases of the previous

BSN design flow seen in Figure 2 are fed forward into this design. Namely, several cases in which the



TEMPO 3 system failed to meet the evolving needs of medical collaborators, and increased demand for
capabilities for on-node signal processing from technical collaborators have promoted a new
hardware/firmware iteration of the TEMPO system. The system optimization portion of this work consists
primarily of the evaluation of the previous TEMPO 3 platform in the context of modern deployment
demands, shifting COTS market direction, and increasing relevance of hardware-firmware co-design

concepts.

1.3.1 Deployment Challenges and the TEMPO 3.2 AFO

Recent deployments of the TEMPO 3.2 system have demonstrated both the value of robust, reliable
operation during long untethered deployments and the added value of being able to rapidly prototype a

new sensing platform using an existing IMU.

There was relatively little negative feedback from collaborators regarding the operation of the TEMPO
3.1 and 3.2 Bluetooth-based systems, as typically a technical collaborator was in the room monitoring the
data collection. There were however, some limited complaints about the quality of calibration and
inability to synchronize two nodes sampling rates to one another. In addition the relatively short battery
life of these nodes prohibited more longitudinal deployments. Though capable of performing much longer
data sessions, and coupled with a rather user-friendly offload interface, the TEMPO 3.2 flash-based node
received a far greater amount of negative feedback. Due to the
complex nature of the firmware and operating model, collaborators
often accidentally left the device on and sampling for hours, draining
the battery and in some cases producing critical errors that locked the

node from operation.

In one case, two TEMPO nodes were paired together for the purpose
of synchronizing system sampling rates as part of an effort to
determine the ankle-angle of an ankle-foot orthotic (AFO) device.

Though the TEMPO 3.2 hardware and firmware were fortunately able

to be modified to source and sink system clocks through exposed Figure 4: TEMPO 3.2F AFO Pre-molded

pins, this was not intended functionality of the device. However, the Mockcup
precise nature of monitoring small changes in ankle-angle via body worn 6 DoF sensing proved
incredibly difficult. Through careful synchronization of system sampling rates, and a collaborator’s
development of more complex, non-linear descent method-based software calibration schemes, this
device was proven able to accurately recover the information of interest. The resulting AFO system

mock-up is shown in Figure 4.



The system shown above functions using two TEMPO 3.2 flash-based nodes, one designated master and
one slave. The master uses its on-node 32.768 kHz crystal oscillator to source a stable digital clock signal
to the slave node, which receives a conditioned version of this clock signal for sourcing its own low-
frequency external oscillator inputs. A unified charging and communication port was created by
connecting the charge inputs of the two nodes, and establishing a keyed connection to maintain polarity of
two separate RS-485 data connections. The hardware produced, though a bit shaky to begin with, ended
up performing reasonably well in a custom-molded AFO.

Unfortunately, the final goal of this project is the molding of custom children’s AFO’s, which are a great
deal smaller than the adult counter-part shown above. For this reason, the size of the TEMPO 3.2
platform, with or without its battery, prohibited the use of TEMPO 3.2 in this device as a long-term
solution. One proposed solution was the use of a smaller daughter-board, designed explicitly to be
mounted on the bottom of the foot, sourcing its power and clock from the larger master node which could
remain on the upper thigh. However, the TEMPO 3.2 platform supported no such easy-to-use interface,
and would require major modification and possibly even a new layout all together, to achieve this form-
factor.

The result was the demand for a platform capable of providing reliable power to and interfacing a low-
profile daughter board designed to be situated on the bottom of the foot of a children’s AFO. The TEMPO
3.2 node offered no ability to implement such a daughter board. As a result, it was deemed that this final
AFO product could not make use of the current TEMPO platform. The hardware design challenge
presented by this AFO project was a significant part of the motivation for a new TEMPO system at the

onset of this work.

1.3.2 On-Node Signal Processing and Interface Considerations

As the set of applications of the TEMPO 3 platform grow more diverse, so does the signal content of
interest. Though in the past, many deployments required high-fidelity monitoring and burdensome levels
of signal processing on the back-end, many newer deployments look increasingly to on-node processing
efforts to increase battery life and decrease back-end data bloat and processing complexity. One practical
application demonstrating the value of increased on-node signal processing was that of a data-driven

power reduction technique proposed by a technical collaborator near the onset of this work.

Our collaborator noticed that more than 50% of the power being consumed in the TEMPO 3.2F power
budget is that of the 3 axes of gyro sensing used by the node to precisely capture changes in angle. The

collaborator then connected this information with the application knowledge that when an individual is



sitting still, these high-fidelity gyro signals provide little-to-no information to the signal processing
expert. This connection allowed him to develop a simple piece of code that calculated the standard
deviation of the vector magnitude of the 3-axis accelerometer signal, and based on simple thresholding
with hysteresis, decided whether or not to turn the gyros on or off. This type of sensor-integrated control
presents significant power reduction opportunities for many high-fidelity motion capture platforms and
demonstrates the value of developing low-level power control schemes with knowledge of high-level
application constraints.

In addition to feedback on providing additional capability for on-node processing, the INERTIA team has
also heard increased demand for the ability to run more burdensome libraries and Real-Time Operating
Systems (RTOSs) on the TEMPO hardware. This promotes an interest in increased maximum system
clock rates and large on-chip instruction memories for those who chose to pay for their development

tools.

1.3.3 Open Development Considerations

The final motivating factor outside of the desire for a more powerful, expandable platform designed to
compete with the best the market has to offer, is making the TEMPO 4 design an open and available
resource for the embedded development community. By allowing individuals to work on top of the
platform, building their own hardware and firmware extensions, this work seeks to maximize the set of
applications it is capable of being deployed in. While simultaneously, by allowing individuals to modify
and reproduce the core platform itself, this work hopes to reap the benefit of continued iterative

improvement throughout its lifetime.

1.3.4 TEMPO 4 System Specifications

Rather than fully specify all of the operating characteristics of the final TEMPO 4 platform here, instead
the specifications for the targeted metrics, introduced at the start of this chapter, will be established and
some strong top-level system constraints put in place for the remainder of the design process. Below, a

brief specification of each of the desired metrics is provided.

Form-Factor

The TEMPO 4 platform form-factor is one of the strong constraints that will be put in place early in the
design process. Based on a desire to be reverse compatible with older, custom printed casings it was
decided that the TEMPO 4 node need be able to be inscribed within the existing footprint of the TEMPO
3 devices. In addition, rather than using the more difficult to manufacturer circular design implemented to

mimic a wristwatch in the TEMPO 3 platforms, this device targets a simpler, rectangular geometry for
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low-cost panelized mass production. This rectangular board shape requirement, together with the
inscription-constraint introduced earlier, imply that if the
TEMPO 4 platform is to maximize the usable area within the
previous node’s footprint, it will need to be a square of

maximum allowable side-length.

s
ki,i

Thus, as one of the first considerations of this work, it was
decided that the TEMPO 4 platform would be designed to fit

within a 1x1 inch footprint. Thus, throughout this work, all

S
==\

circuit area computations will be carried out relative toa 1

square inch board size. It is worth noting at this point that a

significant amount of effort is not put into characterizing the Figure 5: TEMPO 4 Form-factor
. . . . Constraints Based on Device Footprint
system depth dimension, since the height of the end-user Inscription

platform may vary with choice of power source and add-on modules.

Lifetime

It is difficult to come to general conclusions regarding lifetime for flexibly deployed sensor systems. In
the use-case of 6 DoF inertial motion sensing, the TEMPO 3.2, flash-based platform was able to obtain
10-12 hours of continuous monitoring, and in the accelerometer-only case it was able to run for up to 30
hours. At the very least this work seeks to improve upon the lifetime offered up by previous TEMPO
systems by a factor of 2, enabling one day of continuous 6 DoF data monitoring, though it will be shown

later in this work that this bound can, with appropriate battery selection, be significantly out-performed.

Interfacing

The TEMPO 4 device needs to be able to communicate directly with a host computer or smart phone
without use of custom hardware for interfacing. This constraint is derived primarily from the added
design challenge of creating this custom hardware and the barriers to open development such interfaces
can create. This work considers a number of standard interfaces for development, but as a bare minimum

it is required at least one commonly available, commercially supported interface is provided on-board.

Reliability

While this section will propose no formal considerations for reliability, it is of course required that the
TEMPO 4 system be able to capture and record 6 DoF human motion data accurately to a user, in real
time and/or after a deployment has completed. It is worth noting that this metric is titled “reliability”

rather than “robustness” as it is intended to be considered from a top-level system functionality
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perspective. Since the node hardware is offered up without packaging or a software back-end an argument
for platform robustness will not be made. Instead, reliable low-level library operation in the presence of a
variety of top-level control strategies is evaluated in the context of an interrupt-rich programming
environment. Further discussion of considerations for reliable and robust system operation is included in

the coming chapters of this document.

Flexibility

In addition to providing on-board 6 DoF motion sensing, the TEMPO 4 node is also be required to
support a flexible development and/or programming interface. This interface is established to enable
future developers to easily access a wide variety of sensors, and will be required to be able to implement
at least one set of regulated output connections, several pins for common digital serial protocols, along

with analog data capture, digital I/O, and possibly other user-defined functionality.

With these goals and specifications established it is now possible to more concisely describe the
contributions of this work in the context of both the previous TEMPO platforms and the state-of-the-art in

commercial platforms.

1.4 Contributions

There are three primary areas of contribution of this work. The first is the development of a low-profile,
wearable, open hardware platform for expandable, human motion capture referred to as TEMPO 4. The
second is the development of reliable and rigorously tested firmware libraries for serial communication,
timing/clock control, MMC and USB interfacing, user I/O, and event-driven system operation to run on-
top of this hardware. The final contribution of this work is the identification of general trends in today’s
ULP body-worn design space and demonstration the importance of system co-design concepts in
achieving significant power and area reductions without compromising flexible, robust operating

principles.

The hardware contribution of this work is summarized in chapters 4,5, and 6 of this work, along with two
co-design case studies proposed in chapter 3. It includes the development of a single board, 6 or 9 DoF
IMU platform with USB interfacing, battery charging and regulation, MicroSD data storage, 2 push
buttons, and 2 LEDs for user interfacing. Most importantly, this work tackles the challenge of providing
additional user 1/0 by means of an open 16-pin development header, designed for rapid platform

expandability.
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The firmware libraries created for the TEMPO 4 platform are, with minimal porting, capable of running
on most, if not all recent MSP430 devices from Texas Instruments. These libraries asynchronously
manage system communication and sampling and provide useful tools for setting up base-level
peripherals such as the on-chip frequency lock-loop (FLL) and real-time clock (RTC). Contributions
related to firmware are also discussed in chapters 4, 5, and 6, with an affiliated co-design case study

presented in chapter 3.

The general contribution of this work is identification of trends and challenges affiliated with body-worn
sensor system design in the modern context. Conclusions drawn from experience spanning the duration
of this work and beyond, are provided throughout the document. Chapter 2 introduces the previous
TEMPO platforms and other commercial state-of-the-art competitors. Chapter 3 defines the concept of
co-design in the context of general operating principles and introduces two affiliated case studies.As
previously alluded to, Chapters 4-6 each demonstrate more specific, subsystem related claims. Though
this work defines these claims as “general” it is of course acknowledged that many of the conclusions
arrived at throughout this work are feature of the technology of the time. Having said that, this work does
attempt to demonstrate the value of considering trade-offs that exist at and beyond the hardware-firmware
boundary.
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Chapter 2

Survey of Prior Art

This chapter is intended to provide somebackground on the previous TEMPO systems, along with
commercial alternatives. Together with the previous chapter’s section on motivation for this work, it is
intended to serve as the justification for a need for a new revision of the TEMPO platform, along with the

special considerations that will be given to digital interfaces and flexible platform development.

2.1 INERTIA TEMPO 3.1

The TEMPO 3.1 system represented a major step forward in wearable, single-board platform integration
for wireless body sensor nodes. The node features 3 axis accelerometer and gyroscopic monitoring,
hereby referred to as 6 DoF inertial motion sensing, along with on-board regulation, battery management,
a Bluetooth radio module, and an MSP430 mixed-signal processor from Texas Instruments for control
and processing. The TEMPO 3.1 node made use of a separate charger platform for providing the 6.3V

input necessary for charging the lithium polymer battery [1].

The primary advantage of the 3.1 system, over the previous state-of-the-art, was the integration of gyros
for high-fidelity motion capture applications. Though this was expected to result in increased power
consumption, and corresponding decreased lifetime, these losses were tolerated to improve the overall
information provided by the system. This gyro integration, coupled with an easy to use Bluetooth 3
interface and relatively simple, tethered device operating model made the 3.1 node an attractive candidate

for a number of emerging studies, where rapid, in-the-field data collection proved invaluable.

As a result of its popularity, about 50 of these nodes were produced and deployed as part of a number of
clinical studies over several years. Applications included fall detection [6], gait analysis [7]-[8],
classification of Parkinsonian tremor [9], and agitation quantification [10]. The typical deployment
methodology for these nodes included a technical collaborator, commonly a member of the INERTIA
team, present in the room collecting data while a medical collaborator provided instruction to the patient

and possibly relevant medical feedback both to the collaborator and the patient in real-time.

Expected downsides to the TEMPO 3.1 platform were its relatively high unit cost and difficulty of
manufacturability. As this was a platform intended for academic use only, these challenges were not

viewed as critical at design time. In addition and as previously mentioned, power losses to the gyros were
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anticipated, but tolerated in the name of higher output fidelity. A less expected result was the power-

hungry nature of the Bluetooth radio, consuming near 50% of system power during data collection.
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Figure 6: TEMPO 3.1 Node and Power Profile
With an overall average system power of about 196mW the TEMPO 3.1 system could run for 4-6 hours
on a single charge of a 300mAh LiPo coin-cell battery. This was deemed to be more than enough for the
shorter in-clinic deployments the node was intended to suit. It is worth noting that some of the greatest
challenges in TEMPO 3.1 deployments occurred in the few cases where nodes were passed off to, often
technical, collaborators who were not intimately familiar with the platform. Though this was not an
intended consequence of the development cycle, it was also not considered as an important metric for the

deployment methodology in place at the time.

The take away points from the TEMPO 3.1 node design and deployment process are the value of a widely
available interface and small-form factor, single board integration along with the challenges of wireless
communication power and the energy-fidelity trade-offs proposed by the addition of gyroscopes to the
IMU platform. Though the Bluetooth radio was in many ways the common-bridge to a number of
aggregation platforms, it was also the Achilles heel of the system’s power consumption, and provided
integration challenges when it came to component cost and physical layout. Meanwhile signal processing
efforts were vastly improved by the integration of rotational measurement into the inertial frame, and
these hardware contributions were considered invaluable. The TEMPO 3.1 node was primarily heralded
as a “high-fidelity” motion capture platform in lieu of its increased rotational sensing modalities and

programmable sampling rate.

2.2 INERTIA TEMPO 3.2

The TEMPO 3.2 node represented the next iteration of the TEMPO design process. This node still hosted
6-DoF sensing capability, along with on-board regulation, battery management, and the MSP430 as a

central controller/processor. However, this platform added the capability to use either the previously
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mentioned Bluetooth radio or a standard MicroSD card, interfaced over MMC, for flash storage.
Resultantly this platform also featured an offload interface implemented over RS-485, a half-duplex,

differential communications protocol otherwise similar to the RS232 serial standard.

The TEMPO 3.2 Flash (3.2F) system was favored largely for its ability to be used in un-tethered
deployments, or those in which nodes remain in the field taking data, possibly without any
communication to or from technical collaborators, for a longer period of time. As a result of this demand
for less physical interaction with the nodes, a more elaborate, stand-alone firmware operating system,

along with support for a custom file system was created for use with these new flash-based nodes.

About 50 TEMPO 3.2 nodes were produced and power-profiled as the first part of this thesis work. While
the 3.2 Bluetooth (3.2B) devices performed remarkably similarly to their 3.1 predecessors, the 3.2F node

yielded significant power savings over the previous platform. By eliminating the nearly 50% of the power
budget consumed by the Bluetooth module, and replacing it with a much lower-power flash-based storage

module the 3.2F node produced power savings of up to 63% over previous Bluetooth solutions.

Since previously the challenges of up-keep and manufacturing of the TEMPO system were viewed as
non-critical, the 3.2 node suffered from many of the same expected challenges as it predecessor. High
cost and assembly challenges, along with difficulty sourcing some parts which had reached end-of-life,
created challenges for large-scale production of the system. In addition the demand for remote
deployment resulted in demonstration of many of the weak-points in the un-thethered design and proved a
significant challenge in developing robust firmware, resilient to failures in the field. However, without
significant thought put into design for testability, developers often faced significant challenges when
working to program or debug the nodes, with little to no access to the device hardware once it was cased

and calibrated.

TotalPower = 70.85mW

OTHER
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Figure 7: TEMPO 3.2 Node and Power Profile
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Though TEMPO 3.2 is still in the early phases of deployment, it has demonstrated the ability to collect 10
or more hours of data with all 6 DoF motion sensors active and up to 30 hours of data using only the
accelerometers on the same 300mAh batteries used by the 3.1 system. Again, this has proved useful in
longer-term studies where patients may wear a device home for several days, charging it each night.
However, along with this demand comes the target for a reliable 12 plus hour battery life, while
performing continuous 6 DoF sensing. This opens the door into using the platform intelligently to extend
battery life via MCU or interface (LED) based power reductions, as they now represent more significant
portions of the power budget.

The conclusions of the TEMPO 3.2F development and deployment efforts support many of the claims
introduced in the previous chapter. However, the TEMPO 3.2 system also demonstrates the unique
challenge to producing a reliable, un-tethered device for body-worn operation, as inexact instructions and
a more complex hardware-software ecosystem made the node difficult to deploy successfully.
Nonetheless, those collaborators whose data collections did succeed using the TEMPO 3.2F system were
happy with the extended battery life, and simpler data interfaces provided by the platform.

2.3 Commercial Alternatives

In the two years since development of the TEMPO 3.2 system was completed, a number of more recent
commercial alternatives to the TEMPO platform have emerged. While some of these platforms target the
same limited 3 or 6 DoF application space as the previous system, others have began to target rapid
extension into new, or possibly user-defined, sensing modalities. A brief survey of commercially
available IMU products is provided in the following sections. This is intended both to familiarize the
reader with the state-of-the-art in IMU platform design, and validate the assertion that no currently

available platform achieves the stated goals of the TEMPO 4 system.

2.3.1 YEI 3-Space IMU

The YEI 3-space IMU represents the state-of-the-art in fully tethered USB-based motion capture solutions
[19]. Because the platform operates only in a tethered, continuously reporting mode it is capable of both
incredibly high fidelity signal capture, with a1.3kHz maximum raw sampling rate, and complex
processing (on-node Kalman filtering with 385Hz output). In addition it supports full 9 DoF, or
simultaneous 3 axis accelerometer, gyroscope, and magnetometer motion capture, currently the gold

standard for extracting information about motion and position in the global frame.
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Figu

The YEI 3-space IMU was selected as part of this market survey for two primary reasons. First, it

re 8: Dimensioned YEI 3-Space IMU
(all dimensions in mm) [19]

demonstrates the usefulness of tethered IMU solutions in the ultra-high fidelity, and low wearability use-

cases. Second, it sets a commercial bar for small form-factor, low-weight IMUs, as without a battery, it

measures just 23x23x2.2mm and 1.3g.

Value
Battery Life Unlimited (tethered USB operation only)
On-board Sensors 3 axis accelerometer, gryo, and magnetometer (9 DoF)
Interfaces USB 2.0
Dimensions 23x23x2.2mm
Mass 1.3g (no battery)
Expandability Serial interface (UART), custom software backend
Table 1: YEI 3-Space IMU Device Summary

2.3.2 LPMS-B

The LPMS-B is a research-compatible platform that represents a significant step forward in the

development of powerful, high fidelity wireless motion capture. While also featuring 9 DoF sensing, with

up to 300Hz sampling rates, the LPMS-B offers up either Quaternion or Euler Angle pre-processed output

and interfaces a PC over Bluetooth for data recovery and processing using custom code libraries and an

open-source motion analysis toolkit [20].

Figure 9: LPMS-B Platform [20]
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The LPMS-B platform was selected to be a part of this survey as it is a significant market competitor in
the high-end, research-based, wirelessly aggregated space. In addition, it represents a highly integrated

and tightly packaged device, in stark contrast with the more bare-bones YEI device presented above.

Value
Battery Life 10 hours (@800 mAh)
On-board Sensors 9 DoF, atmospheric pressure, and temperature
Interfaces Bluetooth 2.1, USB for charging
Dimensions 20x28x12mm
Mass 34g
Expandability None

Table 2: LPMS-B Device Summary
2.3.3 X-10 x-IMU
The x-IMU platform is another 9 DoF motion sensing platform offering up to 512Hz system sampling

rates. The platform is interfaced via USB, Bluetooth, MicroSD or a standard serial interface. In addition it
provides several LEDs and an expansion port for interfacing with the user.

Figure 10: X-10 x-IMU Platform [4]

The x-IMU was selected as part of this survey as it represents one of the only commercially available,
IMU-specific platforms designed with a tightly integrated expandable interface. This interface includes 8
analog input or digital input/output pins, 4 pulse-width modulation (PWM) outputs, and a single
Universal Asynchronous Receiver Transmitter (UART) interface capable of operating up to 1Mbaud.
This makes it a principle market competitor to TEMPO 4 in the expandable IMU product-space.
Unfortunately, this interface primarily offers up simple analog or digital pins for signal capture or control,

rather than the slightly more complex serial interfaces implemented as part of this work.

Value
Battery Life 6 hours (@ 300mAh)
On-board Sensors 9 DoF
Interfaces Bluetooth 3.0, USB, MicroSD
Dimensions 33x42x10mm (no casing)
Mass 499 (w/ battery) or 12g (w/o battery)
Expandability 3.3V supply, 8 A/D 10, 4 PWM, and 1 UART

Table 3: x-IMU Device Summary

19



2.3.4 Shimmer 3

The Shimmer platform has gained a great deal of attention lately for its wide-spread use in a number of
academic deployments. By enabling research collaborators to quickly develop signal processing efforts on
top of a core data reporting platform with a diverse set of biosignal-oriented add-on boards, the Shimmer
2 system found reasonable success in the low-budget preliminary case study market-space. However, the
burdensome firmware operating model of the previous platform, and higher demand for greater control of
platform operation has pushed the newer Shimer 3 system toward simpler software interfaces and a more
bare-bones firmware operating model [5].

=

Figure 11: Shimmer 3 Platform [5]
The Shimmer 3 platform is considered as part of this survey for three primary reasons. First, it
demonstrates the demand for an open, widely available, wearable device for on-body biosignal
monitoring. Second, its predecessor platform demonstrates the limited, but increasingly present need for
open hardware as well as firmware models. Last, but not least, this newly released, research-based, state-
of-the art platform makes use of a very similar internal hardware architecture to the final TEMPO 4 node,

making it a good point for comparison for base-level functionality.

Value
Battery Life Application dependent (@ 450mAh)
On-board Sensors 9 DoF, atmospheric pressure
Interfaces Bluetooth 3.0, MicroSD, Custom Dock
Dimensions 51x34x14mm
Mass 20g (w/ battery)
Expandability Internal and external development headers

Table 4: Shimmer 3 Device Summary

2.3.5 Actigraph wGT3X-BT Monitor

The wGT3X-BT monitor is a state-of-the-art motion monitoring-specific platform intended for use in
activity and sleep monitoring. In addition to providing basic 3 DoF accelerometer sensing it also includes

a light sensor to capture additional information about activity during the nighttime hours [21].
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Figure 12: Actigraph wGT3X-BT Platform [21]

This Actigraph platform differs from some of the fuller-featured research-based platforms presented

earlier in this section as it sacrifices some of the higher-fidelity measurement produced by these platforms

in the name of significant increase of battery life and storage capacity. Thus, the wGT3X-BT device is

included in this survey as it demonstrates a successful exploitation of the trade-off between sensing

complexity and system lifetime.

Value
Battery Life 25 days (@800 mAh)
On-board Sensors 3 DoF (accelerometer only) and ambient light
Interfaces Bluetooth Low-Energy and USB charging
Dimensions 46x33x15mm
Mass 19g (w/ battery)
Expandability None

Table 5: Actigraph wGT3X-BT Device Summary

2.3.6 FitBit Products

One of the most significant players in the quantified-self and personal fitness domains of wearable

electronics today is FitBit. Currently FitBit offers up three pedometer-based platforms, with varying

levels of information and interfacing available. Rather than summarize each of these devices individually

information regarding all three is included below.

FitBit Zip

The FitBit Zip represents the smallest form-factor, least

fidelity, and lowest cost product manufactured by the

company. Most importantly, with a non-rechargable CR2025

160mAnh battery and an approximate battery life of 4-6 months

the Zip is included in this survey as it is by far the lowest-

power device included in this survey.
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Figure 13: FitBit Zip Platform [3]

21



Value
Battery Life 4-6 months (@ 160 mAh)
On-board Sensors 3 DoF (accelerometer only)
Interfaces Bluetooth 4.0 and LCD
imensions 35.5x28x9.7mm
Mass 89 (W/ battery)
Expandability Back-end app development

Table 6: FitBit Zip Device Summary

FitBit One

The FitBit One is the company’s most mature product, with several highly reviewed, working revisions

under their belt. This device takes the form-factor of a typical

clip-on pedometer and provides an impressive wireless
recharging along with a nearly transparent wireless-in-range
offload strategy. This device was included in this survey as it
represents FitBit’s most successful historical offering.

Value

Battery Life

5-7 days (no capacity provided)

On-board Sensors

3 DoF (accelerometer only)

Figure 14: FitBit One Platform [22] Interfaces Bluetooth 4.0 and LCD
Dimensions 48x19.3x9.7mm
Mass 89 (W/ battery)

Expandability

Back-end app development

FitBit Flex

Table 7: FitBit One Device Summary

The FitBit Flex is the most recent addition to the line of products
and represents FitBit’s answer to the recent wave of wrist-worn
IMU monitoring devices intended for both user motion capture

and interfacing when connected to a smartphone. Following the

trends of many significant market competitors the FitBit Flex

integrates 3 DoF sensing, a vibrational motor, and a similar

wireless charging interface to its cousin, the FitBit One, to

accomplish similar overall system specifications.

SMALL LARGE

Figure 15: FitBit Flex Platform [23]

Value
Battery Life 5 days (no capacity provided)
On-board Sensors 3 DoF (accelerometer only)
Interfaces Bluetooth 4.0, LEDs, and motor
Dimensions Wristband (N/A)
Mass ?
Expandability Back-end app development

Figure 16: FitBit Flex Device Summary
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2.3.7 Jawbone Up

Last but not least, this work will introduce one of the significant market

competitors to the FitBit Flex in order to better understand the state of the

wrist-worn BSN design space. The Jawbone Up is another commercially I(

— ‘J'_\
indicating LEDs and a vibrational motor for user alerts. Its intuitive o — - /
mechanical design, open back-end libraries, and relatively sleek form- w

factor make it a strong contender, but some would argue its lower level of

popular and successful 3 DoF monitoring platform, sporting several ,

Figure 17: Jawbone Up

integration, and non-health specific focus has cost it some success in the Platform [24]

market. Nonetheless, the Up’s high level of integration and impressive use
of an incredibly low-capacity battery for long-term operation make it a platform of significant interest for
this market survey.

Value
Battery Life 7 days (@ 32mAh)
On-board Sensors 3 DoF (accelerometer only)
Interfaces Bluetooth 4.0, LEDs, and motor
Dimensions Wristhand (N/A)
Mass 199
Expandability Back-end app development

Table 8: Jawbone Up Device Summary
2.4 Product Summary

This section presents a brief product summary comparing all of the platforms surveyed as part of this
chapter and demonstrating their strengths and weaknesses in a side-by-side context. The intent of this
table is to demonstrate the inability of any one platform to meet the demand for a low-power, long
lifetime, flexible system for on-body IMU and non-IMU based deployments. In addition, rather than
compare the surveyed devices in reliability, as this can often be difficult to gauge amongst competing

commercially available devices, the table below considers built-in sensing diversity instead.

This consideration of on-board sensing modalities is designed both to give a measure of the ability of the
system to target a wide range of applications based upon the on-node hardware and also to provide some
idea of what portion of the underlying hardware and firmware design is committed to sensing components

and code-structure, giving a better sense of both the specificity and flexibility of the platform.
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The following abbreviations are used in this table to indicate various sensing modalities, interfaces, and

development strategies:

9 DoF: 3 axis accelerometer, gyro, and magnetometer human motion monitoring

6 DoF: 3 axis accelerometer and gyro human motion monitoring

3 DoF: 3 axis accelerometer human motion monitoring

Alt: Altimeter sensing, often via barometer

Temp: Ambient temperature sensing

Light: Ambient light (lux) sensing

D/A 1/O: Digital or analog input or output

PWM: Pulse-width modulation output

UART: Universal asynchronous serial interface

Vib: Vibration output via motor

App Dev: Open application (often smart-phone driven) development

Form-factor

e Built-in -
Platform Lifetime Volume | Weight Interfaces Sensing Flexibility
(mm?) (9)
i Infinite 1.3 App Dey,
YEI 3-Space IMU (Tethered) 1163.8 (no batt) uUSB 9 DoF UART
10h 9 DoF,
LPMS-B (800mAh) 6720 34 Bluetooth 2.1 Alt, Temp App Dev
6h USB, Bluetooth 8 D/A 10,
X-10 x-IMU (300mAh) 13860 49 3.0, MicroSD, 9 DoF 4 PWM,
LEDs UART
Application Bluetooth 4.0, JTAG, 2
Shimmer 3 Dependent 24276 20 MicroSD, 9 DoF, Alt | expansion
(450mAh) LEDs, Dock headers
Actigraph WGT3X- USB, BLE, 3 DoF,
BT 25d 22770 19 LEDS Light None
e o 4-6 mo Bluetooth 4.0,
FitBit Zip (160mAh) 9592.1 8 LCD 3 DoF App Dev
FitBit One 5-7d 8939 8 B'“etl_ogg 40, | 3 poF App Dev
. . Bluetooth 4.0
I) L
FitBit Flex 5d Wristband : LEDs, Vib 3 DoF App Dev
7d . Bluetooth 4.0,
Jawbone (32mAh) Wristband 19 LEDs, Vib 3 DoF App Dev
4-6 h . Bluetooth 3.0, 6 DoF, HW/FW/SW
USRS (300mAn) | Wristhand |40 LEDs, Dock | Temp Dev
Bluetooth 3.0 or
TEMPO 3.2 (Slé’émm) Wristband | 40 MicroSD, ODOF, | HWIFWISW
LEDs, Dock P

Table 9: Surveyed Commercial Alternative Market Comparison
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Chapter 3
Co-Design Concepts and Subsystem

Designation

This chapter addresses two of the primary challenges to the stated contributions of this work. Namely
these are designing hardware and firmware in the application-uninformed context and effectively
partitioning system design methodology into smaller subsystems for iterative development and testing.

3.1 Co-design Introduction and Case Studies

The term co-design can often mean many things to many people with varied perspectives on a system

design space. For this purpose the term will be defined explicitly for use in this work as follows.

Co-design is the process of using cross-hierarchical (i.e. hardware, firmware,
and application layer) information in evaluating trade-offs which may have
otherwise seemed arbitrary, irrelevant, or unintuitive from a non-system level

designer’s perspective.

It is understood that the definition above is somewhat vague, and intentionally so, as to capture the full
scope of co-design in the context of this work. In order to make this definition somewhat more concrete,
and also provide some examples of non-traditionally considered trade-offs eluded to previously, two case
studies are presented in the remainder of this sub-section. The first study demonstrates how a selection
typically made by a “hardware” designer, might deeply impact reliability and robustness of firmware
operation, and present hurdles to the open development community. The second case study demonstrates
a more traditional firmware trade-off and why it is approached by various designers in various ways,
taking the system-level perspective on the challenges and benefits posed by two fundamental control

strategies.

3.1.1 Co-design Case Study 1: USB Transceiver Selection

The topic of USB transceiver selection is typically one of hardware footprint, power delivery, routing
considerations, and Application Specific Integrated Circuit (ASIC) solutions. Though firmware designers

may be brought into the process to assure that USB communication will in fact be possible given a
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prescribed software operating model, the common perspective in the development field is that heavy use
of hardware peripherals and software libraries largely masks away the complexity of coordinating

complex, high speed interactions, such as those that take place in USB interfaces.

As a part of the preliminary hardware surveys conducted for the TEMPO 4 system, the topic of USB
transceiver selection took center-stage. Since the TEMPO 4 platform targets all wired charging and
interfacing to a single on-board USB port, analysis of reliable COTS products for USB operation was
considered thoroughly. As a result of this

System

survey three primary candidate solutions

emerged, these are presented below.

> I
Candidate 1: MCU Driven Solutions & PUR
_ T o e I T
Several MSP430 5xxx series ) ot
_ e I I

microcontrollers from Texas Instruments " i _,:“_

_ . Y & e
feature an integrated hardware peripheral BE s :

.. . Figure 18: TI MSP430 w/ Integrated USB Transceiver [25
for USB 2.0 communication. It just so g 9 [25]

happened that this was also the family of

controllers already being considered for use in this project. In addition a number of other MCU devices
have had firmware libraries written to perform software-driven USB operation if clocked appropriately.
As a result the possibility of an all in-MCU USB solution was considered both for its low form-factor and

high expandability considerations.

Candidate 2: High-speed ASIC Solutions

A number of manufacturers provide ASIC topologies designed to contain one or several memory mapped
USB end-points for communication. These transceiver circuits feature the necessary on-chip oscillators
and decoder structures for reading and writing USB 2.0 or 3.0 data in full-speed and high-speed modes.
Typically these chips feature high-pin count and a number of offload interfaces for streaming data in and
out in serial or parallel formats. Thus high-speed ASICs were considered both for flexibility and

robustness.

Candidate 3: Low-speed ASIC Solutions

In addition to the larger, more powerful high-speed ASICs, designed for full-speed USB communication,
a number of popular manufacturers, such as FTDI, produce lower-speed USB 2.0 transceiver ASICs that
allow the user to interface USB with lower-pin count, and often easier to access, serial solutions. These

transceiver solutions were considered based on form-factor, ease of interfacing, and robustness.
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In discussing the trade-offs between these three
candidate approaches co-design concepts will
prove invaluable. At first glance, the hardware-
only solution to this problem seems straight
forward; the MCU-driven solution saves cost,
area, and routing complexity by reducing part

count and improving level of integration.

In taking this initial hardware-driven perspective,
an MSP430 prototype platform, designed to

implement and test USB functionality integrated

: Figure 19: Block Di f FT232 Low-speed USB
into the MSP430F5510 MCU, was purchased and oure > Tr;gsg?,:r IC [26] orspee

example libraries were downloaded from TI. The
code was then compiled and loaded onto the platform in order to evaluate system performance.

Even before beginning evaluation it became clear that this solution would not be ideal from a firmware
operational perspective. To begin with, USB transceiver operation requires at least a 122MHz clock, which
would need to be sourced within the MSP itself. This represented a challenge as typical core clock rates
for previous TEMPO system have been in the <4MHz range, meaning sourcing a 12MHz oscillator to the
USB would result in tripling average system power during runtime. In addition it was nearly immediately
noticed that the compiled size of the USB transceiver code was almost half of the 10kB code limit
prescribed by the freeware version of Code Composer Studio available to the public. This meant that by
implementing an on-MCU USB solution the platform would in fact save area, but also pay a significant
power and performance cost along with way, limiting both the range of configurable system clock rates
and the amount of user-defined code that could be implemented on the platform. Thus ASIC-driven
options were considered to reduce code-complexity, and MCU clocking constraints.

The dilemma of high versus low-speed ASICs is another in which
consideration of co-design concepts can be ciritical. Again, a more
traditional perspective might opt in favor of a lower-footprint, higher-

speed ASIC over a slower one with a possibly simpler host-controller

interface. Again pursuing this hardware-only driven perspective, a low-
footprint, high-speed transceiver ASIC from FTDI, the FT121 was

Figure 20: FT121 SPI-driven
ASIC Evaluation Module [27]

considered. Again a development platform with the ASIC on it was
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purchased and evaluated.

Though the FT121 did require much less firmware to configure its end-point control registers, it was
quite complex to go about configuring and receiving on an end-point packet as a common developer.
Also, though the chip did offer up a programmable interrupt line, it was deemed too complex for an end-
user to manage in his/her own application-level firmware code. Thus, a special purpose library to handle
communication with the FT121 ASIC would need to be created. For reasons to be discussed in the
following chapters, this is not a good fit to the firmware communications operating model adopted by the
TEMPO 4 system. In addition, the MCU-side storage for device configuration register values and added
complexity of software-side USB endpoint management means more operational obfuscation, and less

room for develops to quickly innovate on top of the hardware platform.

The final decision regarding the USB transceiver solution used in this work may in fact be the least
intuitive from a firmware-agnostic perspective. A slightly higher pin count (i.e. larger form-factor), higher
power, and less controllable transceiver circuit, the FT232 from FTDI, was selected. The reasons for this
selection are varied and stretch from the simplified hardware interfacing model all the way up to the ease-

of-use for high-level application developers.

One primary motivation for selection of the FT232 USB transceiver was that it is one of the few
Integrated Circuits (ICs) offering up direct USB to UART translation, making it a standard digital
interface as seen by the MCU. The ability to read and write this interface using libraries already produced
for peripheral communication results in reduced firmware bloat and provides an easy-to-conceptualize
asynchronous digital interface to the application developer. Meanwhile, adoption of the FT232 into the
custom docking station for the previous TEMPO 3.2 platforms meant that a software backend, written in

Python, had already been established to communicate with these ICs over USB.

From the traditional hardware perspective, many electrical considerations, such as power consumption or
input voltage range are avoidable when considering the FT232, as it has its own on-chip regulators to
produce the 3.3V supply its internal circuits operate on from the USB 5V input. This puts the device in
what is referred to as “self” or “bus” powered configuration. Since the transceiver’s operation is only
important when the USB is actually plugged in this works to reduce the management overhead affiliated
with power gating the chip, and also provides an additional level of electrical isolation between the USB

and system power domains.

In addition to power loss, there is also the question of area overhead introduced by the device. Here, we

must look across only a hardware-boundary to realize that even in the worst-case FT232 layout only about
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50% of the total USB area consists of this slightly larger USB 481 1-000mE'| | TEMPO 4
microUSB connector Testboard LaVOUt

A

transceiver IC and affiliated circuitry. In other words, regardless

of how much the transceiver circuitry is compacted, total area will )
. . 375.000mil
always be bounded below by the size of the connector itself. Thus,
for the purpose of this work, it was deemed that the 10-40% of %
USB area savings achievable using a lower footprint, more ;g?zggc(;'ty 1
l . mi
customized part, or an MCU-based USB solution would not

V.

. o _ Figure 21: TEMPO 4 Test Board USB
for reliability and flexibility issues related to this custom Layout w/ Dimensioning of Connector and
FT232 Circuitry

justify the significant increase in firmware overhead, and potential

management code.

Before this case-study concludes, it will demonstrate one more, all-important principle in the area of
simplified, ultra-low profile electronics: the ASIC manufacturer is always adapting to market demand.
Between the time at which a final bill of materials for the TEMPO 4 platform was settled on and the time
at which the final production design of the TEMPO 4 platform went out, FTDI introduced a new, lower-
profile version of the FT232, the FT230X. This device has all the functionality of its big brother, but with
a reduced set of the programmable 1/O pads located on the FT232 which are not used in this design.
Unfortunately, limited availability of development boards for testing,
and pressure to complete the final design of the TEMPO 4 platform
resulted in this newer IC not being implemented in TEMPO 4.0.
However, a TEMPO 4.1 revision should surely consider a prototype

implementing this smaller form factor device.

3.1.2 Co-design Case Study 2: Polled versus Interrupt-

driven Operation

Figure 22: FT230x
Development Board [28]

A great deal of work in the system-level coding community focuses on

the trade-offs and unique opportunities offered up by both polled and interrupt-driven operation. In the
context of the previous TEMPO platform this section will provide one example of each type of operation
and demonstrate why it is advantageous from the perspectives of system-level power reduction and

increased firmware reliability.

Benefits of Interrupt Driven Timing and Challenges of System Synchronization

Asynchronous, interrupt-driven operation is typically the mode implied in many low power, low

throughput applications where the use of wake-from-interrupt style operation offers tremendous reduction
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of overall system power. By running at high processing frequencies, and correspondingly powers, during
wake periods and sleeping for large portions of inactive time, many systems that sample and process data
infrequently can drive their average powers down to within an order of magnitude of that of sleep. When
specialized circuit designs are coupled with these ultra-low power sleep states, this can mean significant

reduction in average system power [29].

In the TEMPO 3 systems, all timing routines were interrupt-driven. This meant that sampling timers,
along with system clock-keeping was all handled asynchronously from the operating code. This presents a
challenge in-and-of itself, as the synchronous executed code, or that code which runs from the MSP’s
instruction memory, is not made aware of the execution of these asynchronous routines. To reconcile this
runtime synchronization issue, an event-queue structure was created by the system designers. This queue
allowed for passing of messages between the pool of asynchronous interrupts monitoring sampling and
system time and the synchronous execution of the core, which of course took place whenever an interrupt
was not in service. It is worth noting that any interrupt on the MSP430 used in the TEMPO 3 systems
takes approximately 7 cycles to call and 7 cycles to respond from, so some timing slack is introduced by
this interrupt-driven operation, but since this call and response time is expected to be constant it can
typically be corrected for in the runtime code.

This asynchronously-driven event-queue model allowed the designers to exploit the power benefits of
having the system asynchronously managed during idle periods, while still achieving significant
throughput and computational ability during active periods such as on-node compression or Bluetooth
transmission. In addition to power benefits, the model provides a relatively easy-to-use interface for those
seeking to develop both additional computational and interrupt-driven libraries for the device. As will be
mentioned later in this work, this core operating principle is considered robust enough that the TEMPO 4

system firmware is still based upon an event-driven execution scheme.

Effective Uses and Drawbacks of Polling for Low Power Operation

Polling operation is less common to find being used in low power systems. Rather than focus on the
obvious misuses of polled operation, such as constantly monitoring an interrupt flag via synchronous code
or simply looping on a null instruction rather than using sleep to create delay, this section will attempt to
highlight some of the effective areas and challenges for polling-driven operation in a system-level

context.

In the TEMPO 3.1 node, all data communication was accomplished in the form of polling from the

aggregator-side. By exploiting the increased processing power, and available Bluetooth stack on most
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PCs and smar phones, this allowed the TEMPO 3.1 system to keep its own firmware control of the radio
rather minimal. In addition, it allowed mid-sized (<8 node) star-topology networks to be established fairly

easily, as each node was polled by the master using a simple round-robin approach.

The TEMPO 3 node’s Bluetooth module operates based around an asynchronous UART connection, so
an interrupt is sourced in the MCU whenever data is being received from the radio. This enables a rather
simple scheme of communication: the master (PC) pairs with the node (slave) over Bluetooth then, when
ready, sends a start of session command telling the node to start taking data. Once the node is taking data
the master then polls each node once a second to retrieve all its captured data. Since the nodes can buffer
2-3 seconds worth of data at a time, so long as the master requests each slave’s data once per second or
so, the PC was sure to have received a time-continuous stream of data. Otherwise a circular buffer was
used to store data on-node assuring the device would report only the most recent 2-3s of sample values

when eventually polled again.

This polled data collection technique lent itself well to the event-queue driven operation of the TEMPO
3.1 system as it allowed developers to add any amount of data they would like to the out-going buffer
before the node was polled again by the master. By creating this wireless tether between the PC and the
node, the designers were also able to accomplish significant reduction in firmware complexity, slaving all
operations to the command of the Bluetooth interface at the expense of a large portion of the hardware

power-budget being consumed by the affiliated hardware module.

One potential radio power benefit of this approach is that, without a polling command received from the
master the node does not attempt to transmit any data. This would, given a more efficient radio
communication strategy, present the potential for significant power savings from a mostly-listen or
asynchronous, bursty transmission protocol. Unfortunately, the TEMPO 3.1 system was not able to
benefit from this added feature of its communication control scheme as Bluetooth is a Time-Domain

Multiple Access (TDMA) protocol which has nearly symmetric transmit and receive buffer power.

Had the designers implemented an asynchronous interrupt-driven wireless data communication scheme
instead, care would need to be taken on both the master side, to assure there was in fact room/time in the
schedule for a new node, and by the slave, to monitor for when/where the transmission should be made to
avoid collision. This would likely result in an increase in the overall system power and firmware

complexity.
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3.1.3 Co-design Goals and Conclusions

The co-design concept stressed here is that of ease-of-interfacing. When simplistic interfaces, well suited
to the underlying operation of the application to which they are paired, are used effectively they can
produce significant gains at both the hardware and software level simultaneously. The effort affiliated
with this work’s general contributions is exactly this, to identify opportunities for cross-hierarchical

optimizations in today’s changing design space.

3.2 Subsystem Designation

The following 3 chapters of this document are structured around the development of three principle
subsystems, that when working together, comprise the entirety of the TEMPO 4 platform functionality.
This work intentionally partitions itself along the lines of functional subsystems, rather than the
traditional hardware, firmware, and software divisions in order to exploit the co-design opportunities for
cross-hierarchical optimization introduced in the previous section of this chapter.

The basic concept of this organizational view is demonstrated in Figure 23. By taking a traditional design
challenges, such as implementing an application programmable timer or SPI interface and performing
tasks from hardware selection all the way through application coding iteratively throughout the design
process, the implications of application information on possible system-level hardware decisions are
better clariefied and understood.

Application Code
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Drivers and HAL
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Application Timing
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Figure 23: Cross-hierarchical Development Model
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For the sake of simplicity this work will establish three principle areas of contribution to the co-design of
hardware and firmware IMU solutions for the body-worn context. These areas are hereby referred to as
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subsystems as they designate functional, vertically integrated system sub-components, rather than

particular hardware, firmware, or software, inside of the TEMPO 4 operating model.

1. Battery Management and Supply Regulation
2. Programming, Control, and Interfacing

3. Sensing, Storage, and Transmission

The three subsystems introduced above are partitioned the way they are for several key reasons. To begin
with battery management and supply regulation are of course tightly coupled concepts, but more
importantly the significant decoupling of control and monitoring between the power delivery network and
remainder of the system justifies this decision. Overall this is seen as a positive feature of the specified
design as it means other subsystems will have to source relatively little control to the power delivery
network, and will only be responsible for monitoring and conditioning of their own delivered power rails

of interest.

Programming, control, and interfacing are grouped and separated from sensing, storage, and transmission
as the former tasks involve the determination of what the system will be able to interface, while the later
address the challenge of tapering this interface to fit any given deployment. To make this division more
explicit consider the challenge of developing a sensing system with an unknown sensor requirement.
Without critical information such as Nyquist rate or signal content, it is difficult to near impossible to
specify the remainder of system operating parameters. For this reason the programming, control, and
interfacing portion of this work borrows largely from past experience, current market direction, and
commonly available standardized interfaces to attempt to provide a reasonably unconstrained

environment in which to develop for new sensing, storage, and transmission platforms and media.

The following three chapters of this document will each address the design of one of the three subsystems
introduced above. Each will attempt to address both the traditional hardware and firmware challenges
posed by the space then explicitly discuss opportunities for co-design optimizations, and finally the
solution arrived at for the TEMPO 4 platform. It is important to remember when reading the following
chapters that this work followed and iterative hardware-firmware design process, wherein a piece of
hardware was not accepted into the system design until it had been verified to perform with desired

metrics in subsystem and system-level test benches.
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Chapter 4
Battery Management and Supply

Regulation

The issue of battery management and supply regulation is a primary one in the wearable design space.
The targeted metrics of form-factor and lifetime are called directly into question, and in the case of many
common battery chemistries, can be traded off to demonstrate advantages of some non-traditional design
decisions for ultra-low power wearable technology. This chapter will address the selection of battery
chemistries and capacities for on-body deployments, discuss the challenges of battery charging and
management techniques in the context of low form-factor designs, and finally address the issue of
selecting a regulator topology for the ultra low-power, body-worn context. It concludes with a
demonstration of important co-design concepts and a final design summary for the TEMPO 4 battery

management and supply regulation design.

4.1 Battery Chemistry and Capacity

The challenge of specifying a battery chemistry and capacity for a cordlessly-powered system is a
significant one as it affects nearly every targeted metric if conducted improperly. Form-factor and lifetime
constraints implied by batteries can appear rather straight forward; however, the internal series resistance,
voltage level at a battery’s output, and the battery’s ability to source large amounts of current over a short
period of time, can impact reliability, ease-of-interfacing, and even flexibility in some cases. This section
briefly discusses selection of a battery chemistry and capacity in a general context, by indicating trends in

normalized metrics for various battery technologies.

4.1.1 Form-factor versus Lifetime Constraints

The obvious trade-off implied by battery selection is that of form-factor versus lifetime. As batteries grow
larger, typically their capacity increases, not necessarily linearly with size. If an individual chooses to
design a product implementing a standard-sized battery into the casing, this often means specifying a
particular lifetime at a given physical size. Since this works attempts to target the widest possible range of
system deployments it does not consider one particular battery size or package, but rather families of

batteries, organized by the chemistry through which they produce electrical energy. This type of
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organization is useful as a battery’s chemistry is directly correlated to both its ability to be recharged and

the circuitry required for performing this recharging if possible.

Battery capacity is typically provided in milli-ampere hours (mAh) which does not take into account the
differing nominal output voltages for various cell chemistries. In order to normalize out this voltage-level
variation the energy-capacity of a cell is instead calculated by taking a scaled product of its capacity and
nominal output voltage. The result is an energy capacity in Joules that can be measured relative to other
dissimilar battery chemistries and form-factors on a level playing field. The underlying figure of merit to
this model of battery chemistry analysis is that of energy-density, which explicitly provides the energy
stored per unit volume in the battery. Energy-density is a common figure of merit in all forms of energy
storage, but has various interpretations. For the purpose of this work, a purely volumetric energy-density
was borrowed, using capacity in milli-amp hours, nominal cell voltage, and of course cell volume, to
produce a simple figure of merit for evaluation. This metric is provided, with appropriate normalization to
Joule per unit volume, below.

3.6 Cpan*xV

E, =
b Volume

As part of this work, a large variety of commonly available alkaline and lithium-based cells were
considered for use. Preliminary determinations ruled out a large percentage of the commonly available,
cylindrically packaged cells due to their large mass and volume. In addition the challenge of whether the
system would be capable of obtaining a battery life acceptable for a one-time-use battery was also

considered.

The first several iterations of the TEMPO 4 design called for use of a non-rechargeable coin-cell battery,
located on the backside of the PCB, but as the design grew more complex, and power and area at a
premium, it was determined that an off-board battery solution would be implemented. Both Lithium and
Alkaline-based cells were considered as part of a market surbey. The results of this survey are
summarized in the single-log plot of volume versus battery capacity, in Joules, for various chemistries

and packagings provided in Figure 24 below.
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Figure 24: Battery Cell Capacity versus Volume for a Number of Chemistries
There are several important conclusions to be drawn from Figure 24. First, the
low-volume, low-capacity portion of the design spectrum is dominated nearly

entirely by lithium coil-cell topologies, both rechargeable and non-
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1 E585460-4121
E4104-158-1
+ 2000m0h 3.7V

rechargeable. Once energy capacity exceeds the 10kJ mark, the common
alkaline and larger lithium cells begin to stand out. One interesting conclusion
to be drawn from this plot is that energy density for alkaline cells falls just
short of that of their newer lithium counterparts. What this plot does not

show, are the significant mass benefits offered up by the packaging of some

Figure 25: Thin Package
Lithium lon Battery [30]

lithium ion (Lilon) and polymer (LiPo) batteries. While cylindrical lithium
packages are similar in mass to their standardized alkaline counter-parts, alternative packaging for Lilon
and LiPo cells makes this weight reduction possible. For example, while a 2000mAnh thin package weighs

35¢ [30] its nearest cylindrical lithium competitor weighs 45¢g [31], or nearly 30% more.

Thus, in long-term deployments, where non-rechargeable batteries can provide acceptable lifetimes and
the extra mass of their packaging is not an issue, it is still prudent to make use of standard packaged,
cylindrical cells. Meanwhile, in similar lower-power scenarios where form-factor is a major issue, coin
cells can produce acceptable battery life for some applications [3]. However, currently, the optimal trade-

off in energy capacity and a combined volume-mass metric are the thin-packaged lithium-based cells.
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4.1.2 Application Considerations for Lithium Cells

The use of lithium cell chemistry does call for some additional consideration of application-driven power
constraints. It is well known that large instantaneous current draws can significantly shorten the lifetime
of, and in some cases permanently damage, Lithium cells [32]. Thus, in order to avoid the long-term
negative effects of such large instantaneous current draws, hardware designers attempt to use effective
decoupling strategies to source larger instantaneous currents rather than relying on the battery alone. The
challenge of storing enough energy on-node to prevent significant voltage dip and sag, and protect the cell

is further discussed in the supply regulation portion of this chapter.

In regard to operational constraints implied by this poor suitability of Lithium cells to large instantaneous
current draws, there are several considerations that cross the hardware-firmware boundary in this space.
First and foremost, this implies Lithium-based energy storage is inherently poorly suited to bursty
operation, as though the average power of many sleep-wake approaches is similar to their “always-on”
counter-parts, the larger instantaneous draws from the battery implied by condensed operating time
window may be damaging. This is one promising argument for lower power, lower frequency continuous

operation over today’s much more pervasive duty-cycled approaches.

From an embedded hardware designer’s perspective there is little besides effectively decoupling
components or providing an additional power source that can help to resolve these issues. However, from
the firmware designer’s perspective there are a number of considerations that can help alleviate
unnecessary battery fatigue. First and foremost the use of lower clock speeds and less bursty operation
can help to reduce large instantaneous current draws. In addition, high power operations such as flash
writes/erasures or radio transmissions, should be spread out as much as possible as to allow decoupling

capacitors to regain charge after being partly or fully depleted by the draw of an expensive operation.

4.1.3 Battery Conclusions

After much debate on ease of sourcing a battery and the desire to make the /i
TEMPO 4 hardware accessible to all system developers, a general solution

was arrived at. The TEMPO 4 platform supports a standard JST connector

for battery interfacing, allowing for the use of a wide variety of potential

battery options for the platform including rechargeable and non-

. ... . . Figure 26: Standard JST
rechargeable chemistries. In addition to allowing for the use of a wide Connector [33]
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variety of battery packs already terminated with JST connectors, this design decision also allows for both
soldered-lead connections as well as adapters for converting other battery termination styles into the

widely available JST connector.

In the following sections of this chapter the challenges of battery management and system regulation
decisions will be discussed in further detail. For the sake of ease of testing and development, a number of
batteries using a standard JST connector were used for evaluation with the remainder of the components

described in this chapter.

4.2 Battery Charging and Management

As referenced in the previous section of this chapter, the decision of precise battery chemistry was left, in
part, to the power management and regulation portions of the subsystem design process. This section will
better describe the motivation for on-board battery management in the context of rechargeable and non-
rechargeable chemistries.

4.2.1 Battery Management ASIC

One key consideration in the design of any system making use of
rechargeable battery chemistry is the importance of precise control of

current into and out of the cell over the course of the charging process.

Often, without customized charging circuitry designed for the specific
cell topology, battery charge lifetime is significantly reduced within tens Figure 27: MAX1555 Battery
] Management IC [34]
to hundreds of recharge cycles. Previous TEMPO platforms have all
made use of a common 300mAnh lithium polymer coin cell, and thus this
work strongly considered the use of rechargeable lithium chemistry.
Throughout the process of reviewing the previous platform’s hardware,
it was discovered that the ultra-low footprint MAX1555 LiPo charger é—w\/\ ﬁ

ASIC used in the previous TEMPO nodes, could also be used to charge

VCC1

Lilon cells. Thus, the battery charging and management decision was

simple. The ultra-small footprint and low passive count of the MAX1555

allowed for the device to be included in the hardware layout. If a
rechargeable lithium-based chemistry is being using, this IC manages _
Figure 28: MAX1555 Low-
recharging the cell from the included USB connector. It sources a single, Passive Count Charger Circuit
charge indicator pin to the MCU for the purpose of determining when the device is actively charging.

When a rechargeable battery chemistry is not to be used, these components simply become Do Not
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Populates (DNPs) and there is no recharge functionality present on-board which might potentially damage

a non-rechargeable cell.

4.2.2 Reverse Voltage Protection

In addition to charge management another consideration key to protecting the system from significant
damage due to battery failure or mis-installation is reverse voltage protection. Most commonly, system
regulators are not protected against reverse voltage, and as a result, when the battery is installed in reverse
the regulator is the first point of failure. A relatively simple circuit trick, introduced to the group by a
previous INERTIA team member, is adopted from the previous platform to protect against reverse voltage
situations. This circuit is provided for reference in Figure 29. Notice that the back-EMF protection diode
is used forward-biased in this control scheme, pulling up the far side of the PMOS transistor and turning
the transistor on for full current conduction in the channel. This circuit is useful as it provides a low-
profile reverse voltage protection solution that can be easily shorted out on the board at population time if

the feature is not desired, for example if a soldered battery connection is being used.

Back-EMF Dicde

Vin I—K]—‘ ‘
12-1 Vbatt
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Figure 29: Low-Profile Reverse Voltage Protection Circuit

4.2.3 Battery Management Layout
MAX1555

394 mil

JST Connectol

With the MAX1555 circuit, low-profile JST connector, and
reverse voltage protection PFET, the overall battery management

area was kept to about 10% of the targeted 1”x1” form factor.

This was deemed acceptable, considering the incredibly low Reverse Voltage

Protection

complexity of interfacing the hardware and the near autonomous
protection of the system against reverse voltage and overcharging 3 38mil

damage to the cell.

Figure 30: Battery Management Circuit
Area
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In addition to providing the benefit of a minimal hardware overhead, the battery management portion of
the board is considered completely optional. That is, if non-rechargeable, non-reversible batteries are used
in a system, all of the components in this section, with the possible exception of the JST connector itself,
can be simply left out or shorted to maintain the power path, as is the case with the reverse voltage
protection PFET.

4.3 Supply Regulation

One of the most important considerations that eventually drove a majority of the interest in lithium-based
chemistries for the TEMPO 4 platform was that of supply regulation. As opposed to battery management,
the regulator is a key part of any embedded electronic system as it provides stable, reliable DC voltage to
various on or potentially off-board components for operation.

Low-power applications pose an interesting challenge for power system designers interested in energy-
efficient regulation. The traditional evaluation of regulator topology for low power systems promotes use
of switching regulators as they, on average provide more efficient regulation and need not have an
efficiency strongly correlated with the input-to-output voltage differential. However, there are some
situations in which low input-to-output differentials, small current draws, and stringent area constraints
significantly reduce the efficacy of switching regulators. This work attempts to propose one such

application and demonstrate the improved efficiency of LDO linear regulators in this regime.

4.3.1 Linear Regulators

A linear regulator is a voltage regulation device that uses an analog feedback loop to lock its output
voltage to either an internal or external reference voltage regardless of input voltage, provided it exceeds

the sum of the dropout voltage and the desired output voltage of the device.

Linear Regulator

Shunted Delivered

Power

Power

Figure 31: Linear Regulator Power Flow
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A linear regulator functions by essentially “shunting” any voltage above the desired output voltage, often
provided by an internal band gap referenc, to ground. The easiest way to think about the power dissipated
in a linear regulator is by considering an ohmic model of the device. Since all current delivered to the
load, in this case our system, is passed through the regulator, and the voltage drop across the regulator can
be calculated as the difference of the input and output voltages, and we can find the power consumed in

the regulator and delivered to the load using an Ohmic model as follows.
Preg = lioaa (Vsource - Vload) = lout (Vin — Vout)

Pioaa = livaaVicaa = loutVout

Thus we can express the maximum efficiency, or the best-case ratio of power delivered to the load to

power drawn by the device, of any linear regulator as follows:

Pload _ Pload _ IoutVout Vout Vout

Ptot Bl Preg + Pload B Iout(Vin - Vout) + IoutVout B Vi - Vout + Vout B Vi

For this reason, linear regulators are often used in applications where the output voltage, which must be
lower than the input voltage, is a significant fraction of said applied input voltage. For example, when
lithium polymer battery chemistries (~3.6V cells) are regulated down to standard 3.3V system operating

voltage efficiencies above 80-90% are achievable in linear regulator topologies.

In addition to the benefit of predictable efficiency regardless of load current, linear regulators require
relatively few off-chip passives, usually just two capacitors used for input and output decoupling, and
low-power parts, where less power is dissipated on-die, have reduced their pin-count and package size
significantly in recent years. As a result of this smaller package size and low off-chip passive count, linear
regulators have the added bonus of being able to produce multiple, electrically isolated and regulated

outputs, at various voltages if desired, without consuming significant amounts of board area.

4.3.2 Switching Regulators

Switching regulator topologies are more varied, and generally speaking, less restrictive than their linear
counterparts. The fundamental concept of switched-mode regulation is the use of a switch-control
feedback circuit, rather than a continuous-control comparator circuit, to converge on the desired output
voltage. As a result of this switched-mode operation the input-output relationship of a switching regulator
is much more difficult to model. In “boost” based topologies, it is possible for the DC output voltage to
exceed the input voltage, and thus these regulators perform poorly when stepping down voltages. Instead,

“buck” or DC-DC converters are commonly used for step-down applications. Generally speaking,

41



switching regulator efficiency is often a function of specificity of e

A

Al
Pt
AL
7

design, with far greater diversity in available topologies and 1N LLT VO;T

commercial products than linear alternatives.

Buck Topology e

For years, switching regulators have been dominant in energy- aaaal

Yy

il
Al
Al

VIN vouT
constrained applications as their non-linear characteristics allow V7 JJT

for battery voltage boosting, low heat-dissipation, and incredibly

b
T

Boost Topology
high efficiencies when stepping large pack voltages, in the 12-

24V range, down to commercially complaint levels (i.e. 1.8, 3.3, 1 jlf :3

5, and 12V). However, as devices start to support operation at

X

it

Polarity Inverting Buck-Boost Topology =

lower and lower voltages (1.2-1.6V) to save energy, and Lithium
and Zinc-based chemistries further reduce pack voltages (~3V), Figure 32: Switching Regulator Topologies
the need for large voltage drop across on-board regulators [35]

decreases, as does the traditional market-share of many of these

switched-mode topologies.

The most commonly cited draw-back of switching regulators is the need for additional off-chip passives
not required by other classes of regulators. Since one of the concepts fundamental to switched-mode
regulation is the idea of storing energy in an inductor or capacitor during the period where the switching
circuit is off (input and output voltage electrically isolated) the efficiency of switched-mode regulators is
often dictated in a large part by the quality factor of inductors, or size of capacitors used to store energy
and regulate line voltages. Traditionally speaking, these metrics are strongly affiliated with the physical
size of these components, and thus more efficient operation also means a larger area consumed for supply

regulation.

The design and layout of a switched-mode, boost converter was previously performed by a fellow
INERTIA team member to source 6.3V to the DC charging apparatus in the TEMPO 3.2 charger. In this
case a non-linear part was required as the system output voltage exceeded that of the input, 5V from the
charger’s USB connection. In Figure 33 the result of this layout process is included for reference. It can
be easily seen that of the 1.5x1.5” of the charger board, nearly half of the layout is consumed by the boost

converter and affiliated passives.
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Figure 33: TEMPO 3.2 Charger with Boost Regulation, FT232, and RS-485 translation IC
A less-often cited draw-back of the switched-mode regulator is its efficiency degradation for small
forward currents. Since many of these regulators operate by rapidly switching their outputs constantly,
often at high frequencies produced on-chip, as the total load current drops the percentage of the input
power-budget spent on switching increases, resulting in poorer efficiencies at low forward currents. As a
result of this phenomenon, most switching regulators have an optimally efficient load current that is
significantly larger than that targeted by this work, in the range of micro-to-milliamps.

4.3.3 State of the Art Comparison and Regulator Decision

As a result of the relatively high efficiencies of Low Drop-Out (LDO) linear regulators with small
forward voltages, and the relatively low load currents (u-mA) required for this application an LDO linear
regulator topology was selected for use in the TEMPO 4 platform. Specifically, the AP7312 dual-output
LDO linear regulator from Diodes Incorporated was chosen, as it can provides two electrically-isolated,
controllable, 150mA outputs, one of which is used for on-board voltage regulation, the other for

providing supply to the 16-pin generic header to be discussed in a later session.

Once an LDO linear regulator topology was selected, its output voltage was specified. While many
components used in the TEMPO 4 system work can operate over a wide variety of operating voltage, the
standard compliant 3.3V level was selected for system operation. This was in part motivated by a desire
to support higher frequency operation of the MCU and also in part to allow regulation or division down to

lower standard voltage levels. Once this 3.3V operating point was selected, it automatically implied that
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lithium chemistries would be a good fit for this application, as they produce nominal voltages between 3.6
and 4V, resulting in efficiencies as high as 92% for a 3.3V output. This also aligned with the battery

management conclusion to include on-board LiPo/Lilon charging circuitry, finalizing the design decision.

4.4 Battery Management and Regulation Summary and Conclusions

The final solution arrived at for battery supply, management,
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voltage, may be used with the system. Battery charging is —— —

accomplished via the on-board USB connector and a
o Figure 34: Testboard Supply and Regulation
MAX1555 Lithium-based battery management IC. If a hon- Layout

rechargeable chemistry is to be used with the platform this (with 100 mil header at left for reference)
battery management chip is simply not populated in the final design. Last, but not least, the use of a 3.3V
dual output AP7312 LDO linear regulator from Diodes Inc. implies that while larger pack voltages are
tolerable for the system, they do imply poorer regulation efficiencies. With a LiPo or Lilon cell connected
to the TEMPO 4 platform, regulator efficiency near 80% across the typical operating current range is
expected. A full circuit schematic for system supply and regulation is provided in Figure 35 below along

with the system test board layout in Figure 34.

VCC1

Figure 35: TEMPO 4 Battery Supply and Regulation Circuitry
The co-design concepts introduced in this section focus on the trade offs of form-factor, lifetime, and

flexibility. In regard to battery chemistry, when exploiting the volume, mass, and energy-density benefits
of Lithium-based chemistries, it is important for application designers to consider the power constraints

they imply on system operation, including attempting to better level system power network loading in
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order to reduce peak input currents as much as possible. During the discussion of battery management, the
high impact of ASIC products on the design space is discussed, along with the firmware benefits of using
these tightly-integrated products in hardware design, including autonomous operation and easily
interpretable charge indicator signaling. Last, but not least, during the supply and regulation section of
this chapter the importance of consideration of nominal cell voltage and expected increase in the use of
Lithium battery chemistries is used to motivate selection of a non-traditional linear regulator over a more
complex switched-mode device, for the purpose of increased efficiency and reduced hardware footprint.
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Chapter 5
Control, and Programming and

Interfaces

The principle design challenge in determining the limits of end-point flexibility and ease-of-use for the
TEMPO 4 platform was that of programming and interfacing the node. A number of tentative hardware-
firmware solutions to the generalized problems of controlling node operating and sampling were
proposed, but ultimately no one-size fits all conclusion could be drawn. For this reason, rather than focus
on enabling the maximum possible extent of system operation under a singular unified operating model,
this section focuses on achieving reasonable goals for the programming, control, and interfacing of the

TEMPO 4 system based on iterative development of a series of rigorously test firmware libraries.

5.1 System Controller Selection

Arguably the most important challenge in any embedded system design problem is that of MCU
selection, and for the purpose of this chapter’s organization it is the challenge that will be addressed first.
In this section the challenge of controller selection is discussed in three parts, selection of controller
topology, discussion of commercial-off-the-shelf (COTS) parts that fill into the selected topology, and

ultimately selection and development on top of an individual part based on co-design trade-off analysis.

5.1.1 A Brief Survey of Controller Topologies

To begin the controller section process a brief qualitative market survey including a variety of topologies
of controller units was conducted, followed by extensive discussion of the MCU selection decision with a
variety of INERTIA team members and affiliated technical collaborators. Several key categories of
contenders appeared, each with various advantages and disadvantages. Three primary candidate

topologies are summarized below.

Hardware Definable Controller Solutions: FPGAs and CPLDs

This set of controllers consists of those which implement entirely, or nearly entirely, programmable logic-
based solutions to coordinate system operation. Common realizations of programmable logic solutions are

those of Field Programmable Gate Arrays (FPGAs) and Complex Programmable Logic Devices (CPLDs),

46



both of which make use of a set of widely programmable processing blocks and precisely controllable

interconnect arrays in order to allow fully user-defined hardware to be implemented in the device.

The primary advantages of implementing hardware-defined control are those of flexibility and robustness.
Since multiple control paths can be processed in parallel, with any level of redundancy and isolation from
the remainder of system control events, robustness is increased. In addition the vast hardware-flexibility
of these platforms allows for users to create almost any structure, from a simple state machine to a full
implementation of a commercially available core [36] in the programmable logic fabric. This provides for
the broadest possible scope of developer-defined system control to be captured by these controller

topologies.

Unfortunately, the lowered ease-of-interfacing for developers, higher power consumption during
operation, and increased form-factor that comes with many of these devices often does not justify their
use in ULP applications. More recently, some companies such as Xilinx, Altera, and Lattice have all
sought to change that, bringing programmable logic into the low-power commercial market [37].
However, for now higher cost and legacy support for serial-execution processors has limited the success

of these solutions.

Hardware Reconfigurable Controller Solutions: Hard-core FPGAs and PSoC

More recently a number of hardened silicon design firms have ventured into the programmable logic
design space. Earliest examples of this work include simple PLA and PLD technologies. Today a number
of tightly integrated reconfigurable hardware solutions are available on the market, from powerful FPGAs
with hardened processor cores [37] to the Programmable System-on-Chip (PSoC) from Cypress [38].
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Figure 36: Cypress Programmable SoC System Topology [38]
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The previously mentioned Cypress PSoC series was considered more closely for its ability to enable a
new-found level of flexible system operation, while providing a comfortable C-based programming
interface to developers. Two series of the PSoC, one with an 8-bit 8051 core and another with a 32-bit
ARM MO were both contenders. Unfortunately though the development software is free and fairly
intuitive to use, it was found to be quite difficult to implement novel hardware-defined functionality in the
FPGA fabric without use of pre-developed Cypress libraries. Unfortunately as a result of this the PSoC
failed to realize a number of the potential power and reliability benefits it’s topology was selected for.
Though the PSoC chips are promising candidates for use in future iterations of the TEMPO platform, or
hardware add-ons, their relatively immature, non-standard topology and lack of widespread adoption
resulted in them not being considered in the final pool of candidate host-controllers.

Flexible Hardware Controller Solutions: MCUs

This family is entitled “flexible” hardware solutions to imply that most if not all commercially available,
fixed hardware implementations of MCUs allow some degree of flexibility. Typically pins can always be
configured as either digital inputs or outputs, as well as to special functions that may be affiliated with
each pin, or a given set of pins referred to as a port. In addition it is typical for peripheral modules to
contain a number of configuration registers, designed to meet the needs of as many end-point applications
as possible with a single hardware block in silicon. In addition many MCU designers are looking
increasingly towards widespread use of crossbar switches and port-mapping controller solutions to allow
for even greater flexibility in output pin assignment. Currently SI Labs leads the way in this effort with

nearly fully-flexible, mixed-signal crossbar functionality on all their 8 and 32 bit MCUs [39].
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Figure 37: SI Lab Split 1/0 Crossbar Switch Design [39]
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Since the power, ease-of-interfacing, and form-factor considerations implied by the previous two sub-
sections demonstrated them to be infeasible immediate solutions for the TEMPO platform host controller,
this level of hardware flexibility was deemed sufficient for the desired operation. Though this decision to
pursue flexible hardware solutions restricts the problem of controller selection to that of commercially
available MCUs, it will be shown that significant effort is still required to determine which devices will

best suite both system designers’ and developers’ needs.

5.1.2 Operating Constraints and MCU Selection

In order to constrain the results of a market survey and ensuing discussion to those that would suit the
needs of medical and technical collaborators alike, a brief set of operating constraints was synthesized for

the purpose of limiting the scope of market evaluation.

Based on feedback from on-node processing efforts in previous TEMPO systems, which had a maximum
system clock rate of 8MHz, a greater maximum operating frequency, of at least 16MHz, is desired for the
TEMPO 4 system controller. It was also specified that the MCU did not consume more than 10mA at
16MHz operation, a rather pessimistic bound for device operation. Working backwards to the industry-

standard metric, this implies an active current of less than 625uA/MHz at 16MHz.

In addition, the ability of TEMPO to maintain accurate wall-clock timing and produce high accuracy,
regularly spaced sample windows was also prioritized. For this reason, the TEMPO 4 node also calls for
an MCU implementing at least 2 system timers along with a real-time clock (RTC) module for
maintaining wall-clock time during device operation. It was also specified that these timers be sourced
from an off-chip, high-precision crystal oscillator for the sake of mainting the quality of system and
sample timing offered up by previous platforms. A second peripheral space consideration for the MCU is
that of being able to interface a wide array of analog and digital products with easy-to-use hardware-
implemented peripherals. For the purpose of this work at least 2 ADC channels along with peripheral

support for several common serial standards was considered as the bare-minimum for device interfacing.

Last but not least the issue of code and data memory size was addressed briefly in the establishment of a
lower bound for reasonably flexible and full-featured system operation. The previous TEMPO platform
makes use of an MSP430 device from the F1XXX series with 10kB of SRAM and a rather large flash-
based program memory available to the developer. For the purpose of this work an SRAM size of greater
than 5kB and program memory of at least 16kB were considered as minimums. All of the considerations

described above are summarized in Table 10 below.
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Feature Specification
Frequency >16MHz
Max Active Current (@ 16MHz) 625UA/MHz
On-chip Timing Peripherals 2 Timers, RTC, Crystal-sourced
Analog Inputs >2 channels
Supported Serial Interfaces UART, SPI, 12C
Minimum SRAM (data mem) size 5kB
Minimum Flash (code space) size 16kB

Table 10: TEMPO 4 MCU Operating Constraint Summary
There are a large number of companies currently developing fixed-form MCU solutions for the ULP
design space that fit the specification above including, but not limited to: the xXMEGA from Atmel, PIC
XLP series from Microchip, EFM32 from Sl Labs, and MSP430 and Wolverine from TI. With so many
options to choose from, it can be difficult to determine a precise candidate platform that is best suited for
all possible end-point applications. As previously mentioned, instead of using a lengthy research period
and background study to attempt to solve the problem of what is the“most flexible” fixed-implementation
MCU, a brief state-of-the-art survey followed by copious review and discussion was used to determine

various commercial devices’ suitability for use.

In a round-about way this discussion returned to using an MSP430 platform in the next TEMPO platform
because it meant developing hardware around familiar microcontroller supply, clocking, and decoupling
circuitry, and that firmware code created for the previous TEMPO platform could possibly be ported to
run on the newer TEMPO system. In addition the availability of a free, albeit code-size limited, Eclipse-
based Integrated Development Environment (IDE) [40] and a number of tutorials and operating systems
for the MSP430 platform make it an ideal candidate for flexible operation in the firmware context. In
addition, the conclusions discussed in the programming portion of this chapter also support the decision
to use the MSP430 platform, as it offers up a low pin-count, easy-to-interface, and full-featured

debugging protocol that can be accessed using a common, low-cost, commercially available platform.

5.1.3 MSP430 Family and Device Selection and Prototyping

With the decision to use an MSP430 series microcontroller [40] finalized the question then came to which
particular device to use. Though this may seem like a straight-forward challenge, when a product search
for MCUs with the desired metrics was conducted on TI’s website it returned over 30 different devices
from 11 different part families. For this reason, an undergraduate student assisted with profiling the
devices across a wide variety of metrics, producing the result that, of the selected set of controllers, the
lowest footprint and pin count parts were all in the F534x family. A table of results from this preliminary

MSP430 product survey is included below.
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Part Number

MSP430F2410
MSP430F2416
MSP430F2417
MSP430F2418
MSP430F2619

MSP430F247

MSP430F248

MSP430F249

MSP430F2616
MSP430F2617
MSP430F2618
MSP430F2619

MSP430F5324
MSP430F5325
MSP430F5326
MSP430F5327
MSP430F5328
MSP430F5329

MSP430F5340
MSP430F5341
MSP430F5342

MSP430F5418A

MSP430F5435A
MSP430F5437A

MSP430F5521
MSP430F5522
MSP430F5524
MSP430F5525
MSP430F5526
MSP430F5527
MSP430F5528
MSP430F5529

MSP430F6638

Frequency Flash SRAM
(MHz)

16
16
16
16
16

16

16

16

16
16
16
16

25
25
25
25
25
25

25
25
25

25

25
25

25
25
25
25
25
25
25
25

20

(KB)

56
92
92
116
120

32

48

60

92
92
116
120

64
64
96
96
128
128

64
96
128

128

192
256

32
32
64
64
96
96
128
128

256

Table 11: MSP430 Candidate MCU Devices

(B) GPIO
F241x Family
4096 48
4096 48
8192 48
8192 48
4096 48
F247x Family
4096 48
F248x Family
4096 48
F249x Family
2048 48
F261x Family
4096 48
8192 48
8192 48
4096 48
F532x Family
6144 48
6144 63
8192 48
8192 63
10240 48
10240 63
F534x Family
6144 31
8192 31
10240 31
F541xA Familiy
16384 67
F543xA Family
16384 67
16384 67
F552x Family
6144 63
8192 47
4096 47
4096 63
6144 47
6144 63
8192 47
8192 63
F663x Family
16384 74

Timers
16-bit

NN NN

NN DNDN

B R IR e

w e

w w

N IR IR R

4

ADC
Channels

00 00 O O 0o

16

16
16

16
16
16
16
16
16
16
16

16

Package

64VQFN, 64LQFP
64LQFP, 80LQFP
64LQFP, 80LQFP
64LQFP, 80LQFP
64LQFP, 80LQFP

64LQFP, 64VQFN
64LQFP, 64VQFN
64LQFP, 64VQFN

64LQFP, 80LQFP
64LQFP, 80LQFP
64LQFP, 80LQFP
64LQFP, 8OLQFP

64VQFN, 80BGA
80LQFP

64VQFN, 80BGA
80LQFP

64VQFN, 80BGA
80LQFP

48VQFN
48VQFN
48VQFN

80LQFP

80LQFP
80LQFP

80LQFP
64VQFN, 80BGA
64VQFN, 80BGA
80LQFP
64VQFN, 80BGA
80LQFP
64VQFN, 80BGA
80LQFP

100LQFP, 113BGA
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http://www.ti.com/docs/prod/folders/print/msp430f2619.html
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http://www.ti.com/docs/prod/folders/print/msp430f5326.html
http://www.ti.com/docs/prod/folders/print/msp430f5327.html
http://www.ti.com/docs/prod/folders/print/msp430f5328.html
http://www.ti.com/docs/prod/folders/print/msp430f5329.html
http://www.ti.com/docs/prod/folders/print/msp430f5340.html
http://www.ti.com/docs/prod/folders/print/msp430f5341.html
http://www.ti.com/docs/prod/folders/print/msp430f5342.html
http://www.ti.com/docs/prod/folders/print/msp430f5418a.html
http://www.ti.com/docs/prod/folders/print/msp430f5435a.html
http://www.ti.com/docs/prod/folders/print/msp430f5437a.html
http://www.ti.com/docs/prod/folders/print/msp430f5521.html
http://www.ti.com/docs/prod/folders/print/msp430f5522.html
http://www.ti.com/docs/prod/folders/print/msp430f5524.html
http://www.ti.com/docs/prod/folders/print/msp430f5525.html
http://www.ti.com/docs/prod/folders/print/msp430f5526.html
http://www.ti.com/docs/prod/folders/print/msp430f5527.html
http://www.ti.com/docs/prod/folders/print/msp430f5528.html
http://www.ti.com/docs/prod/folders/print/msp430f5529.html
http://www.ti.com/docs/prod/folders/print/msp430f6638.html

Once the MSP430F534x family of MCUs was selected, individual device selection was only a function of
available memory size. For the sake of making a large amount of system SRAM available to future
designers, and maintaining memory-size compatibility with previous TEMPO platforms, the
MSP430F5342, with 10kB of on-chip SRAM was selected for use in this work. It is worth noting, that if
less memory and lower affiliated cost is desired, all chips in this family are pin-compatible, implying an
easy bill of materials swap for future platform producers.

XIN XOUT RSTANMI DVCC DVSS VCORE AVCC AVSS PA L4 pc
'y Plx, P2, Pix, Pdx, PSx, Plx
v Yy v v L2 [ SN S S S S
G = . LR e S-X
- Unified PIACLK | Power svs [ omen || "ame” || “peme [ vscwa
p Management *8 408 *SU0s || 147408
xr20ut -t v »hucx = I = Watchog ll txtvos || Txavos || xsvos 1y
= KB o8 Map WOA, $P1
Y L0O Control ||| Interrupt
MCLK ::Msvs *y |8 w'.:.w v e .
= B i R 88 A A I 19v0s || 1x13v0s || 1m1200 I 37 2€
AL AA ¥ A Yy AA
vl we ¥ \ 4 \ 4 \ 4 y y \ > owm
and A“ AV Av Av Av Av ALV Av A‘y A A {
[ogistery A A A A A A A A AT
[(eem |4
(L 0e2) | J A A 4
i ADC12 A
[acr | A TA1 ™" T80 1280 i
sew wpYR2 RTCA || crete [ 2OKSPS IR per .
[utien) Teee" || Tsedt || "veet || Tee® : o Chennels $ Channels
Registers | | Registers | | Registers | | Registers (7 exv2 int)
Autoscan

Figure 38: MSP430F5342 System Diagram [41]
The MSP430F5342 is quite a capable chip for its size, featuring programmable on-chip oscillators and
Frequency Lock Loop (FLL), a 16-bit MSP430 core, 4 Universal Serial Communication Interfaces
(USCls), 2 timers, an RTC with calendar mode, Spy Bi-Wire (SBW) programming, a port mapping
controller, and a number of other useful peripherals all in a 48-pin VQFN package. More about the use
ofof these features of this MSP430 device will be discussed throughout the reaminder of this section and
document.

Once the MSP430F5342 was selected for evaluation, a number of hardware test benches, with varying
levels of integration of the core platform, were used to verify the device’s operating specification and

better examine system performance. Images of several of the selected hardware test-bed platforms are
included in Figure 39 below.
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Figure 39: MSP430F5342 Development Platforms
(Left-to-right: Olimex MSP430-5510STK [42], TI MSP430F534x 48-Pin Target board[43], and custom breakout for
power measurement)

Here again, it is important to remember that though this work is described in linear order of subsystem
design, it was not in fact conducted in this way. The Olimex development board was used for the purpose
of evaluating on-MCU USB transceiver solutions, and then later adopted as an available platform for
early creation of code for configuration of common resources such the timer modules, RTC, clock control
via the FLL, and some portions of the communications library. Unfortunately, the architecture of the 5510
chip’s serial communication interface differed slightly enough that though this platform did have an on-
board MMC port it was not able to be used for early porting and development of the TEMPO 3.2 MMC

libraries.

The socket-based platform from TI was used for the most extensive portion of early system prototyping
and code development. Though it may be difficult to see in the image above, this platform uses a solder-
less socket to connect directly to the QFN pads of an MSP430 48-pin QFN package. It then implements
an easy-to-use on-board 14-pin JTAG connector along with simple single-inline pin header breakouts for
all 48 pins of the device. By wire wrapping or connecting these pin headers to other development boards
with ribbon cables, a number of early system prototypes were able to be tested on the bench without the

need for custom PCB development.

Last, but not least, at the same time as the TEMPO 4 system test board and MPUG000 breakout board,
referred to later in this work, were created and produced, an additional custom, low-footprint MSP430
breakout board was also created. This board’s function was two-fold. First, by producing a minimal pin
count interface with little-to-no extra on-board circuitry this platform created a viable means for the
precise measurement of system core voltage and current consumption at runtime. Second, the smaller and
simpler population job of this low component count board resulted in a dramatically reduced turn-around
time, and an ability to test the MSP430 supply, programming, and control circuitry independent of the

remainder of the components included in the more complex TEMPO 4 system test board.
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Figure 40: MSP430F5342 Power vs Frequency Plot w/ FLL Controlled Operation
Using the custom MSP430 breakout board described above the power versus frequency profile of the
MSP430 was obtained for each of the 4 core operating voltages the device is capable of operating at, set
by a programmable on-chip LDO regulator at runtime. The results of this power profiling are seen in
Figure 40.

This on-chip core voltage regulator is by default configured to provide the minimum input voltage to the
core, resulting in the lowest system power and also the smallest range of valid frequencies for system
operation. However, if desired, application coders can raise the core voltage level, allowing for higher
processing frequencies, seen in Table 12, at the cost of quadratic increase in system power and energy. In
addition to being a useful feature for additional power consumption reduction or expansion in suitable
applications, this on-chip regulator, which is separated from a second integrated regulator used for 1/0
voltages, makes this particular MSP430 platform an interesting candidate for Dynamic Voltage Scaling
(DVS) based solutions.

Mode Min. V¢ Vcore Max. fop
PMMO 1.8V 1.4V 8MHz

PMM1 2.0V 1.6V 12MHz
PMM2 2.2V 1.8V 20MHz
PMM3 2.4V 1.9V 25MHz

Table 12: MSP430F5342 Power Management Mode and Core Operating Condition Definitions
An independent study conducted outside of the scope of this work more carefully examined the feasibility
of implementing DVS control in the MSP430 using a break-even time model that compares the device’s
DVS energy consumption to that of an aggressive wake-sleep control configuration. Unfortunately,
despite the interesting opportunity for investigation, it was deemed that this MSP430 platform’s low sleep

power, and relatively high active currently implied a break-even runtime near 3 seconds. This means the
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MCU would need to process continuously for 3 seconds in order to amortize away the extra cost of not
sleeping for the slack time produced by running at a higher core frequnecy. Since this amount of
uninterrupted runtime is not considered typical for the targeted set of TEMPO 4 applications and this
analysis did not consider the added code overheads affiliated with USCI reconfiguration during
frequency-scaled operation, it was considered unlikely for a DVS solution to yield practical benefit over

standard sleep-wake, or duty-cycled, operation in the TEMPO 4 use-case.

5.2 MSP430 Programming

Although the previous section concludes with the selection of a single MCU-device for use in the
TEMPO 4 platform it was not conducted agnostically of the programming portion of this subsystem
design. Instead, each candidate platform in the previous section of this chapter was also evaluated for
ease-of-programmability and availability of programming interfaces. The top candidates, including the
Cypress PSoC and MSP430 were then evaluated for their ease of development through the use of

development hardware and freeware tool chains.

The conclusion to use the MSP430 from Texas Instruments is supported by a number if intermittent
conclusions arrived at throughout the course of prototyping and programming firmware for use in many
of the early test benches created as part of this work. This section will focus on three primary areas of

consideration for programming and development interfaces.

1. Physical overheads
2. Cost, availability and ease-of-interfacing
3. Backend software support and debugging considerations

More information about each of these areas is provided in the affiliated sub-sections below.

5.2.1 Physical Considerations Overheads

One challenge to be considered explicitly for the TEMPO 4 platform was that of physical overheads
affiliated with system programming interfaces. While at first glance this may not appear to be a vital
consideration, it is in fact, a significant challenge for many modern open development platforms. For
example, the TEMPO 3 systems all made use of a custom-external programming board, as seen in Figure
41, adapting a standard 14-pin JTAG connector to a high-density, lower-area connection for the sake of
on-board device programming. This was largely due to the fact that integrating the 14-pin JTAG

connector directly into the platform would have resulted in significant form-factor increase.
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Figure 41: TEMPO 3.2 Custom Programming Adapter
Unfortunately, this small, high-density connector made both the TEMPO and interface boards difficult to
assemble, and also required relatively little lateral force to damage beyond repair once installed. Thus
early in the design process it was decided that the TEMPO 4 platform would not make use of any
specialized high-density connectors. The figure below provides images of the TEMPO 3.1 and 3.2 high-
density programming connectors, as well as an example of the damage that can be caused do the
connector by physical stress.
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Figure 42: TEMPO 3.1 and 3.2 High-density Programming Connectors with Example of Damage to 3.2Connector

(o 1 rl-?
W & ] ‘
(4 _ iIJ

3!
r’a’l.

Though a number of standard exist for programming microcontrollers, some of the most common
programming strategies include either fuller-featured 10-16 pin JTAG connections or smaller, serialized
programming connectors that may offer up less debug functionality in a lower-pin count, or more
common interface. Texas Instruments stands out in their efforts to optimize these lower pin-count

interfaces without reducing full debug functionality. Currently, of the 14-pins present in the JTAG

56
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Figure 43: Texas Instruments Spy Bi-Wire Operational Concept [44]

the interface available for use, as only TI’s

newer MSPs have the SBW interface implemented on them, and that little to no additional programming
hardware should be required on the board. The integration of this 2-wire interface into the 16-pin
development header is discussed during the interfaces section of this chapter.

5.2.2 Cost, Availability, and Ease-of-use

This section addresses a lesser-considered challenge to using many commercially available MCU devices;
that of sourcing programming hardware and using the desired programming interface on a day-to-day
basis. Though this may not seem like a critical constraint in the modern design space, often times
hardware programming and debug interfaces for more complex platforms can host hundreds or thousands
of dollars, and require expensive back-end software for the purpose of interfacing and debugging the

hardware during the programming process.

Fortunately a clever, low-cost, and high-availability solution for SBW programming of the MSP430 was
arrived at just prior to the beginning of this design work. The TI Launchpad platform, a $10 development
board from TI, including a value-line MSP microcontroller, two pushbuttons, two LEDs, and a USB
programming and communication port, represents a significant step forward in getting beginners and

hobbyist markets involved in programming the MSP430.
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Figure 44: MSP430FET USB-based Programmer

In order to be able to program this device Tl needed to implement their proprietary SBW programming
method in a self-contained way, as traditional MSP USB to JTAG programmers cost between $50 and
$150 [45]. In order to accomplish this, a chain of Tl-based ICs is used to accomplish USB to SBW
conversion in the top half of the Launchpad platform. Even more impressive, is the ability of this USB
port to be simultaneously used as both a debug interface and plug-and-play serial communication port
during on-board testing and evaluation. However, these serial communication capabilities will not be

required for use in this work.

5.2.3 Final Device Programming Solution

By using the emulation to evaluation jumper pool on the LaunchPad and connecting to the TEST and
RESET signals from the emulation side of the device, without connections to evaluation side made, the
platform can be used as a USB debugger for any MSP430 system using a SBW interface. In fact, if

desired, the emulation portion of the board could be cut away entirely, leaving only the SBW connections

and a ground available for the user. The figure below demonstrates this use of the Launchpad as a widely-

available, stand-alone USB programmer for less than $10.
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Figure 45: MSP430 Launchpad Platform as a SBW Programmer with Emulation and Evaluation Portions Labeled [46]
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Figure 46: Launchpad Debugger Connected to the TEMPO 4 Test Board using SBW debugging interface

5.3 System Interfaces

One of the primary challenges addressed by this work is that of interfacing a wide variety of sensing and
reporting modalities, both through analog and digital signal capture amd communication. If there is one
strong suite of the TEMPO 4 platform relative to its market competitors it is that of easy-to-use serial
digital interfaces and the code libraries that supports them. This section discusses both the standard and
the custom interfaces available to users and developers of the TEMPO 4 platform including the 16-pin
generic development header that will serve as the motivating feature for the next chapter of this
document, and the on-board USB interface. The issues of wireless data reporting and MMC storage are

not addressed in this chapter, as they will be dealt with at length in the coming chapter.

5.3.1 Serial Digital Interfacing

The first and primary challenge addressed in the development of the TEMPO 4 platform interfaces is that
of digital interfacing for a variety of common serial standards. For this reason, many of the most
significant co-design concepts found in this work rely upon the iterative development of a rigorously
tested interfacing scheme for a number of serial standards. To begin with a brief qualitative survey of

available sensor, as well as storage and radio, serial interfaces revealed three primary contenders for
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commonly implemented protocols: the Universal Asynchronous Transceiver (UART), Serial Peripheral
Interface (SPI), and Inter-Integrate Circuit (I12C). Each of these three standards will is discussed below in

the context of implied system-wide constraints, co-design principles and impacts on the desired metrics.

UART Interface

The UART interface has two primary advantages which are most likely related. The UART is, outwardly
a rather simple interface. Two separate RX and TX lines, along with a common ground return path,
communicate data in full-duplex with no sharing of the clock, and thus no strongly delineated master or
slave. Possibly as a result of this outward simplicity and historical significance, the UART interface is
guite common. The RS-232 standard, used by most personal computers and referred to as the “serial”
port, is a UART connection that operates with a 10-24V nominal swing that can be easily down-converted
for use with more common embedded signaling voltages. For this reason a number of sensor and system
manufacturers provide UART interfaces to their platforms and modules. Though typically UART
operates at baud rates below 1Mbps, some commercial devices will communicate with UART baud rates

up to and exceeding 3-10Mbps

At first glance the UART seem to be a near ideal interface for low-power serial communication. By
sending data asynchronously, or whenever it is ready, and not transmitting a clock along with this data
both power and energy savings are reaped. However, taking a deeper look into the operation of a UART
interface can help answer the question as to why asynchronous data recovery is often a more energy

hungry system-level operation than it may appear.

When a UART transmitter prepares to launch a packet of data, typically a single byte in most cases, it
must first turn on its own baud rate generation. In most modern systems this is rather easily accomplished
as the UART module has its baud sourced from an internal system oscillator being used to source other
hardware, such as the core or timers, and thus the clock has already stabilized. Before the transmitter
places the first bit of data onto the line, it first signals a start bit by pulling the line low to indicate to the
receiver data is about to be transferred. This start bit may last one or two baud periods depending on what
the system designer specifies. The start bit is followed by 8 baud periods, during which each bit of data is
transferred serially. At the end of this window, some devices may choose to also send a stop bit indicating
the end of transmission. This is commonly used for detection of packet framing errors, as the transfer
window begins with a ‘0’ and ends with a ‘1”, it makes sense that packet overrun framing errors can be

detected based on these criteria.
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Bit 1 23 4, 5/6,7 /8|9 10
Symbol | Start bit 5-8 data bits Stop bit(s)

Value 0 DO D1 D2 D3 D4 D5 D6|D7 1
Table 13: 8-Bit UART Bit Sequencing

In order for the receiver to capture the data being sent by the master it must respond to the start bit and
begin locking its input delay to the rising edge of this bit. If the baud is slightly mistimed by the receiver
this does not mean the bits will necessarily be misread by the module. Only if baud is severely enough
mistimed that a bit is mis-latched (i.e. wraps around a half /whole baud window, depending on the
latching edge) does baud timing become an issue. It is important to note that when discussing baud
mistiming accumulating until it “warps” around a baud window, it is not implied that this occurs within a
single cycle. Rather, the accumulated baud offset, which is linearly proportional to bits per word, is what
cannot grow greater than some fraction of a baud period. This is illustrated in Figure 47 below.
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Figure 47: Baud Rate Slip in UART Communication
The maximum toleratble baud timing slip (AT) can be expressed as function of the number of bits in a
word (N) and a fraction (a) of the baud period (T) as shown in the inequality below.

aTbaud Nfbaud f

NAT < aTygyq = AT < N S ftiming = ora<l1

Thus on-chip measurement and locking of the baud rate must occur within 1 baud period, and also lock
within AT of the true rate, where AT represents the maximum baud mistiming such that the accumulation
of this slip over the entire word transmission does not result in a missed bit. The resulting dual statement
for frequency implies that the frequency of the clock used to time/lock the incoming data for this signal
must be at least N times as fast as the baud of the incoming message to be successfully latched by the

receiver.

For this reason, most 8-bit UART modules require that the baud divisor, baud rate clock sourced from a
higher rate clock divided down, be no less than 8, the output data length of the module. This reduces the

maximum throughput of these devices and also increases the receiver power, as the frequency of
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operation need be, in some cases, much higher than the desired baud rate. In cases of high throughput
interfaces (>1Mbaud), this can often make UART operation the constraining factor in overall system
clock rate, and in some cases (>3Mbaud) can begin to prohibit UART operation in the ULP context

altogether.

In addition to the issue of clock generation and incoming data reception, UART is also burdened with the
downside of being a primarily single-endpoint driven bus protocol. The addition of a number of other bus
signaling pins, formalized in the RS-232 standard, can help to extend UART to multi-endpoint
applications in necessary scenarios, but at the cost of additional GPIO dedicated to bus control. As a
result of significant control overheads and form-factor constraints, multi-endpoint UART

communications were not considered as part of this work.

Despite some of the draw backs of the UART interface it was targeted as a desired objective in this work
for two primary reasons. First and foremost, the USB to UART transceiver IC used for communications
with the PC demanded at least one dedicated UART. Secondly, the microcontroller platform selected for
the TEMPO 4000 design has 2 on-board UART/SPI modules capable of using either protocol. As a result,
while one interface is dedicated to the on-board USB connection, the other is free to be configured as

either a UART or SPI by the user prior to firmware compilation-time.

The UART portion of the communications library was based in part on a previous, in-group library
written by two previous students for an older MSP430 platform. It improves upon this previous work by
offering user-allocated data storage and a more minimalist data-management function APl while trying to

maintain the interrupt-driven code architecture and data storage methodology of the old library.

SPI Interface

The SPI is the simplest of the three common serial interfaces implemented as part of this work. SPI
operates using two simple shift register structures, one device, referred to as the master, sources the clock
for these two registers and data is swapped from one shift register into the other on each clock edge. By
allowing the programmer to read/write these registers from either device after or during communication
this data flow allows for full duplex data exchange. By sharing a single clock, sourced at the full baud rate
from the master to the slave, both ICs do not need to pay the price of any baud multipliers. As a matter of
fact, some well designed SPI interfaces allow communication at much higher baud rates in slave mode

than the internals of the chip are capable of running at.
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Figure 48: Typical SPI Master-Slave Topology w/ One of Two Data Connections and Clock Signal Shown

The device(s) which are sourced a clock from the master are referred to as slaves. Often an additional
dedicated signal is also sourced from the master to each of the slaves. This line commonly referred to as
chip-select (CS) or slave-select (SS) is used to create a parallel addressing structure for the bus, when
asserted, the slave listens and communicates on the bus, otherwise it ignores all bus traffic. The result of
this is a linear proportionality between SPI bus size and number of addressable devices. The core SPI
communication connection is composed of 3 basic uni-directional pins along with this CS connection,
outlined in Table 14 below.

Pin Name Pin Function
SIMO Slave In/Master Out: TX from master to RX slave
SOMI Slave Out/Master In: RX to master from TX slave
SCLK Serial Clock: Clock from master to slave

CS Chip Select: Optional multi-slave select line
Table 14: SPI Signal Description

The low hardware complexity and rudimentary operation of the SPI makes it an ideal candidate for low-
power communications. When sensors produce highly bursty data streams, such as cameras or audio
modules, single or parallelized SPIs are commonly used to achieve peak data rates instantaneously while
allowing for low average power consumption. An added benefit of the SPI is its lack of formal voltage
specification. Though many devices operate SPI interfaces in the standard 1.2-3.3V range, there is little to
nothing, except for gate delay itself, in the way of further reducing SPI voltage swing in the name of

increased energy savings for lower throughput communication interfacing.
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The incredibly simplistic nature of the SPI interface makes it a good replacement for many more common
serial data standards that have strong mater/slave roles. The use of SPI to communicate through the MMC
standard with MicroSD cards is a good example of this ability. In addition to interfacing the on-board
flash memory, a single SPI interface was also intended for communication with a 6 degree-of-freedom
IMU from Invensense. Unfortunately, this part was non-responsive and ultimately warranted a move to a

close 12C-based relative.

SPI is a common standard for ultra-low power reporting modalities. Devices like digital temperature
sensors, barometers, accelerometers, magnetometers, etc. often employ SPI interfaces due to their flexible
operating frequency and low-power/complexity for the on-chip components. For this reason, all 4
communication interfaces on the selected MSP430 MCU support SPI communication. The SPI library
created as part of this work leaves chip/slave selection to the programmer, as it was found that various
devices interpret this signal in various ways, making a single, hard-coded solution non-optimal.
Otherwise, the SPI library delivers simple, interrupt-driven read, write, and swap functionality for single
and multi-byte transfers.

12C Interface

Of all three serial protocols supported by the TEMPO 4000 platform inter-integrated circuit (12C) is both
the most compact, and possibly the most power inefficient. The 12C bus is an outwardly simple 2-wire
bus that contains only two pins Serial Data (SDA) and Serial Clock (SCL). While the SCL pin is still
sourced from the master to the slave, the SDA line is bi-directional, allowing for simple half-duplex
transmission. 12C can achieve such a compact hardware footprint as it uses a more complex signaling

scheme to initiate and verify communication with the slave(s).

Serial Clock Generation
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Figure 49: Example of 12C Bus Topology w/ Multiple Slave Devices
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Despite the relatively simple appearance of the 12C hardware it does require some minimal additional
passives for bus termination. Due to the bi-directional nature of the SDA signal in the bus, and the ability
to electrically isolate the clock line from the master or the slave during reads, 12C communications
require one pull-up resistor be placed on each of the two 12C lines, SDA and SCL. This results in the line
being pulled high whenever a device finishes transmission, signaling to the master that the bus is again
available. To some extent, these pull-up resistors can be increased in value for linear power/energy
savings; however, once the lumped parasitic capacitance of the line (PCB trace, pin, pad, ESD, etc.) is
added to this pull-up, a low-pass filter is formed. The result is that as pull-up resistance is further
increased, baud rate in the channel will have to be decreased accordingly. Outside of hardware
complications, the issues involved in addressing a large, half-duplex, multi-slave environment, while
time-sharing for full-duplex communications between endpoints is largely left to firmware control of the

hardware unit.

For this reason, what 12C saves in hardware complexity, it often makes up for in software management.
Routines required to successfully manage an 12C interface require more complex, structure-oriented APIs
for higher-level programmers to easily interact with the underlying hardware. 12C data “packets” co