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Abstract

Femtosecond/picosecond coherent anti-Stokes Raman scattering (fs/ps CARS) was

investigated for quantifying in-stream pressure fluctuations in reacting flows. Ac-

curate quantification of pressure fluctuations can provide insight into coupling

between flow kinetic energy and molecular internal energy for high-speed reacting

flows. For the current work, ro-vibrational (Q-branch) fs/ps CARS was investi-

gated to optimize pressure sensitivity.

This study addresses two primary challenges. First, improvements to the CARS

spectral model were made to accommodate the effects of various collisional part-

ners. Experimental results from literature over a broad range of gas temperatures

were used to refine the Modified Exponential Gap (MEG) model. Second, the

impact of experimental uncertainties including laser bandwidth and stability were

investigated by exploring the fs/ps CARS response at controlled pressures. Experi-

mental measurements were conducted in a static pressure cell containing controlled

gas mixtures (N2, O2, CH4, and CO2). The pressure and species dependence of the

fs/ps CARS response for various gas mixtures was investigated and reported. Var-

ious features in the measured fs/ps Q-branch CARS spectra for N2 and CO2 and

N2 and CH4 are used to deduce an empirical pressure dependence. The recorded

fs/ps Q-branch CARS spectra for N2 and O2 were compared to spectral simula-
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tions. A simple spectral analysis technique was introduced to mitigate the impact

of excitation variability. This approach was validated across various N2/O2 mix-

tures and holds promise as a foundational method for pressure measurements in

dynamic combustion environments.
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“And whoever is an ally of Allāh and His Messenger and those who have believed

- indeed, the party of Allāh - they will be the predominant.”

(Al-Quran, Surah Al-Maidah: Verse 56)

“But seek, through that which Allāh has given you, the home of the Hereafter;

and [yet], do not forget your share of the world. And do good as Allāh has done

good to you. And desire not corruption in the land. Indeed, Allāh does not like

corrupters.”

(Al-Quran, Surah Al-Qasas: Verse 77)

“I would rather have questions that can’t be answered than answers that can’t be

questioned.”

Dr. Richard P. Feynman
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1 Introduction

1.1 Motivation

By the early 1960s, the scientific community had managed to assemble a com-

prehensive understanding of airflow mechanics for speeds reaching approximately

Mach 3 [12]. This achievement was made possible through advancements in the-

oretical models and empirical data collection culminating in a groundbreaking

development—the North American X-15, one of the first hypersonic aircraft [13].

However, as the demand for even higher speeds burgeoned, significant design chal-

lenges began to emerge, primarily due to the lack of understanding of aerodynamic

challenges beyond Mach 3 [13]. It became increasingly evident that a pivotal re-

quirement in bridging this knowledge gap lay in the precise quantification of the

in-flow pressure field. This accurate pressure quantification is important for several

reasons:

1. Optimizing aerodynamic performance: This encompasses enhancing lift gen-

eration, diminishing drag forces, and augmenting maneuverability. Achieving

these goals was vital for the development of high-speed aircraft capable of

seamlessly traversing the upper reaches of the Earth’s atmosphere.

2. Ensuring structural integrity: This allows engineers to design aircraft that

could distribute the extreme loads experienced during high-speed flight across
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wings, fuselage, and control surfaces. This not only bolstered the durability

of these vehicles but also contributed to their safety.

3. Improving stability and control: By offering insight on the optimal position-

ing of control surfaces, which ensure maintaining aircraft control at super-

sonic and hypersonic velocities.

4. Enhancing fuel efficiency: Understanding turbulent combustion behavior at

highly compressible conditions, including understanding fluid/chemistry in-

teractions, will lead to improvements in engine performance of high-speed

aircraft.

5. Reducing noise and vibrations: By mitigating the adverse effects of acoustic

interference on both the aircraft, its occupants, and the surrounding envi-

ronment.

Air-breathing and rocket-powered high-speed aircraft exhibit either high-pressure

reacting flows or local pressure fluctuations due to compressibility effects. Un-

derstanding these effects can offer insights into the interplay between flow kinetic

energy and internal molecular energy. This improved understanding can lead to ad-

vances in high-speed propulsion system design and is crucial for the development of

efficient, durable, and robust high-speed aerospace systems such as rocket-powered

and scramjet engines.
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1.2 Quantifying pressure for high-speed flows: Traditional Techniques

1.2.1 Pitot Tubes

An early instrument employed for pressure measurement is the Pitot tube, invented

in the 18th century by Henri Pitot. Functioning on the principle of transforming

the kinetic energy of a gas, determined by fluid speed, into potential energy that is

subsequently quantified as pressure, Pitot tubes have played a pivotal role in fluid

dynamics. Nevertheless, these instruments necessitate meticulous calibration and

are vulnerable to inaccuracies due to fluctuations in fluid density affecting velocity

measurements, thereby impacting pressure readings. Additional limitations in-

clude the potential for altitude/temperature effects, blockage, contamination, and

icing. Notably, the tragic incident of the Air France Flight 447 underscores the

detrimental consequences of ice crystals obstructing the Pitot tubes.

Figure 1.1: Mirage III right-side profile displaying Pitot tube [1]
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1.2.2 Pressure Transducers

Another instrument employed in measuring pressure in high-speed flow applica-

tions are pressure transducers. An exemplar of such transducers is the piezoelectric

pressure transducer (illustrated in Fig. 1.2), which relies on the conversion of phys-

ical pressure into an electrical signal, that can be easily measured and analyzed.

The selection of an appropriate pressure transducer is indispensable in ensuring the

reliability and precision of data in scenarios involving high-speed flows. Nonethe-

less, the techniques employed for on-body pressure measurements encounter several

challenges. Notably, there are constraints related to low spatial resolution and lim-

ited coverage, impeding the ability to capture localized fluctuations in the pressure

field. Issues such as limitations in response time and dynamic range can introduce

inaccuracies, particularly when attempting to record rapidly changing pressure

conditions. Furthermore, some pressure transducers exhibit sensitivity to varia-

tions in temperature, necessitating continuous calibration. Failure to maintain or

account for temperature conditions can result in inaccuracies in pressure readings.

Moreover, the performance of these transducers may be compromised if they are

not compatible with all existing reactive species, many of which are challenging to

identify or quantify.
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Figure 1.2: Detail of transducer section in a high-pressure shock tube showing
PCB-113A23 piezoelectric pressure transducers [2]

1.3 Quantifying pressure for high-speed flows: Optical Techniques

Laser-based diagnostics have advanced significantly in the last few decades offering

the ability to analyze compressible flows in a far more robust and accurate manner

compared to conventional unreliable sensor-based methods without perturbing the

flowfield. Some of the techniques used for pressure measurement are incoherent,

path-averaged, time-averaged or indirect methods.
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1.3.1 Unsteady Pressure Sensitive Paint (uPSP)

More recently, unsteady Pressure Sensitive Paint (PSP) has been considered for

measuring pressures on surfaces, particularly within the context of NASA’s Artemis

Moon Landing program. The viability of this technique has been tested on NASA’s

Space Launch System rocket for the program [14]. The basic idea behind PSP is

to use a ceramic substrate coated by a luminescent layer of fluorescent molecules

embedded in an oxygen permeable binder as illustrated in Fig 1.3. Tracking the

changes in fluorescence intensity can be related to changes in the oxygen par-

tial pressure. Although, this technique has higher spatial resolution and coverage

compared to transducers and Pitot tubes, it suffers from low Signal-to-Noise Ra-

tio (SNR) due to interference from the paint, the UV excitation lamp and cam-

eras [14, 15].

Figure 1.3: Pressure Sensitive Paint (PSP) fundamental principle [3]
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1.3.2 Filtered Rayleigh scattering (FRS)

Filtered Rayleigh scattering (FRS) is a non-intrusive technique employed for mea-

suring pressure in fluid flows, as documented in [16], [4], and [17]. This method

relies on the scattering of light by gas molecules, primarily nitrogen, within the

flow. The intensity of the scattered light is linked to pressure, gas density, temper-

ature, and bulk velocity. Extracting the pressure field poses a challenge due to the

coupling of these quantities, necessitating the application of complex mathematical

theories and uncertainty analyses, as detailed in [4]. Moreover, FRS encounters

challenges related to changes in optical efficiency throughout the experiments and

suffers from a low signal-to-noise ratio (SNR) due to external noises and ambient

light interfering with the weak FRS signal. Notably, this technique exhibits a low

dynamic range, limiting its efficacy in detecting high-pressure gradients.
U Doll et al

4

small amount of laser light onto a rotating diffusion disc. The 
homogeneous and structureless light distribution behind the 
disc is collected by a lens and focused onto a photodiode.

The laser beam is formed into a light sheet using an optical 
scanner arrangement specifically designed for long camera 
exposures [18]. The scattered radiation is either collected by 
one first lens or by a multiple-branch wound image bundle 
[19]. Each branch has an active area of 6 5×  mm2 con-
taining 600 500×  fiber elements, which can be equipped with 
standard C-mount lenses. A calibration image of the wound 
image bundle is depicted in figure  2 right. The image is 
divided into four quadrants, each containing the field of view 
of a single observer position. As indicated by the transparent 
box, only quadrants 1, 3 and 4 were used in the experiments. 
Observer positions were calibrated using the methods given 
in [20]. Collected radiation next enters the transfer optics, 
which is composed of two additional lenses in retro position. 
In between, a molecular iodine filter cell as well as a bandpass 
filter (FWHM 1 nm) are placed. Light exiting the filter array is 
accumulated by an Hamamatsu C9100-13 EM-CCD camera.

The jet flow experiment is based on a subcritical nozzle 
with an exit diameter of 10 mm and a contraction ratio of 6. To 
reduce inlet fluctuations, compressed air is led through a set-
tling chamber and an array of honeycombs before expansion. 
Operating conditions are set by measuring total pressure ptot 
and temperature Ttot inside the settling chamber. With ambient 
pressure p0 known, the main velocity component vpot as well 
as the temperature Tpot inside the jet’s potential core can be 
calculated from isentropic relations. Conditions can be regu-
lated by varying the compressor’s engine speed.

4.  Uncertainty analysis

4.1.  Random contributions

The standard Monte-Carlo approach for non-linear mea-
surement models is given by the guide to the expression of 

uncertainty in measurement (GUM) [21]. The uncertainty 
analysis is formulated by defining the model’s output quanti
ties p T, ,j ( )ˆψ ν≡ ∆ , which rely on a certain number of input 
quantities U P N, , ,i k k k k0, dio, las, phot,( )ˆξ ν≡ . Besides the laser’s 
output frequency k0,ν , the laser power measured by the photo-
diode U kdio,  as well as random variations of the laser’s output 
power P klas,  contribute to the uncertainty. As dark current 
and read-out noise are negligible for the used camera type 
and settings, shot noise N kphot,  is the detector’s only model 
input. Finally, probability density functions (PDFs) based 
on technical specifications or measured data are assigned to 
each input quantity and propagated through the measurement 
model, which results in PDFs of all output quantities. In the 
following analysis, all input quantities will be assumed nor-
mally distributed.

A second Monte-Carlo approach to assess random uncer-
tainties of FSM–FRS measurement results was already intro-
duced in [9]. The least-squares residuals from the data fitting 
procedure can be used to assign normally distributed noise to 
artificial datasets. From these, probability distributions of the 
measured quantities pressure, temperature and Doppler shift 
can then be derived. This method will be referred to as least-
squares residual approach.

Both approaches are formulated for a typical FSM–FRS 
dataset. With p 10000 =  hPa, T 3000 =  K and 1000ν∆ =  MHz  
being a relevant condition for the jet experiment, artificial 
intensity spectra are generated. The camera exposure time is 
assumed 5 s for each scanning frequency. With a step-size of 
0.002 cm−1 between two consecutive frequencies, this results 
in 30 intensity values. The actual dataset is assumed to be 
averaged from three successive runs, the scattering angle Θ 
is set to 90°.

Following the GUM procedure, respective average values 

îξ  as well as standard deviations 
î
σξ  are given in table  1. 

The least-squares residual approach is founded on a typical 
average residual of 0.6% of the mean intensity calculated over 
all scanning frequencies. This value is used to add normally 
distributed noise to the artificial dataset.

Random uncertainties for both model equations  (3) and 
(4) represented by the output quantities’ standard deviations 

ĵ
σψ  for the GUM method and , jres ˆσ ψ  for the least-squares 

Table 1.  Input quantities ˆξi  and output quantities ˆψ j of the 
measurement model. ˆσψ j

 and ˆσ ψ, jres  are standard deviations derived 
from GUM and least-squares residual approaches respectively.

ˆξi ˆξi ˆσξi

ν k0, 0.326–0.346 ⋅ −1.5 10 5

+…18 788  (cm−1) 0.424–0.458
U kdio,  (V) 2.5 ⋅ −3.8 10 3

P klas,  (W) 5 ⋅ −2.9 10 2

N kphot, ⋅1.1 105 330–480

( −e /Pix) − ⋅2.3 105

Equation (3) Equation (4)

ˆψ j ˆσψ j ˆσ ψ, jres ˆσψ j ˆσ ψ, jres

p (hPa) 1.6 1.5 43.3 40.5
T (K) 0.9 1.0 1.3 1.0
ν∆  (MHz) 1.6 1.3 1.7 1.6

laser

camera

iodine cell

xz

y

io

nozzle

l
o

grid

Figure 3.  Scattering geometry of the jet experiment; a grid is 
introduced into the light sheet’s path to allow for correction of 
laser-induced background.

Meas. Sci. Technol. 27 (2016) 125204

Figure 1.4: FRS geometry for a gas jet
experiment implemented by Doll et. al [4]
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1.3.3 Laser-induced Fluorescence (LIF)

Other noteworthy optical pressure measurement techniques include planar laser-

induced fluorescence (PLIF) and OH laser-induced fluorescence (OH-LIF) [5]. Chang

et. al demonstrated simultaneous, single-point LIF measurements of velocity, tem-

perature, and pressure using the fluorescence spectra of OH in a supersonic ax-

isymmetric free jet, produced by the exhausted products from a high-pressure, sto-

ichiometric CH4-air combustion chamber as illustrated in the experimental setup

in Fig. 1.5. Specifically, pressure is inferred from the collisional broadening ob-

served in the OH spectra. In this instance, the measurement suffered from low

pressure sensitivity as Doppler broadening dominated collisional broadening by a

factor of 3 to 7 [5] even though pressures measured are between 0.5 and 1.5 atm.

706 OPTICS LETTERS / Vol. 15, No. 12 / June 15,1990

Simultaneous measurements of velocity, temperature, and
pressure using rapid cw wavelength-modulation laser-induced

fluorescence of OH

A. Y. Chang, B. E. Battles, and R. K. Hanson

High Temperature Gasdynamics Laboratory, Department of Mechanical Engineering, Stanford University, Stanford, California 94305

Received December 11, 1989; accepted March 26, 1990

The beam from a rapid-tuning single-frequency laser was used to probe the R1 (7) and R1(11) A 2Z+ X 21I (0, 0)
line pair of OH at a 450 incident angle in a combustion-driven, supersonic free jet. Absorption line shapes were
recorded in spatially resolved, single-point fluorescence. The Doppler shift, intensity ratio, and collisional broad-
ening of the measured line pair were used to determine velocity, temperature, and pressure. The repetition rate of
the measurement was 3 kHz.

In high-speed flows, laser-induced fluorescence (LIF)
of Doppler-shifted transitions is an attractive tech-
nique for velocity measurement. LIF velocimetry has
been applied to combined single-point measurements
of velocity, temperature, and pressure' and to two-
dimensional imaging of velocity and pressure.2 Prior
to recent research using NO,3 LIF velocimetry in com-
bustion-related flows relied largely on the use of seed
molecules. In this Letter we report simultaneous, sin-
gle-point LIF measurements of velocity, temperature,
and pressure using the naturally occurring combustion
species OH.

This experiment is an extension of earlier research
in which a modified ring dye laser was used to make
time-resolved temperature measurements behind re-
flected shock waves by using OH absorption4 and in
postflame gases by using OH LIF.5 A pair of fused-
silica rhombs mounted on a single galvanometer in an
intracavity-doubled Spectra-Physics 380 ring laser
permit the UV output to be swept continuously over a
few wave numbers at an effective frequency of 3 kHz.6
The laser is tuned to scan the OH R1(7) and R1(11)
A 22:+ - X 2fI (0, 0) line pair at 32 625 cm-', and the
excitation line shape is recorded in fluorescence. The
component of velocity along the beam is obtained from
the Doppler shift measured relative to the unshifted
lines in a stationary OH source. The temperature is
determined from the intensity ratio of the R1(7) and
R1(11) lines, and pressure is inferred from the colli-
sional broadening.

Measurements were performed in a supersonic (un-
derexpanded), axisymmetric free jet, created by ex-
hausting the products from a high-pressure, stoichio-
metric CH4 -air combustion chamber through a 1.6-
mm-diameter nozzle into ambient air. After
accounting for frictional losses in the nozzle, the jet
stagnation pressure was estimated to be 4 atm. The
gas leaves the nozzle at Mach 1 and 2.2 atm and con-
tinues to expand isentropically to a pressure less than
ambient; an oblique shock then returns the gas to
above ambient pressure. The process is repeated
(with decreasing amplitude), resulting in a steady, dia-
mond shock pattern.2

,
7 Qualitatively, the variations

in temperature follow those of pressure and are out of
phase with those of velocity and Mach number. OH is
created as a combustion product and is kinetically
frozen during the expansion process to a superequili-
brium level of approximately 0.1%.

Figure 1 shows the experimental arrangement. The
laser provided approximately 15 mW of UV power, of
which approximately half reached the jet. The un-
doubled output of the laser was passed through a
fixed, 2.00-GHz visible 6talon to provide a frequency
marker as the laser was scanned in wavelength. The
UV output was focused to less than 0.3 mm in diame-
ter in the jet at an incident angle of 450 relative to the
flow. Broadband fluorescence was collected orthogo-
nal to the jet and the beam and was directed through a
Schott UG-5 filter onto a photomultipler tube (PMT).
A drilled aperture in front of the PMT defined a spa-
tial resolution of 0.33 mm. A portion of the main
beam was extracted before it entered the jet and was
directed onto a detector (Det. A) to provide a laser
intensity reference signal (Io). A second beam was

to Ref. and
Storage Scopes

Det B

Fig. 1. Experimental setup. A's, apertures; F's, filters.
The solid lines denote the beam paths. Vis, visible.

0146-9592/90/120706-03$2.00/0 © 1990 Optical Society of America

Figure 1.5: Experimental setup for supersonic jet presented by Chang et. al [5]
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In general, these fluorescence techniques are incoherent and face challenges

related to the limited fluorescence lifetime, low SNR, and interference scattering

from the walls of the test section and entrained particulates such as dust, dirt, and

condensed ice crystals. These factors substantially diminish the strength of the

fluorescence signal.

1.3.4 Interferometry

Mach-Zehnder [6] and Fabry-Perot interferometry [18] have been previously applied

for pressure measurement by analyzing the interference pattern created after light

passes through an interferometer. Li et al. used a micro-channel based twin-core

fiber (TCF) in-line Mach-Zehnder interferometer (MZI) for detecting gas pressure

in a cell ranging from 0.2 to 2 MPa.

achieved because of the phase difference between the two output beams. The output intensity 
of TCF-based MZI can be expressed as, 

 1 2 1 2 0

2
2 cos( ),out out out out

L n
I I I I I

π ϕ
λ

Δ= + + +  (1) 

where λ is the light wavelength, L is the length of the micro-channel, Δn = ncore-nchannel is the 
effective RI difference between the two interference arms, where ncore and nchannel are the 
effective RI of the core mode and the channel mode, and φ0 is the initial phase of the 
interference. According to Eq. (1), the interference signal reaches the minimum value when 
the following condition is satisfied, 

 0

2
(2m+1) ,

m

L nπ ϕ π
λ

Δ + =  (2) 

where m is an integer, λm is the wavelength of the mth order interference dip. 

 

Fig. 1. Schematic diagram of the TCF based MZI. 

The fabrication process of the proposed TCF-based MZI involves of two steps. The first 
step: one end of the TCF was spliced with an SMF (Corning, SMF-28) with the core/cladding 
diameters of 8/125 μm by using a commercial fusion splicer (Fujikura FSM-60s). The cross-
sectional morphology of the TCF that is supplied by Xiamen University is shown in Fig. 2(c), 
where the cladding diameter is 125 μm and the major/mirror axes of the two elliptical cores 
are measured to be ~10.9 and ~6.5μm, respectively. The splicing process is demonstrated in 
Fig. 2, where a red laser beam was launched into the SMF1 and the light intensity of the two 
TCF cores was observed by using an optical microscope. The offset distance between the 
SMF and the TCF was carefully adjusted to let the light intensity in the two cores become 
roughly equal. Figures 2(a) and 2(b) shows the unequal and equal splitting ratios when 
different offsets are employed. In the experiment the TCF with a length of ~200μm was used 
and the other end of TCF was spliced with another SMF with an optimized offset value to 
obtain the maximum intensity output. Splicing errors, i.e. fiber offset distance in splicing, will 
result in the decay of the fringe visibility that is harmful to sensing applications and a very 
short piece of TCF (~200μm) was employed in this MZI to avoid the light coupling between 
the two cores and decrease the total insertion loss of this device. 

 

Fig. 2. Schematic diagram of the splicing process assisted with a red beam irradiation, (a) 
before fusion splicing; (b) adjusting X and Y motors to make the light intensity of the two 
cores become equal with each other; (c) microscope image of the cross section of TCF; and (d) 
microscope image of the spliced joint. 

#229143 - $15.00 USD Received 9 Dec 2014; revised 4 Feb 2015; accepted 19 Feb 2015; published 3 Mar 2015 
© 2015 OSA 9 Mar 2015 | Vol. 23, No. 5 | DOI:10.1364/OE.23.006673 | OPTICS EXPRESS 6675 

Figure 1.6: Schematic of the TCF based MZI used in the experimental setup
presented by Li et al. [6]

Nevertheless, these methods are renowned for requiring costly equipment, in-

tricate implementation, and precise calibration. The accuracy of interferometric

measurements is highly influenced by the quality of optical surfaces and the re-

flectivity of materials, and the quality of the machining of the interferometer (i.e.
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fs laser micro-machining) thereby introducing additional layers of complexity and

making them too expensive to apply for practical applications.

1.3.5 Tunable Diode Laser-Absorption Spectroscopy (TDLAS)

Tunable diode laser-absorption spectroscopy (TDLAS) [7] is utilized for pressure

quantification, with varying methodologies. One such application by Jousten et

al. involves correlating the absorption of light at the R(12) transition of CO2 (at

4987.3 cm−1) with gas partial pressures within a vacuum.

 

 

 

 

 

 

( ){ } ,  exp)()( 0 LnSII c ⋅⋅−Φ⋅−= νννν  (1) 

where I (ν) is the transmitted intensity at wave-number ν, I0 (ν) is the incident intensity entering the 

absorbing media, n is the number density of the same, L is the path length through the absorbing 

media, and ( )cS νν −Φ  is the absorption coefficient of the absorbing media at wave number ν for the 

absorption line centered at νc with S as the line intensity at 296 K and ( )cνν −Φ  the form function. 

Rearrangement of (1) using the ideal gas law and the fact that Φ is normalized to 1 over the full 

wave-number range leads to the absorbance curve area Aline.   
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The line intensity S and partial pressure p are  
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respectively. It was necessary to determine the line intensity S in our laboratory before being able 

to determine accurate partial pressures, since the uncertainties of S, if given in the literature [4], were 

too high for our purposes. 

It is customary [5] to average the different values of S from the individual measurements. Having 

the possibility to vary both p and L in our apparatus we could obtain a straight Aline vs. [p·L·{k·T}
-1

] 

line, which slope is equal to the line intensity S.  Systematic errors may be detected as an intercept. 

Instead of a simple linear regression analysis we applied a functional-structural linear analysis that 

delivers parameters which can be consistently interpreted as physical quantities [6]. 

 

Figure 1. Experimental set up of the tunable diode laser absorption spectrometer for partial pressure 

measurement. From [9] © 2007 IEEE. 

3.  Experimental 
Figure 1 shows the experimental set-up, which is described in detail elsewhere [7].  As light source we 

used a DFB laser diode emitting around 4987 cm
-1

.  The laser beam was split into three channels.  The 

first served as detector channel after focussing the beam into the UHV Herriott cell, the second to 

detect the power fluctuations of the laser diode (reference channel), the third to measure the wave 

number sweep of the laser diode by a free space etalon (wave number or frequency marker channel). 

Changing the mirror positions of a multi-reflection Herriott cell [8] the number of reflections can 

be chosen. The determination of the total path length L (7 m to 16 m) was accomplished with an 

uncertainty as low as 0.04% for the configurations realized. The accuracy of the determination of the 

IVC-17/ICSS-13 and ICN+T2007 IOP Publishing
Journal of Physics: Conference Series 100 (2008) 092005 doi:10.1088/1742-6596/100/9/092005

2

Figure 1.7: Experimental set up of the TDLAS presented by Jousten et al. [7]

However, TDLAS pressure measurements are susceptible to inaccuracies due to

temperature changes. This sensitivity arises from the impact of temperature vari-

ations on absorbance spectra. Compensating for temperature effects is challenging

as pressure, temperature, and collisional effects can broaden the absorption lines

of gases, complicating spectral interpretation and introducing uncertainties. Addi-

tionally, measurement accuracy relies heavily on the selection of the absorption line

and the overall experimental setup. Factors such as the precision of the spectral

database and calibration further influence the accuracy of TDLAS measurements.
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Finally TDLAS is a line-of-sight technique, making it unsuitable for studying local

fluctuations of pressure.

1.4 Using Coherent anti-Stokes Raman Scattering (CARS)

for Quantifying Pressure in high-speed flow

Coherent anti-Stokes Raman scattering (CARS) spectroscopy is a powerful tech-

nique used extensively for quantifying temperature and species concentration in

gas-phase reacting systems [19] [20] [21]. CARS leverages the Raman effect, where

three incident electric fields interact with an ensemble of molecules, resulting in

inelastic light scattering at a frequency shift that corresponds to the difference

in rotational and vibrational levels of the molecules. In CARS, two synchronized

coherent laser beams are typically used for generating a Raman coherence, and a

third beam is used to probe the coherence to create a coherent signal beam that

contains thermodynamic information on temperature, species and pressure per-

taining to the molecular sample. This synchronization enhances sensitivity, mak-

ing CARS suitable for detecting weak Raman signals at even low gas densities.

By varying the beam wavelengths and analyzing the unique spectra of chemical

mixtures, CARS can identify molecules and sample their population distribution

across internal energy levels.
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1.4.1 Frequency Domain CARS

the population distribution ~i.e., envelope! of the ro-
tational levels is described by the Boltzmann rela-
tion:

Nj

N
5

gj exp~2εjykT!

(
j

gj exp~2εjykT!
, (1)

where Nj, gj, and εj are the number density, degen-
eracy, and energy of rotational transition j, respec-
tively; N is the total number density; k is Boltzmann’s
constant; and T is the temperature. Clearly, tem-
perature plays an explicit role in the determination of
the relative population of the rotational lines. Fur-
thermore, the ability to accurately predict this behav-
ior makes the CARS process an exceptional
thermometry technique.

The theoretical CARS spectrum in Fig. 2~b!, cre-
ated at P 5 0.10 atm, is markedly different from the
spectrum in Fig. 2~a!, even though both spectra were
created at T 5 295 K. Obviously, pressure plays an
integral role in defining the shape of these CARS
spectra. More specifically, Doppler broadening and
collisional ~pressure! broadening are the two compet-
ing mechanisms that alter the linewidths of the ro-
tational transitions between 0.10 and 0.97 atm.
Through the Doppler effect, the frequency shift in-
duced by the velocity distribution of the radiating
molecules broadens the linewidth of the rotational
transitions. Collisional broadening occurs when a

molecule that is absorbing or emitting radiation col-
lides with another molecule, changing the phase and
lifetime of the radiating dipole’s rotation or vibration.
At low pressures ~below approximately 0.1 atm!,
Doppler broadening is the dominant broadening
mechanism. However, for pressures greater than
0.1 atm, the rotational transitions become susceptible
to collisional-broadening linewidth effects.

Figure 2~c! displays a theoretical CARS spectrum
created at P 5 0.97 atm and T 5 90 K. Compared
with Fig. 2~a!, the lower rotational transitions are
heavily populated in Fig. 2~c!, forming a single peak
centered between the Q~2! and Q~4! peaks. The
Boltzmann relation @Eq. ~1!# describes this
temperature-induced population shift. Collisional
broadening has eliminated the individual rotational
line structure, leaving only small notches where the
Q~6!, Q~8!, and Q~10! lines had once been. More
importantly, in Fig. 2~c!, the maximum ~CARS Inten-
sity!1y2 value is approximately an order-of-magnitude
larger than in Fig. 2~a!. This result follows from the
fact that the ~CARS Intensity!1y2 magnitude is pro-
portional to the molecular number density N at these
thermodynamic conditions.24 The individual rota-
tional lines reappear in Fig. 2~d! at P 5 0.10 atm and
T 5 90 K where collisional broadening is much less
dominant than in Fig. 2~c!. Even though the Q~2!,
Q~4!, Q~6!, Q~8!, and Q~10! rotational lines are
readily evident in Fig. 2~d!, the envelope that is

Fig. 2. CARSFIT spectra ~probe linewidth: G 5 0.1 cm21! for conditions ~a! P 5 0.97 atm, T 5 295 K; ~b! P 5 0.1 atm, T 5 295 K; ~c! P 5
0.97 atm, T 5 90 K; and ~d! P 5 0.1 atm, T 5 90 K.

6246 APPLIED OPTICS y Vol. 39, No. 33 y 20 November 2000

Figure 1.8: CARSFIT spectra presented by Woodmansee et. al
at p = 0.97 atm (a) and p = 0.1 atm (b) [8]

Detecting pressure changes has been demonstrated using dual-pump nanosecond

CARS: in a small-scale pressure cell [22], a heated pressure vessel [23] and in an

underexpanded sonic jet flow [8]. The earliest frequency domain pressure mea-

surement by Woodmansee et. al relies on tracking the effect of pressure on the

rotational linewidths of N2. This technique has shown good agreement with trans-

ducers for pressures above 0.1 and up to 5.0 atm. However, this technique displays

a lack of sensitivity to pressure under 0.1 atm because the thermal Doppler broad-

ening effects dominate over the collisional pressure broadening effects.

1.4.2 Time Domain Hybrid fs/ps CARS

Lately, hybrid femtosecond-picosecond CARS rose to the forefront of quantitative

combustion diagnostics due to its capability of accurately quantifying temperature
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by suppressing non-resonant background signal [24] and achieving greater spatio-

temporal precision when compared with the aforementioned techniques [25–27].

Using this technique at the kHz-rate measurements offers enhanced temporal res-

olution allowing for an instantaneous precise capture of highly dynamic reacting

flows.

1.4.2.1 Hybrid fs/ps Rotational CARS for Pressure Detection

Using broadband excitation at appropriate probe delays. Fs/ps pure-rotational

CARS can be used to accurately quantify pressure using collisional dephasing (τJ)

of rotational Raman transitions [9]. This technique is sensitive to low-to-moderate

pressures in the range of several torr to a few atmospheres typical for plasma

diagnostics or supersonic ground-test facilities. Kearney and Danehy [9] applied

this technique in a room-temperature gas cell for pressures ranging from 0.4 to 3

atm and probe delays ranging from 16 to 298 ps as illustrated in Fig. 1.9.

3.0 atm, and the delay, τ, between the ps probe and fs pump
and Stokes pulses adjusted by a mechanical stage. The accuracy
of the gas cell Baratron capacitive-pressure transducer was 0.2%
of full scale, or 0.02 atm.

Pressure sensitivity of the fs/ps pure-rotational CARS signal
arises from collisional dephasing of the Raman coherence that
is prepared by the femtosecond pump and Stokes pulses. The
coherence is additionally temperature sensitive, and can be
modeled in the time domain as

χ�t�∼P∕kT
X

ΔJ��2

γ2bJF J�NJ 0 −NJ�exp��iωJ −PΓJ�t�; (1)

where the factor P∕kT is the total number density, T is the
temperature, and k is the Boltzmann constant. The sum in
Eq. (1) is taken over all allowed pure-rotational transitions with
a change in quantum number from initial J to final J 0 � J � 2
states; γ2 is the anisotropy of the mean polarizability tensor; bJ
and FJ are the Placzek–Teller and Herman–Wallis line
strength factors, respectively [14]; the NJ are the temperature-
dependent rotational Boltzmann populations; and ωJ are the
Raman frequencies. The CARS frequency spectrum is given
by the Fourier components of the product of χ and the probe
pulse electric-field amplitude, Epr, which was measured by
cross-correlation of the probe with a fs-duration nonresonant
CARS polarization in argon:

S�ω; τ� �
����
Z

χ�t�Epr�t − τ� exp�−iωt�dt
����
2

: (2)

The impact of collisions (pressure) is captured through the
temperature-sensitive Raman linewidths, ΓJ in s−1∕atm
(HWHM), which are taken from direct time-domain measure-
ments by Kliewer et al. [8]. For N2-N2 self-broadening colli-
sions, the ΓJ exhibit a monotonic decrease with J , reflecting an
increase in the J-dependent coherence lifetime of the Raman
transitions, given by δτJ � �2PΓJ�−1. For probe pulse delays
τ < δτJ , where δτJ represents a suitable average over thermally
populated J levels, gas-phase collisions have little impact on the
shape of the CARS spectrum, provided that the probe pulse
duration is short, Δtprobe < δτJ [15]. Temperature can then
be measured independently of pressure by fitting Eqs. (1)
and (2) to spectra obtained at small probe delays and neglecting
the ΓJ term in Eq. (1). Pressure is subsequently obtained from
CARS spectra acquired at large delays, τ > δτJ , where the varia-
tion in δτJ across the spectrum biases the peak intensities to-
ward higher energy, longer lived rotational levels, resulting in
“hotter” looking spectra [16]. These collision-sensitive spectra
are fit for pressure with the temperature fixed at the collision-
free value when computing the NJ and ΓJ in Eq. (1).

Sensitivity to pressure is optimized by increasing τ relative
to δτJ . However, a tradeoff exists between pressure sensitivity
and signal strength because the CARS signal decays exponen-
tially with τ, as seen in Fig. 1, where calculated CARS signal
yields based upon Eqs. (1) and (2) are shown. For example, at
P � 3 atm, CARS spectra obtained with τ � 200 ps, or
τ∕δτJ∼5.2, are highly pressure sensitive, but with a decrease in
signal of over three orders of magnitude relative to collision-free
values at small delays. The requirements of short probe-pulse
duration, Δtprobe < δτJ , for collision-free thermometry at short
delay, combined with sufficient signal strength for pressure

monitoring at long delay, make the sub-10-ps, high-energy
SHBC probe source used here [14] optimal for this pressure
measurement scheme.

Representative single-laser-shot spectra are shown alongside
the associated best-fit results for three probe delays and three
pressures in Fig. 2. The spectra in the left-most column were
obtained at τ � 16 ps for P � 0.41, 1.41, and 3.03 atm, and
are largely unimpacted by collisions. Pressure sensitivity is illus-
trated in the middle and right-most columns of Fig. 2 at probe
delays of τ � 150 and 251 ps, respectively. As the delay and
pressure are increased, J-dependent collisional dephasing has
greater impact, and there is a noticeable shift toward high
frequencies in the intensity envelope formed by the Raman
lines, which is well-fit for pressure.

At each gas-cell pressure, ensembles of 2000 single-laser-
shot CARS spectra were recorded for pressure measurements at
five “long” probe delays ranging from τ � 100–298 ps, along
with an additional 2000-shot ensemble at τ � 16 ps to obtain
a representative single-shot temperature record at each pressure.
The temperatures used for analysis of the long-delay spectra for
pressure were obtained by sampling the single-shot temperature
histograms. In this manner, the uncertainty in the single-shot
temperatures is reflected in the pressure measurements. Mean
values of single-shot temperature measurements were T �
295.0 to 298.3 K, with a precision of σT ∕T � 0.7%–1.4%
across the range of pressures investigated, with the exception
of P � 1.07 atm, where T � 310.3 K, a 6% error that is
likely a result of time-dependent shifts in the Raman prepara-
tion spectrum, which were monitored via nonresonant CARS
spectra in argon at each pressure, but could potentially drift
during data acquisition.

The mean pressure for each 2000 single-shot data ensemble
is compared to gas-cell transducer values in Fig. 3(a). Pressure
measurement accuracy is dependent on probe delay because
the pressure sensitivity of the Raman spectra increases continu-
ally with time. At τ � 100 ps, the worst-case accuracy occurs,
with the CARS pressures biased 15%–20% lower than trans-
ducer values. This low-temperature bias is a result of the cou-
pling of the pressure to the above-mentioned temperature
measurements, which are slightly higher than the known room
temperature of 294 K on average. Higher temperatures result in
systematically lower pressures when the probe delay is short.
This bias lessens as the delay is increased and the structure
of the CARS spectrum becomes significantly more sensitive
to pressure. For our worst-case scenario at P � 1.07 atm,
T � 310.3 K, resulting in a 20% error in the pressure at
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Fig. 1. Calculated decay of the spectrally integrated fs/ps rotational
CARS signal as the delay, τ, of the 5-ps probe pulse is varied.
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Figure 1.9: Calculated decay of the spectrally integrated fs/ps rotational CARS
signal by Kearney and Danehy [9]
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Additionally, Dedic et. al [10] presented a demonstration of pressure measure-

ments using hybrid fs/ps rotational CARS in the range of 40–100 Torr for three

supersonic flow facilities. Fig. 1.10 shows pressure sensitivity at three late probe

delays of (a) 490 ps, (b) 980 ps, and (c) 1470 ps.

for all CARS measurements to ensure that no shock waves would occur before the CARS measurement volume.

B. CARS Modeling Results
Simulated results for N2 and air at the exit of three different supersonic nozzles are shown in Fig. 8, with the

corresponding static temperatures and pressures listed in Table 1. Spectra simulated at the early probe delay of 10 ps
are shown as a red solid line, and the black dashed line shows the late probe delay fixed at 1000 ps for all three flow
conditions. The response to a 15% change in static pressure is shown in Fig. 9 for N2 at 120 K (M = 2.7) for a probe
delay of (a) 490 ps, (b) 980 ps, and (c) 1470 ps. These three delays correspond to 1, 2, and 3 times the characteristic time
scale, as defined in Eq. 4. The modeled signal becomes more responsive to a 15% change in pressure at the later probe
delays, signaling an expected improvement in measurement precision as probe delay in increased. Although the expected
pressure sensitivity will increase with probe delay, the overall signal intensity will also decay. Therefore, an optimum
probe delay should be chosen as a balance between increasing pressure sensitivity and decreasing measurement noise.

Fig. 8 Normalized CARS spectra modeled for three facility nozzles, with temperature and pressure conditions
shown in Table 1. Panels (a)-(c) show N2, and panels (d)-(f) air.

Fig. 9 Simulated CARS spectra for the Mach 2.7 nozzle at 90 torr (black solid line) and 76 torr (green dashed
line), a 15% change in pressure. The characteristic time scale for these conditions is 490 ps, and the three panels
show the impact of a 15% change in pressure at probe delays equal to (a) τchar ., (b) 2τchar ., and (c) 3τchar ..
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Figure 1.10: Simulated CARS spectra for a Mach 2.7 nozzle at 90 torr (black
solid line) and 76 torr (green dashed line) by Dedic et. al [10]

Due to the high electric field strengths available with fs laser excitation, this

method may also be applied to measure pressure and temperature profiles along

a 1D 5-mm long domain, as was demonstrated in a non-reacting underexpanded

sonic jet. Those measurements where conducted in the steady barrel-shock region,

upstream of the Mach disk [28]. Fig. 1.11 shows a sample single-shot CARS fits

within the jet implemented by Retter and coworkers. The temperature profile was

measured at τ = 0 ps and pressure at τ = 200, 400, 600 and 1000 ps (right) in five

axial locations at 2.97, 6.04, 7.9, 11.5, and 13.4 mm are included.
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intensity toward high-energy rotational transitions relative to
τ1 = 0. Just upstream of the shock, the shift in CARS intensity
is much less pronounced at τ2 = 200 ps, and only very subtle at
τ2 = 400 ps, as this region is characterized by low pressure.

For τ2 = 200 and 400 ps, the finite dynamic range of these
CARS measurements can be observed. Near the jet exit at
τ2 = 400 ps, high pressures result in short Raman lifetimes
through the exp(−P0t) term in Eq. (2), and the signal has
decayed below detection limits. Further downstream, dynamic
range concerns are expressed across the Mach disk as a result of
the rapid density increase across the normal shock. Trade-offs
exist in selection of τ2, where sensitivity to pressure (high τ2)
competes with signal level (low τ2) and a balance of dynamic
range to effectively image across the shock front. Good quality
signal-to-noise data upstream of the shock can result in detector
saturation on the downstream side for low τ2, while a higher
value of τ2 more comparable to the Raman lifetime upstream of
the shock may result in no signal at all downstream. Judicious
selection of neutral density filters in the detection channel and
τ2 delay can permit pressure imaging across the shock front.
For the τ2 = 400 ps image across the shock in Fig. 4(d), the
signal upstream of the shock is optimized with a higher-neutral-
density filter at the expense of the signal downstream. For each
ROI, CARS images were recorded at multiple τ2 probe delays
to optimize the results in different regions of the jet (e.g., longer
probe delays for lower pressure and shorter delays for high
pressure).

4. RESULTS AND DISCUSSION

A. Single-Laser-Shot Spectra

As an illustration of single-laser-shot data quality and the ability
of the spectroscopic model to fit measured spectra at a variety of
temperature/pressure conditions in air, single-laser-shot spectral
fits at various axial locations in the jet are shown in Fig. 5 for
both τ1 and τ2 channels. The τ1 = 0 ps spectra, featured on the
left side, are only nominally impacted by collisional dephas-
ing. However, for the 60-ps FWHM probe pulse used in this
work, a collision-free approximation is strictly valid only in the
region upstream of the Mach disk, where the lowest pressures
are experienced and Raman lifetimes are maximized. The best
fit temperature after the third fitting iteration (i.e., T3) is shown
beside each spectrum on the left-hand side of the figure, display-
ing a range from 198 K at y = 2.97 mm from the nozzle exit
down to 83 K at y = 11.5 mm, just upstream of the Mach disk.
A shock-heated spectrum results in T = 277 K downstream of
the normal shock.

The co-located single-shot spectra from the τ2 channel are
shown on the right-hand side of Fig. 5, along with the best-fit
pressure after three iterations, P3, the τ2 delay in ps, and the
Raman lifetime, τR , as per Eq. (4). For each location shown, dif-
ferent combinations of neutral density filters and τ2 probe delay
were required to optimize the signal-to-noise of the spectra for
the local jet conditions. At y = 2.97 mm, near the nozzle exit,
the measured pressure was P = 2.05 atm, with τ2 = 200 ps.
Sufficient sensitivity to pressure is achieved at this τ2 delay,
where τ2/τR ∼ 5.3. The difference between the τ1 and τ2

spectra at y = 2.97 mm is readily discernable upon inspection,
with the spectral intensity envelope shifting toward higher

Fig. 5. Representative single-shot fits throughout the jet for both
the temperature channel (left, τ = 0 ps) and pressure channel (right, τ
marked for each spectrum). Axial locations of the spectra proceeding
downstream as marked in the figure are y= 2.97, 6.04, 7.9, 11.5, and
13.4 mm. Rotational transitions of O2 (N ) and N2 (J ) are marked for
the temperature and pressure spectra, respectively. Raman lifetimes
from Eq. (4) are listed with each pressure spectrum for J = 6 at the fit-
ted temperature listed, using the low-temperature S-branch linewidths
from [38].

wavenumbers, and the most intense N2 line changing from
J = 6 at τ2 = 0 ps to J = 12 at τ2 = 200 ps.

Further downstream, the pressure drops rapidly, with a com-
mensurate increase in Raman lifetime, requiring increased
probe pulse delays to maintain pressure sensitivity; τ2

increases to 400 ps (τ2/τR ∼ 4.08) at y ∼ 6 mm to as high
as τ2 = 1000 ps (τ2/τR ∼ 1.7) just upstream of the Mach disk
at y ∼ 11.5 mm. Visual inspection of the difference between
τ1- and τ2-channel spectra still reveals noticeable pressure-
dependent changes. In air, the pressure dependence results from
two factors: (1) the above-described time-dependent shift in
spectral intensity toward high wavenumbers, and (2) a strong
time dependence of the O2 line intensities resulting from triplet-
state beating effects [32,33,55], as per the N- and J-dependent
ξ facror in Eq. (3). This effect adds pressure sensitivity in air that
is not present when N2 is the test gas.

B. Effect of Raman Linewidths on CARS Pressure
Measurements

To illustrate the importance of the linewidth selection to our
CARS model, we compare S-branch N2−N2 linewidths
derived from our time-domain CARS measurements at tem-
perature and pressure conditions present in the underexpanded
jet flow [38] to those obtained using the Q-branch predicted

Figure 1.11: Sample Single-Shot CARS Fits within a Supersonic-Coaxial Jet.
Temperature Measured (left) and pressure Measured (right)

However, the hybrid time–frequency domain rotational fs/ps CARS technique

presents several challenges such as the long dephasing time, low signal, lack of

sensitivity for species with low dipole moment (i.e. CO2) and large uncertainties

at low pressures [28]. Furthermore, it is not yet demonstrated for reacting flows

where uncertainty in collisional partners introduces considerable uncertainty in

pressure measurements.

1.4.2.2 Hybrid fs/ps Vibrational CARS for Pressure Detection

In this work, Q-branch CARS (VACARS) is investigated as an alternative to over-

come challenges in using S-branch CARS (RCARS). This is because S-branch



16

CARS does not exist for some combustion species and often suffers from low in-

tensity. In contrast, Q-branch CARS is more intense (orders of magnitude higher)

and can be used by leveraging the relative decay of overlapping transitions of

spectrally isolated species. VCARS exhibits larger changes in spectral features as

pressure is varied compared to RCARS at significantly lower probe delays. This

is demonstrated in Fig. 1.12 where a large change in relative VCARS signal is

shown for a 10% change in pressure at τ = 40 ps whereas RCARS shows a smaller

magnitude change in signal for a 15% change in pressure that can only be detected

after a long probe delay of τ = 1470 ps.

Figure 1.12: Comparison of (a) VCARS Pressure Sensitivity and (b) RCARS (by
Dedic et. al [10])

This work also proposes simultaneous measurement of temperature (T ), species

(xi) and pressure (p), employing dual-probe VCARS at two different delays with

respect to the excitation pulses: one early probe insensitive to collisions allowing

for an accurate measure for T and xi, and another late probe sensitive to molec-

ular collisions allowing for an accurate measure of (p). The proposed scheme will

be discussed in Chapter 2 and it entails using the most efficient outputs of a Ra-
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man shifting crystal (KGW). This multi-color generation can be used to create

high-energy ps probe pulses of varying time delays, enabling measurement of T ,

xi, and p, while the detection of the frequency-separated annulus-shaped signals

will be accomplished using a single spectrometer/camera. The use of two probes

simultaneously is necessary for making single-shot measurements of pressure in a

fluctuating flowfield.

1.5 Research Objectives

Given the need for an accurate quantification of pressure in addition to tempera-

ture to study compressible reacting flows, the global objective for this thesis is to

design a fs/ps CARS measurement methodology for detecting in-stream pressure

fluctuations in a reacting flow. This goal will be tackled by:

1. Improving spectral modeling for fs/ps CARS accounting for species-dependent

pressure broadening effects.

2. Investigating Q-branch pressure/species response using spectral simulations

as well as experimentally in a controlled, high pressure binary and tertiary

mixtures using hybrid fs/ps CARS by employing a newly implemented nar-

rowband ps probe pulse.

3. Devising a novel method for extracting gas flow pressure using hybrid fs/ps

CARS that virtually eliminates issues related to quantifying excitation un-

certainties.
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1.6 Thesis Outline

The following is a brief summary of the topics covered in this thesis.

• Chapter 2 will provide an overview of relevant CARS theory and the exper-

imental methods employed.

• Chapter 3 will investigate the impact of gas pressure on fs/ps CARS using

spectral simulations of N2 and O2 and will discuss the optimization of a

collisional linewidth model for a broad range of temperatures (80-240K) and

three species collisions.

• Chapter 4 will discuss the experimental setup, results, analysis procedure and

discussion exploring the hybrid fs/ps CARS response in a static pressure cell.

• Chapter 5 will conclude with a summary of research and future vision re-

garding potential progress on this topic.
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2 Theoretical and Experimental Approach

2.1 Hybrid fs/ps CARS

Hybrid femtosecond/picosecond CARS is a nonlinear four-wave mixing spectro-

scopic technique that combines the advantages of both femtosecond and picosecond

laser pulses to achieve broadband excitation, sufficient spectral resolution, nonreso-

nant background suppression, and the possibility of one-dimensional instantaneous

sampling. Two femtosecond pulses, termed pump and Stokes, provide high peak

power broadband excitation of the Raman transition. A picosecond probe pulse is

simultaneously employed to allow for a well-resolved observation of various spec-

tral features. The interaction of the three beams produces a coherent wave at a

frequency determined by the principle of energy conservation given by Eq. 2.1:

ωpump − ωStokes + ωprobe = ωCARS. (2.1)

This setup is deployed at a repetition rate of 1 kHz. In order to target various

species, the pump beam wavelength is adjusted in the range of 670–715 nm to

detect various molecular transitions of interest (Table 2.1) while Stokes is held

constant at 800 nm. Multiple species may be excited simultaneously using the

bandwidth of the 60 fs pulses such as O2-CO2 and O2-N2 mixtures. A frequency-

narrowed ps probe is deployed for spectrally-resolved detection.
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Table 2.1: Raman shifts of the various species of interest

Species Raman Shift

N2 2335 cm−1 (v1)
O2 1556 cm−1 (v1)
CH4 2915 cm−1 (v1)

3017 cm−1 (v3)
CO2 1283 cm−1 (v−)

1388 cm−1 (v+)

In order to produce a well separated CARS beam and ensure that wave mixing

only occurs at a small measurement location, co-linearity must be avoided while

obeying the principle of conservation of momentum as Eq. (2.2) outlines:

kpump − kStokes + kprobe = kCARS, (2.2)

where k = 2π
λ
represents the wave vector. In this work, a folded BOXCARS phase-

matching configuration with a ∼ 5◦ crossing angle between pump and Stokes beams

is employed as shown in the following figure 2.1:

Figure 2.1: CARS phase-matching scheme
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The ps probe pulse is introduced at a time delay of τprobe = 5-45 ps with

respect to pump/Stokes (Fig. 2.2) to sample the Raman response before and after

molecular collisions become significant.

Figure 2.2: Timing diagram for fs/ps CARS.

With pump and Stokes pulses introduced at time t = 0 ps and probe pulse

introduced at a delay (τprobe), the time-domain Raman-resonant CARS polarization

is a function of probe pulse electric field, E3, and the molecular Raman response

function, R(t), which carries information about pressure. In this thesis, the CARS

signal is scaled by the nonresonant background spectra acquired at τprobe = 0 ps

within an Argon environment at near-atmospheric pressure. This aims to account

for the non-uniform excitation of the various species [29, 30]. After quantifying

the excitation bandwidth (∆ν ∼ 500 cm−1), the fs pump frequency is chosen such

that multiple species are targeted as shown in 2.3. In some cases, for example

when an N2-CH4 is examined, the excitation is not exactly centered between the

two species allowing for more stimulation of N2 compared to CH4 molecules. This

aims to account for the difference in relative concentration as well as the initial

dephasing times (τCARS,N2 ∼ 7 ps and τCARS,CH4 ∼ 45 ps) ensuring an adequate
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SNR at late probe delays and low pressures.

Figure 2.3: Excitation profile: λpump = 670 nm, λStokes = 800 nm @ pAr ∼ 1 bar

Various gas mixtures are studied to provide a preliminary understanding of

spectral variations at different pressures of interest. This is achieved in the the

vicinity of N2-O2, N2-CO2-O2 and N2-CH4 resonances, as summarized in the energy

diagrams shown in Figure 2.4.
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Figure 2.4: Broadband energy-level CARS diagrams for N2, O2, CO2 and CH4.

2.2 SHBC Design

To create the ps pulse necessary for the CARS experiment, two ideas are consid-

ered. A 4-f pulse shaper, used previously, selects a small frequency range of the

input broadband pulse using an adjustable slit placed at the Fourier plane of the

pulse shaper. However, this method leads to a significant compromise in output

energy with an efficiency of only ∼ 1%. This low-energy output issue is addressed

by designing a more efficient pulse shaper: a second harmonic bandwidth compres-

sor (SHBC) [31]. This lab-scale system efficiency can approach that of commercial

system, reaching an efficiency of ∼ 20− 30%.

The main mechanism of the SHBC relies on delivering two equally but inversely

chirped pulses to a non-linear medium. This produces a frequency doubled output

2ω in addition to a residual pulse of the same input frequency ω which can be

almost entirely eliminated using precise alignment.

The SHBC (Fig. 2.5) is assembled on a 24” x 24” breadboard and integrated

into the laser main table in place of the previously used 4-f pulse shaper. The
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system takes an 800 nm fs pulse, directs it through a halfwaveplate towards a 50-

50 beamsplitter. The reflected beam passes through a pulse stretcher comprising

a blazed pulse compression diffraction grating (Spectrogon, 1200 g/mm), a cylin-

drical lens (f = 200mm), and a back mirror fixed at a 1f distance from the lens.

The mirror and lens attach to a rail with a micrometer for adjustable lens-grating

distance (f − x). The transmitted beam goes through an identical stretcher with

the lens-grating distance adjusted to (f + x). These adjustments achieve opposite

chirping for equal pulse stretching. Using the same grating minimizes groove vari-

ation stemming from manufacturing uncertainty and optimizes space utilization

before the system is moved to the main laser table.

The outputs from the stretchers are then directed to a non-linear medium: a

type I beta barium borate crystal (EKSMA Optics, p/n BBO-605H Crystal) with

the dimensions: 10× 10× 2mm. The BBO is cut and polished with the effective

non-linearity phase angles of ϕ = 29.2◦ and θ = 90◦ and mounted in 1′′ ring holder

inside a rotation mount. Each beam compression is adjusted iteratively to ensure

optimal high-power narrowband output following the second harmonic generation

process. In addition to equal in magnitude and opposite in sign chirp produced in

each leg, temporal overlap must be satisfied and it was achieved using a 2” delay

stage on one of the legs. ensuring spatial overlap is enhanced using a Galilean

Telescope to ensure tight focusing into the center of the BBO.

Once a sufficiently-high conversion efficiency is achieved (20%), the output

pulse bandwidth is slightly modified using a systematic adjustment of the SHBC

pulse stretchers. Producing a narrowband pulse to ensure adequate spectral res-
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Figure 2.5: SHBC optical layout

olution is demonstrated in the following time and frequency domain plots (Fig.

2.6 measured by performing a -15 to 15 ps time scan of the probe pulse within

an non-resonant Argon environment. Quantitatively, a 3.35 ps probe results in a

bandwidth of 4.43 cm−1 based on a Gaussian fit of the Fourier transform of the

time domain spectra (with a time-bandwidth product of 14.87 ps · cm−1).
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Figure 2.6: Experimentally measured SHBC probe profile with a Gaussian fit

2.3 Experimental Setup

2.3.1 Optical Layout

The experimental optical setup for the hybrid fs/ps CARS system is depicted in

Fig. 2.7. A Ti:sapphire kHz-rate laser (Coherent Astrella) is used to generate a fs

pulse which is split after pulse amplification. One part is directed towards a pulse

compressor and then an optical parametric amplifier (Light Conversion TOPAS-

Prime) that is used to produce the tunable pump pulse. The second part is directed

to a separate pulse compressor and then split with one part used to produce the

Stokes pulse (800 nm) and the second part towards the SHBC which generates a

narrowband 400 nm ps probe pulse. Each of pump and Stokes lines contain delay

stages used to ensure temporal overlap. The ps probe pulse is also routed through

a motorized delay stage and the pulse timing is modified during the experiment to
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suppress non-resonant background and achieve various probe delays to investigate

pressure sensitivity. The beams are overlapped spatially and temporally at the

center of the pressure cell. The CARS signal generated in the gas mixture is

spatially filtered using an iris and focused into a 0.320 m spectrometer equipped

with a 2400 line/mm grating (IsoPlane 320, Princeton Instruments) resulting in a

nominal resolution of ∼ 0.0163 nm
pixel

. The spectra are recorded using an electron-

multiplied charge-coupled device (EMCCD) camera (ProEM 1600 eXcelon 3).

Figure 2.7: Experimental schematic of hybrid fs/ps CARS system in pressure
cell. WP: waveplate, SHG: second-harmonic-generation crystal, BS: beamsplitter,
EMCCD: electron-multiplied charge-coupled device camera.
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2.3.2 High-Pressure Gas Cell

To simulate a high-pressure combustion environment, a custom pressure cell was

utilized. A rendering of this gas cell is shown in Fig. 2.8. The cell has two-sided

optical access through two AR-coated N-BK7 High Precision Windows (ThorLabs

WG12012-A) limiting beam energy losses to a maximum of 0.75% in the range of

400 to 715 nm. The flanges supporting the transmission and collection windows

lead to 1.610” of clear aperture (”E” in Fig. 2.8). The cell is equipped with a

K-type thermocouple and a digital pressure gauge (with a 0.01 resolution) used to

monitor temperature and total pressure respectively during the experiment.

Figure 2.8: Pressure cell 3D view and flange cross section

Using the ideal-gas assumption, the cell is filled according to Dalton’s law of

partial pressures. For each binary mixture, the gases are filled according to Eq.

2.3 where (p1, x1) and (p2, x2) are the pressures and mole fractions of Gas 1 and

Gas 2, respectively:

PTot = x1p1 + x2p2 (2.3)
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This was implemented by filling to the first gas pressure and then completing the

process by filling the second gas until the total pressure is reached. This process

uses a 4-needle-valve system that ensures the tubing at the gases input is purged

and allows for a more accurate final composition. The gas cell was filled to a

higher pressure than the desired measurement condition and then lowered by 1 bar

to enhance mixing in the cell. The validity of the mixing uniformity assumption

was investigated experimentally by comparing reverse gas-filling at the same molar

composition.

2.4 CARS Spectral Modeling

Prior research has laid the groundwork for a comprehensive understanding of the

wave equation when applied to light scattering processes, encompassing quantum,

classical, and semi-classical approaches. This framework outlines the link between

vibrational/rotational molecular transitions manifested in electromagnetic waves

and the polarization field induced in molecules. This key principle is the foundation

for the study of gas-phase molecules using Coherent anti-Stokes Raman scattering.

The CARS signal exhibited in isotropic mediums such as gases can be expressed

as the square of the of sum of all the odd-ordered components of the polarization

field as Eq. 2.4 shows:

ICARS(ω) ∝
∣∣P (3)

res(ω) + P (3)
nonres(ω)

∣∣2 (2.4)
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The advantage of hybrid fs/ps CARS is the possibility of eliminating the P
(3)
nonres(ω)

component of the CARS signal because Raman transitions are excited within a

femtosecond time-scale while the probing of the molecular response occurs on the

picosecond time-scale. Leveraging the hybrid nature of this process means the

nonresonant signal can be suppressed by delaying the probe pulse appropriately

so that the three waves (pump, Stokes and probe) are not exactly overlapped in

time. This way nonresonant wave mixing is ensured to dephase quickly such that

its contribution to the observed CARS signal is nearly zero. This allows for the

CARS intensity to be expressed simply in the frequency domain as the resonant

contribution [32] as shown in Eq. 2.5 [19]:

ICARS(ω) ∝
∣∣P (3)

res(ω)
∣∣2 = ∣∣∣ϵ0χ(3)

CARSE1(ω1)E2(ω2)E3(ω3)
∣∣∣ (2.5)

The CARS signal is a function of ω4, the signal frequency. It depends on the in-

tensity of the electric fields in the wave mixing process: pump (E1), Stokes (E2)

and probe (E3). More significantly, the signal depends on the CARS susceptibil-

ity which contains information on the molecular activity in a given parcel of gas.

Therefore the variations in the CARS signal can be used to extract key thermody-

namic parameters.

The CARS signal can also be expressed in the time domain as a function of the

difference in population between the relevant states, the discrete energy difference

between these states (or transition frequencies), the collisional linewidths, and the
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Raman intensity as shown by Eq. 2.6 per Retter et al. [28] formulation:

ICARS ∝ E3(t− τ)×R4(t) (2.6)

Including the explicit expression for the molecular response function R4(t) as

per [33] yields Eq. 2.7:

ICARS ∝E3(t− τ)×∆N

×
∑
v

∑
J

Iv,Ji→v+1,Jf (T ) · exp
[
t

ℏ

(
i∆Ev,Ji→v+1,Jf −

1

2
Γv,Ji→v+1,Jf (T, p)

)]
(2.7)

In this context, v and J denote vibrational and rotational quantum numbers, re-

spectively. The intensity of Coherent Anti-Stokes Raman Scattering (CARS) is

influenced by the probe pulse, introduced at a delay of τprobe. The key components

of the CARS intensity equation include the number density (∆N), often approx-

imated using the ideal gas law ( p
kT
), the transition energy difference (∆Ei→f ),

the Raman transition intensity (Iv,Ji→v+1,Jf ∝ ∂σ
∂ω
), and the transition collisional

linewidth (Γv,Ji→v+1,Jf ). In this work, the primary focus of the modeling effort will

be on the transition collisional linewidth.

Additional comprehensive details regarding the fs/ps CARS code utilized in this

thesis can be found in previous work [34, 35]. This study, in particular, will focus

on the modeling aspects related to collisional linewidths to improve the accuracy

of quantifying pressure using ro-vibrational spectral features.
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2.5 Collisional Line Broadening and Linewidth Models

Early efforts to calculate linewidth (also called the scattering G- or S-matrix in

early sources) relied on two widely used scaling laws for the N2 Q-branch: power-

law [36–38] and Exponential-Gap (EG) models [39, 40]. Model predictions have

been improved from those early efforts by the introduction of the Modified Ex-

ponential Gap (MEG) model by Rahn and colleagues in 1986 [41]. Since then, it

has undergone extensive evaluation with data from various sources, as reviewed by

different authors [35, 42–44]. Furthermore, the Energy Corrected Sudden (ECS)

collision model is another statistical model incorporating more insight on the state-

to-state physics of transitions. ECS has a multitude of variants, and it is a subject

of discussion in numerous scholarly works: the ECS-P law posits a power-law de-

pendence, the ECS-E law assumes an exponential gap dependence and the ECS-EP

model encompasses elements of both, each with its own distinctive variations.

For experimentalists, the choice of CARS spectra analysis methods varies based

on experimental conditions, prior research, and data availability. Some researchers

rely on established models and fitting parameters, while others devise their own

linewidth calculation methodologies. In the context of this study, a form of the

Modified Exponential Gap (MEG) model is used to model collisional Raman

linewidths. To enhance the accuracy of spectral fits and minimize residuals when

employing linewidth models, it is imperative to refine and optimize existing models

utilizing experimental data across a broad temperature range. This section will

discuss the physical and mathematical framework of the MEG model and improve-
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ments will be covered in Chapter 3 within the context of a compilation of measured

linewidths.

Rotational Raman spectral lines for nitrogen (N2) and oxygen (O2) are sepa-

rated by approximately 8 cm−1, and this spacing allows us to treat the lines as

isolated, as substantiated by experimental findings [45] [46]. Consequently, this

model operates under the assumption of perfectly isolated lines. The broadening

of isolated rotational Raman lines primarily arises from inelastic collision-induced

alterations in rotational states [47]. Doppler broadening can also exert an influence,

especially at lower pressures and higher temperatures, so it must be accounted for

in the analysis while recognizing that its contribution remains minimal. Thus, the

simulated linewidths especially at low pressures must encompass both collisional

and Doppler contributions. Now, the collisional linewidth of an isolated Raman

transition is related to the rotational state-to-state relaxation rates. These rates

are the off-diagonal elements of the relaxation matrix, known as the G-matrix as

described by Koszykowski et al. [48]. This allows ΓJ to be expressed as:

ΓJ =
∑
i ̸=j

Γi,j =
∑
i ̸=j

2γi,j (2.8)

where j represents the rotational state of interest and i represents the other

available rotational states. Here Γi,j represents the FWHM (full width at half-

maximum) linewidth, while γi,j represents the HWHM (half width at half-maximum)

linewidth. Some sources report their linewidths as a HWHM without including the

× 2 factor. Therefore, care must be taken when considering linewidth measure-
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ments to avoid error. Furthermore, some results are approximations derived from

Q-branch measurements. For vibrational Raman transitions, the selection rule is

∆J = 0. Other results report direct S-branch measurements. For rotational Ra-

man transitions, the selection rule is ∆J = ± 2. In this case, the sum in Eq. 2.8

is made only over the participating J levels, not over all of them.

2.5.1 Modeling Overview

Two primary categories of fitting models are commonly utilized in this field: dy-

namic physical models grounded in angular momentum scaling and statistical semi-

physical models. The Modified Exponential Gap (MEG) model stands out as the

foremost statistical model in this landscape. In the realm of dynamic physical

models, the Energy Corrected Sudden (ECS) model is the dominant choice, offer-

ing various iterations, including ECS-EP. Nevertheless, ECS, despite its wealth of

physical intricacies, demands substantial computational resources and lags behind

the MEG model, especially in terms of aligning with experimental data, partic-

ularly at lower temperatures, as highlighted by Linne et al. in their work [44].

Consequently, this study places primary emphasis on the MEG model when inves-

tigating interactions with common combustion collisional partners, including N2,

O2, and H2.
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2.5.2 Modified Exponential Gap (MEG) Model

The Modified Exponential Gap (MEG) model serves the purpose of computing

upward transition rates γi,j from rotational state i to j, with the constraint that i

is less than j [41]. Firstly, it constructs the lower-left portion of the ΓJ matrix, as

follows:

γj,i = pα

(
1− e−m

1− e−mT/T0

)(
T0

T

)n
(
1 + aEi

kbTδ

1 + aEi

kbT

)2

exp

(
−β∆Ei,j

kbT

)
(2.9)

In the context of this equation, where p represents pressure (typically measured

in atm), kb denotes the Boltzmann constant, and T signifies temperature, experi-

mentalists often manipulate the parameter α (in units of cm−1 atm−1) to achieve

the appropriate scaling of decay rates. The temperature ratio, denoted as T0

T
and

raised to the power of the dimensionless parameter n, effectively encapsulates the

observed linewidth results at moderately high temperatures. The temperature

power law dependence here is scaled by a reference temperature T0, usually set to

295 K. Similarly, there exists another scaling term tailored for even higher tem-

perature conditions. It incorporates the parameter m and adopts a population

probability cumulative distribution function ratio form. The introduction of β is

driven by the necessity to tailor the Arrhenius kinetic equation to empirically cap-

ture early J decay phenomena. Additionally, δ serves as a fitting parameter linked

to energy scaling, while the constant factor a is usually set to 1.5 for interactions

involving N2-N2, O2-O2, N2-O2, and O2-N2, as detailed in the work by Seeger et



36

al. [49]. This parameterization is associated with the specific bonds of interest,

characterizing inter-nuclear separation distance, the collision interaction length,

and the reduced mass.

Secondly, the model constructs the upper-left portion of the ΓJ matrix which

pertains to downward transitions, as follows:

γi,j =
2Ji + 1

2Jj + 1
γj,iexp

(
−β∆Ei,j

kbT

)
(2.10)

Finally, Martinsson and co-workers [50] introduce an approximation that be-

came conventionally adopted in most MEG linewidth models. Its adoption stems

from the symmetrical nature of the Raman intensities where the elastic isotropic

ΓJ contributions do not vary much from the inelastic anisotropic contribution of

ΓJ+2. This justification holds even more strongly at high temperature, and the

total collisional linewidth Γ can be expressed based on a random phase approxi-

mation (RPA) formulation [50] [51] commonly used for Q-branch measurements.

ΓJ ′′ =
1

2
(ΓJ + ΓJ+2) (2.11)

The measurement of Raman linewidth through direct analysis of individual

rotational transitions yields greater accuracy when contrasted with Q-branch ap-

proximations. Determining S-branch Raman linewidths involves evaluating the

rate of coherence decay by systematically introducing delays to the probe pulse

and monitoring the Rotational Coherent Anti-Stokes Raman Scattering (CARS)

signal, as detailed in multiple references [52], [53], [54], [55], and [56]. Applying
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this widely established technique is followed by fitting an exponential decay func-

tion to the time trace, yielding the coherence decay time constant (τCARS,J ′′). The

rotational Raman Lorentzian linewidth (FWHM) can then be extracted using Eq.

2.12, where c represents the speed of light:

ΓJ ′ =
1

2πcτCARS,J ′
(2.12)

2.6 Pressure Broadening

Fs/ps CARS is dependent upon pressure through collisional linebroading. The

linewidth of isolated transitions is inversely related to the dephasing rate of each

transition as shown in Eq. 2.12 and scales with pressure as given by Eq. 2.13

[30,57]:

ΓJ ′(p) = pΓJ ′(p = 1 atm) (2.13)

Extending this measurement technique to reacting flows, however, requires

knowledge of the major species concentration in the dynamic, reacting environ-

ment. This is due to the fact that line broadening of a particular species depends

not only upon pressure but also on the collisional partners present within the sam-

ple. For example, for a mixture of N2, O2, and CH4, the full collisionally broadened

linewidth of N2 as described by [30] is given by:

Γtot,N2 = xN2ΓN2−N2 + xO2ΓN2−O2 + xCH4ΓN2−CH4 (2.14)
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where xi represents the mole fraction of each species and ΓN2−i represents the

line broadening contribution of N2 due to collisions with species i. Therefore,

the relative concentration of major species must be known to accurately quantify

pressure using fs/ps CARS in a reacting gas.

2.7 Proposed Dual-Probe CARS Setup

The proposed dual-probe CARS setup employs the same two femtosecond (fs)

pulses described previously in addition to two probes. One probe employed at an

early delay (0-5 ps) is used to measure temperature and one at later probe delay,

selected based on the Raman dephasing time of the species observed as well as the

pressure range of interest, is used to quantify pressure. Because both probe pulses

are generated using the same incident pulse, temperature, species, and pressure

may be quantified “instantaneously” with a temporal precision of ∼100 ps.

In order to create the second probe, a stimulated Raman scattering (SRS)

process is explored. Using SRS, one could obtain wavelengths that are directly not

obtainable with conventional commercial lasers. Pumping non-linear solid-state

materials such as diamond, nitrates, and tungstates with a high-power picosecond

(ps) pulse allows the laser wavelength (532 nm in our case) to be converted based

on discrete and specific Raman Shifts (ΩR, cm
−1 ) that is determined by the Raman

spectra generated in a given non-linear crystal.

Examining the most effective commercially accessible options for Raman Shift-

ing Crystals, including Barium Nitrate (Ba(NO3)2), Potassium Gadolinium Tungstate
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(KGd(WO4)2 - KGW), Barium Tungstate (BaWO4), Strontium Tungstate (SrWO4),

and Strontium Molybdate (SrMoO4), in the context of achieving efficient stimu-

lated Raman scattering (SRS), this discussion explores various frequency conver-

sion possibilities. The integral cross section for spontaneous Raman scattering for

each crystal material is outlined in Table 2.2. The spontaneous integral Raman

cross section serves as a proportional indicator of the expected SRS intensity, offer-

ing a basis for comparison among crystals under identical dimensions and pump-

ing conditions. To facilitate a direct comparison, the Raman gain coefficient is

reflected in peak intensity measurements, with diamond serving as the benchmark

(Σint ≡ 100 ).

Crystal Raman Shift Integral Cross Section Peak Intensity Reference
Material (ΩR, cm

−1) (Σint, a.u.) (Σpeak, a.u.)
Diamond 1332.9 100 100 [58]

Ba(NO3)2 1048.6 21 63 [58]

CaNO3 1086 54 25 [59]

KGd(WO4)2 901 50 35 [58]

KGd(WO4)2 768 59 37 [59]

Ba(WO4)2 925 52 64 [59]

SrMoO4 921 50 41 [59]

LiIO3 821 54 25 [59]

Table 2.2: Spontaneous Raman scattering parameters of relevant crystals

As Basiev et al. [58] and later Černý et al. [59] pointed out, Ba(NO3)2 is the

crystal with one of the highest Raman gain coefficients (normalizing with respect
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to diamond with Σint = 100 a.u. and Σpeak = 100 a.u.). The trade-off for a

high output intensity is the high thermal effects and low damage threshold for

Ba(NO3)2 (25 times smaller than KGW). Therefore, KGW is preferred also due

to its optimality for ultrashort ps pulse compared to Ba(NO3)2 which performs

better with ns pulses. The output wavelengths observed experimentally when

pumping with a 532 nm Nd:YAG (30ps, 10Hz) and an energy of 40mJ are shown

in Table 2.3. The efficiencies are estimated based on information provided by the

manufacturer (EKSMA Optics).

Wavelength (nm) Color Raman Shift (cm−1) Maximum Efficiency

507 nm Anti-Stokes 30%

558 nm 1st Stokes 70%

588 nm 2nd Stokes 40%

621 nm 3rd Stokes 15%

658 nm 4th Stokes >10%

Table 2.3: KGW output wavelengths

Preliminary experimental testing showed that the KGW produces concentric

ring-shaped beams at five discrete wavelengths. This presents an experimental

challenge due to the high divergence angle that the beams exhibit. Separation was

not possible using a Pellin–Broca prism. However, filtering out all the wavelengths

except for the first and second Stokes and then using another filter to separate

those two showed promise. Again, the beams are still unusable without a proper

collimation method. Alternatively, using the rings is possible by employing a

USED CARS phase matching configuration. Ultimately, the goal for multi-color
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generation is producing high-energy ps probe pulses that can be deployed at varying

time delays, enabling measurement of T , xi and p simultaneously. Thanks to the

differences in wavelength, the wave-mixing CARS process will create frequency-

separated signals that can be detected using a single spectrometer and camera

setup.

2.8 Chapter Summary

This chapter covers theoretical framework for Q-branch fs/ps CARS. It shows

the modeling approach and presents experimental methods pertaining to pressure

measurements in a static pressure cell as well as providing a framework for future

dual-probe experiments.
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3 Impact of Gas Pressure on Q-branch fs/ps CARS

3.1 Expanding the Collisional Linewidth Model

for fs/ps CARS Simulations

To improve the accuracy of the MEG model as a means to simulate collisional

linewidths at variable temperatures, a non-linear least-squares Levenberg-Marquardt

algorithm [60] is used to optimize the parameters of the model while considering

experimental data for a wide range of temperatures. This approach replaces the ad

hoc parameter manipulation sometimes performed by researchers. As a reminder,

the MEG model equation (Eq. 3.1) is at follows:

γj,i = pα

(
1− e−m

1− e−mT/T0

)(
T0

T

)n
(
1 + aEi

kbTδ

1 + aEi

kbT

)2

exp

(
−β∆Ei,j

kbT

)
(3.1)

In this investigation, collisions involving diatomic molecules are considered.

The species-specific constant factor a initially determined for N2 is based on the

effective collision duration, which is proportional to the reduced mass of the col-

liding molecules and the square of the closest approach distance [61]. It has been

observed that linewidths predicted using the MEG model show limited sensitivity

to variations in the value of a [62]. As a result, a value of 1.5 has been customarily

used for N2-N2 [62, 63], N2-H2O [62], O2-O2 [49, 63], O2-N2 [63] and CO-CO [49]

collisions. However, in some studies, a value of 1.67 has been assigned to it for
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O2-O2 collisions [64] and 2 for N2-CH4 collisions [65]. The remaining parameters—

α, β, δ, m, and n—were allowed to vary during model optimization. In this study,

a is generally fixed at 1.5 and a reference temperature (T0) of 295 K is utilized.

A comprehensive literature review is conducted to compile lists of linewidth

datasets covering as wide range of temperatures as possible to the extent of the

available data. This includes Q-branch measurements (which are approximations)

and S-branch direct measurements. These datasets span a wide range of temper-

atures, with some experiments repeating similar temperatures, particularly N2-N2

linewidths at ambient temperature has been reported in different forms at least in

seven sources. To determine optimal model parameters.The current analysis en-

compasses the following datasets spanning 31 temperatures for N2-N2 linewidths,

26 temperatures for O2-O2 linewidths, 9 temperatures for N2-O2 linewidths and 11

temperatures for N2-H2. The algorithm aims to minimize the sum of squared resid-

uals (SSQ) between the experimental datasets and predictions (Eq. 3.2) calculated

using the MEG model to determine the best-fit parameters.

eresid = ΓJi,Jf |meas.−ΓJi,Jf |model

SSQ = e2resid.

(3.2)

3.1.1 N2-N2

The N2-N2 experimental linewidth measurements used in this work are summa-

rized in Table 3.1. Both S-branch and Q-branch results measured at 1 atm were

included. To the author’s knowledge, this is a complete list of S-branch N2-N2



44

linewidths measured using time-domain collisional decay rates reported in the lit-

erature to date. Additionally, a selection of Q-branch indirect measurements are

included. Rahn and Palmer’s N2 Q-branch linewidths measured by inverse Ra-

man spectroscopy are included here because their work was the foundation for

the MEG model [41]. Direct state-to-state energy transfer rate measurements by

Sitz & Farrow at 298 K were excluded because they are shown to fit better with

the statistical polynomial energy-gap model (SPEG) model [66] compared to the

MEG model. Furthermore, six other measurements at ambient temperature in-

cluding more accurate S-branch measurements are preferred to use as an initial

benchmark for this temperature condition.

The pressure-broadened Raman linewidths have contributions from inelastic en-

ergy transfer between rotational states, re-orientation phase shifts due to collision-

induced changes in the direction of the molecular axis, and vibrational dephas-

ing [51] as shown in Eq. 3.3. However, the MEG model only accounts for inelastic

collisional broadening [48], yielding some inherent errors especially at low J ′ .

ΓJi,Jf = ΓJi,Jf |inelastic+ΓJi,Jf |reorient.+ΓJi,Jf |vib (3.3)

The strategy for optimization presented here starts with the objective of run-

ning an initial iteration that allows all parameters to vary. The goal is to identify

four optimal parameters for each of the 31 datasets independently and determine if

any of the parameters have a temperature dependence. This approach entails op-

timizing the MEG fit parameters for each linewidth dataset separately and aims to
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Table 3.1: N2-N2 linewidth datasets used in this work

Dataset (Method) Temperatures [K] Citations

1 80 Retter et al. (2022) [67]

2 120 Retter et al. (2022) [67]

3 160 Retter et al. (2022) [67]

4 200 Retter et al. (2022) [67]

5 294 Retter et al. (2022) [67]

6 294 Kliewer et al. (2012) [54]

7 295 Meiβner et al. (2019) [52]

8 (Q-Branch) 295 Rahn & Palmer (1986) [41]

9 298 Miller et al.. (2011) [55]

10 (Q-Branch) 300 Haller & Varghese (2020) [46]

11 395 Kliewer et al. (2012) [54]

12 495 Kliewer et al. (2012) [54]

13 500 Meiβner et al. (2019) [52]

14 (Q-Branch) 500 Rahn & Palmer (1986) [41]

15 661 Kliewer et al. (2012) [54]

16 (Q-Branch) 730 Rahn & Palmer (1986) [41]

17 868 Kliewer et al. (2012) [54]

17 870 Meiβner et al. (2019) [52]

18 1000 Meiβner et al. (2019) [52]

19 (Q-Branch) 1000 Rahn & Palmer (1986) [41]

20 1116 Kliewer et al. (2012) [54]

21 1200 Meiβner et al. (2019) [52]

22 1400 Meiβner et al. (2019) [52]

23 1466 Kliewer et al. (2012) [54]

24 (Q-Branch) 1500 Rahn & Palmer (1986) [41]

26 1650 Meiβner et al. (2019) [52]

27 (Q-Branch) 1700 Lavorel et al. (1994) [68]

28 1750 Meiβner et al. (2019) [52]

29 1900 Meiβner et al. (2019) [52]

30 (Q-Branch) 2080 Lavorel et al. (1994) [68]

31 (Q-Branch) 2400 Lavorel et al. (1994) [68]

avoid conflating uncertainties and systemic errors from different literature sources

employing different experimental techniques and modeling methodology. This ap-
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proach offers insights into the optimal parameters across a range of temperatures.

For this analysis with n set to -0.5. The results demonstrate minimal variation

in the values of δ and m as shown in Fig. 3.1. Consequently, these parameters are

assigned their average values (Eq. 3.4) with the reported uncertainties here being

two standard deviations determined from each fit matrix containing 31 values.

δ = 1.37797± 0.992

m = 0.13643± 0.00266

(3.4)

In contrast, the parameter α varies with temperature following a power law

dependence, with a coefficient of determination (R2) value of 0.99. An empirical

power law in the form of α = a
(
T0

T

)b
may be used to model this relationship.

The parameter β also shows a moderate temperature dependence, supported by

a power law fit that yields a lower R2 value of 0.427. These parameter fits are

visualized in Fig. 3.1. After fixing m and δ to the averages reported previously

and incorporating the
(
T0

T

)b
temperature dependence of α into n, α takes in the

coefficient of the fit and n becomes as follows (Eq. 3.5):

α = 0.02132

n = 0.409542

(3.5)

After modifying n, re-optimization shows that only the parameter β varies with

temperature, and it is best described by either of the three statistical relation-

ships in Eq. 3.6 depending on which dataset is considered as “truth” for ambient
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Figure 3.1: Initial MEG model parameter optimization (α, β, δ, and m) with
fixed: n = −0.5, a = 1.5, and T0 = 295K
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temperatures (295− 300 K) N2-N2 linewidths. Regardless of which relationship is

used, the goodness of the fit remains similar, ranging from an R2 of 0.85 to 0.92.

The power law fit in the form of a · T n + c is used to better encompass the steep

increase in β from 80 K to around 295 K as described by Eq. 3.6 and illustrated

in Fig. 3.2 where the fit with the highest R2 is shown.

β = −13.04× T−0.596 + 2.288

β = −12.43× T−0.5902 + 2.269

β = −9.51× T−0.511 + 2.352

(3.6)
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Figure 3.2: Optimized β, with the rest of the parameters fixed

In the last step of the optimization analysis, only S-branch data and one care-
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fully selected Q-branch linewidth dataset acquired at ambient temperature (295-

300 K) were considered for the purpose of conducting the β fitting procedure.

This particular selection was made in light of substantial disparities observed in

the reported Q-branch data, which deviate significantly from other experimental

measurements. The omission of data from Lavorel et al. and high temperature

data from Rahn & Palmer was primarily motivated because they fit rotational

linewidths within the Q-branch spectra. When compared to the fitting of purely

rotational linewidths, this approach inherently results in larger error. This method-

ological difference led to average disagreement of up to 20% when contrasted with

more recent S-branch measurements. For instance, when examining two similar

temperature conditions (1750 K as measured by Meiβner et al. and 1700 K by

Lavorel et al.), significant discrepancies of over 100% are apparent for specific J

levels. These discrepancies, while varying in magnitude between J , consistently

exhibit a high level of disparity, and led to sub-par MEG optimization if included.

With the fitting procedure confined to this selection of linewidth datasets, a

new model, referred to as the Modified Exponential Gap-Power Fit (MEG-PF)

model, is proposed. This model presents an improved match to experimental

linewidths across a range of temperatures. These results are illustrated across

different temperature ranges in Figures 3.3a, 3.3b, 3.4a, 3.4b, 3.5a, and 3.5b. The

error bars on these plots primarily reflect uncertainties from the published sources.

In some instances, the authors estimate uncertainties globally for all the data, often

within the range of 3-6%.

Fig. 3.3a displays a comparison between Retter et al.’s dataset and the MEG-
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Figure 3.3: Examples of MEG-PF linewidth fits at cold and ambient temperatures

PF model, revealing the model’s good performance at low temperatures. Figure

3.3b showcases a set of fits at ambient temperature. This exhibits a notable de-

viation from Miller et al.’s data, where the curve falls completely outside their

reported error. In fact, it is essential to emphasize that, particularly at ambient

temperature, discrepancies among the six analyzed datasets are primarily due to

the unclear methodology for calculating or estimating uncertainties. Such am-

biguity hinders the formation of conclusive statements regarding the validity of

each measurement. Additionally, it should be noted that this discrepancy in N2-

N2 collisional linewidths at 294 K has long been recognized within the scientific

community [44] because of issues pertaining to the temperature correction ratio

( T
T0
) approaching 1. Consequently, it is advisable to consider employing 300 K

as opposed to 294 K with the new model when considering ambient conditions to

attain better agreement, as exemplified in Figure 3.3b, rather than relying on a cus-
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tomized model solely tailored to address issues at 294 K as some other researchers

suggest.
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Figure 3.4: Examples of MEG-PF linewidth fits at mid-range temperatures

Fig. 3.5b and Fig. 3.5a show a comparison between MEG-PF and linewidth

measurements reported by Meiβner et al. and Kliewer et al. at higher tempera-

tures, good agreement is observed with an average difference, between model and

experimental data at each rotational state, of around 5.5%. However, noise in the

Meiβner et al. data seen in the 1900 K linewidths (Fig. 3.5b), especially at low

J ′, is expectedly not captured by MEG-PF.

The variation in linewidth error as a function of temperature is shown in Fig.

3.6. The error is defined based on the average absolute difference between experi-

mental data and model predictions for each J ′ as per Eq. 3.7. This disagreement
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Figure 3.5: Examples of MEG-PF linewidth fits at elevated temperatures

is presented as a percentage by normalizing by the experimental data.

∆ΓJ = Avg[
|(ΓMEG−PF

J − ΓExp
J )|

ΓExp
J

] (3.7)

Use of the new model generated in this work generates an average disagreement

with the data (∆ΓJ) that falls below the experimental uncertainty of the majority

of linewidths. Fig. 3.6 suggests that the error does not vary as a function of tem-

perature. Only three ambient temperature linewidth datasets are shown here (the

ones with <10% error) while the others are omitted because they show large errors

(15-20%). This suggests that further work is necessary to validate which measure-

ments are the ”truth” at ambient temperature. For the rest of the temperatures,

error seem to be independent of temperature, suggesting that MEG-PF captures

the linewidths well within the uncertainty of the experimental data.
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Figure 3.6: Disagreement between experimental data and MEG-PF in a sample
of linewidth datasets

Table 3.2 contains a comparison between model results and experiments when

using the model parameters in each row. The last column represent average percent

disagreement in this work compared to that published by Linne et al. which only

considered the dataset published by Kliewer et al [54]. Our newly implemented

model shows a small increase in ∆ΓJ likely due to the consideration of significantly

more experimental linewidths.

The previous approach, which involves assigning a temperature-dependent func-

tion to β, has shown significant advantages over the alternative method of using a

single set of parameters for all temperature conditions. In fact, a best-fit approach

resulted in a higher average disagreement of 7.97%, and notable errors in certain

instances, ranging from 8% to approximately 15%, as illustrated in Figure 3.7.
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Table 3.2: MEG-PF model parameters summary for N2-N2 collisions

Citation α β δ n m ∆ΓJ

Linne et al. [44] 0.0283
± 0.002

1.942 ± 0.03 1.259 ±
0.07

0.5 0.1360
±

0.0001

3.3%

This work 0.02132
±

0.00001

−13.04T−0.596+
2.288

1.37798
± 0.48

0.4095
±

0.0001

0.1358
±

0.0016

4.85%

This underscores the fact that using the same parameters for all temperatures or

relying on previously reported MEG parameters, as other researchers have done,

can lead to substantial error, particularly in the context of CARS thermometry

and pressure measurements. Using 1.5 and 295 K for a and T0, respectively, the

best-fit optimized parameters and the associated error determined when optimizing

all of the linewidth datasets simultaneously are summarized in Fig. 3.7.

Best Fit Optimized
MEG Parameters:

• α = 0.01736

• β = 1.4644

• δ = 1.575

• m = 0.9231

• n = 0.926
0 200 400 600 800 1000 1200 1400 1600 1800 2000

2

4

6

8

10

12

14

16

Figure 3.7: List of MEG parameters and the associated disagreement between
experimental data and MEG model for the entire compilation of datasets



55

3.1.2 O2-O2

In addition to incorporating N2-N2 self-broadened linewidths, it is necessary to

consider additional collisional partners and species, including O2, for combustion

environments. O2 serves as a key indicator of the progress and efficiency of any

combustion process. Similar to nitrogen (N2), the ground electronic state of oxygen

(3
∑

g−) possesses electron spin angular momentum, enabling the description of

linewidths based on the initial and final rotational state [69]. However, the O2

data exclusively encompasses odd rotational levels, with the absence of even levels

owing to the zero nuclear spin of the oxygen atom [69].

The O2-O2 linewidth sources considered in this study are summarized in in

Table 3.3. The provided data include both S-branch and Q-branch experiments

conducted under atmospheric pressure conditions and at various temperatures. To

the best knowledge of the author, this compilation constitutes a comprehensive

tabulation of Q-branch and S-branch O2-O2 linewidths documented in existing

literature. Notably, until very recently, there was an absence of S-branch data

for collisional O2 self-broadening linewidths, with Miller et al. and Hölzer et al.’s

work being the only exceptions. Researchers, up until recently, had to rely on

Q-branch collisional parameters in lieu of S-branch data. In most instances, the S-

branch Raman linewidth differ greatly from Q-branch data which has served as the

standard thus far. Therefore, an improvement in temperature and concentration

accuracy from CARS evaluations by application of the S-branch Raman linewidths

is expected. In order to extract optimal parameters, Miller et al.’s and Hölzer et
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Table 3.3: O2-O2 linewidth datasets used in this work

Dataset Temperatures [K] Citations

1 107 Bérard et al. (1983) [70]

2 115 Bérard et al. (1983) [70]

3 182 Bérard et al. (1983) [70]

4 207 Bérard et al. (1983) [70]

5 234 Bérard et al. (1983) [70]

6 293 Bérard et al. (1983) [70]

7 293 Nordstrom et al. (2015) [71]

8 295 Hölzer et al. (2021) [72]

9 295 Ouazzany et al. (1987) [73]

10 295 Millot et al. (1992) [74]

11 295 Jammu et al. (1966) [69]

12 298 Miller et al.. (2011) [55]

13 338 Bérard et al. (1983) [70]

14 366 Bérard et al. (1983) [70]

15 377 Bérard et al. (1983) [70]

16 446 Millot et al. (1992) [74]

17 500 Hölzer et al. (2021) [72]

18 769 Millot et al. (1992) [74]

19 870 Hölzer et al. (2021) [72]

20 990 Millot et al. (1992) [74]

21 1000 Hölzer et al. (2021) [72]

22 1200 Hölzer et al. (2021) [72]

23 1317 Millot et al. (1992) [74]

24 1350 Millot et al. (1992) [74]

25 1400 Hölzer et al. (2021) [72]

26 1650 Hölzer et al. (2021) [72]

27 1750 Hölzer et al. (2021) [72]

28 1900 Hölzer et al. (2021) [72]

al.’s most recent work are primarily used for the current study [72], which present

more accurate measurements compared to the earlier work by the same group [75].

Initial iterations allowed α, β, δ, m and n to change and compared when a was

allowed to change or when it was fixed to either 1.5 or 1.67. The initial guess in
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the algorithm was set based on Beyrau et al.’s suggested MEG parameters [64].

The optimization led to good agreement and an average error of under 10% except

for the datasets at temperatures 1650 K and 1750 K which show errors in the

range of 14–15%. This deviation is caused by variation in the experimental data

and cannot be compensated for by adjusting a as demonstrated in Fig. 3.8 which

shows the error when a is allowed to float and when a is set equal to 1.67. This has

shown little difference in the overall linewidth error and the average disagreement

for both is virtually the same (∼ 9.3%).

200 400 600 800 1000 1200 1400 1600 1800 2000
4

6

8

10

12

14

16

(a) Parameter a is allowed to vary
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(b) Parameter a = 1.67

Figure 3.8: Disagreement plot comparison
between fixed a vs. floating a in the NLSQ optimization

The linewidth fits generated using the parameters from the second row in Table

3.4 are visually represented in Figures 3.9a and 3.9b. The summarized results,

detailed in Table 3.4, showcase the outcomes obtained with a fixed a value of 1.67

and a variable a. Despite efforts to enhance the fit by re-optimizing and excluding

datasets at 1650 K and 1750 K, no substantial improvement was observed, and
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therefore those results are not shown here.

The maximum disagreement between measurement—excluding the 1650 K and

1750 K datasets—and MEG model was approximately 10%, aligning with earlier

findings where only the datasets at 1650 K and 1750 K exhibited an average dis-

agreement exceeding 10%. The difficulty with fitting high temperature linewidths

provided by Hölzer et al. might be due to their RCARS signal decay fitting strat-

egy with respect to probe delay. Notably, their attempts to simultaneously fit

fast decay regions (low temperature) and slow decay regions (high temperature)

led them to logarithmize their data, applying a relative weight on their RCARS

intensity at late delays. This is potentially the source of uncertainty and incon-

sistency in their high-temperature data. This further underscores the ongoing

necessity for determining high-fidelity O2-O2 linewidth data, ideally using tech-

niques other than RCARS for comparison. The inherent limitations posed by low

signal-to-noise ratios at elevated temperatures necessitate exploring alternative

measurement methods to achieve more accurate and reliable results.

Table 3.4: MEG model parameters summary for O2-O2 collisions

Results α β δ n m a ∆ΓJ

Opt. Param. 1 0.01472 1.32409 2.11748 0.10682 0.36727 0.54266 9.3%
Opt. Param. 2 0.01679 1.5971 1.32469 0.1153 0.3859 1.67 9.31%
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Figure 3.9: MEG linewidth fits for
Hölzer et al. and Miller et al. measurements (a = 1.67)

3.1.3 N2-O2

While combustion processes entail a substantial consumption of O2 within the

reaction zone, the role of O2 as a collision partner in shaping the N2 Raman

linewidth is sometimes overlooked in scaling law models. This omission occurs

when computing theoretical spectra using only the self-broadened N2-N2 Raman

linewidth and can lead to inaccuracies in temperature assessments. This concept

extends to fuel molecules such as CH4, C2H4, or H2 (discussed in the following

section). In air-fed processes, O2 is potentially an influential molecule affecting

N2, given its initial presence at a concentration of approximately 21%, although

to a lesser degree than H2. As of the current date, Meiβner et al. and Retter et

al. are the only works that have quantified the N2-O2 S-branch Raman linewidths,

with the latter focusing on measurements at sub-atmospheric temperatures, as
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summarized in Table 3.5. Incorporating these linewidths into the MEG model

holds the potential of enhancing the accuracy of CARS when utilizing nitrogen as

a marker molecule for thermometry.

Table 3.5: N2-O2 linewidth datasets used in this work

Dataset Temperatures [K] Citations

1 80 Retter et al. (2022) [67]

2 120 Retter et al. (2022) [67]

3 160 Retter et al. (2022) [67]

4 200 Retter et al. (2022) [67]

5 294 Retter et al. (2022) [67]

6 295 Meiβner et al. (2019) [52]

7 500 Meiβner et al. (2019) [52]

8 870 Meiβner et al. (2019) [52]

9 1400 Meiβner et al. (2019) [52]

10 1650 Meiβner et al. (2019) [52]

11 1900 Meiβner et al. (2019) [52]

However, using a compilation of reported linewidths from different sources to

extract accurate MEG model parameters poses a challenge again due to mea-

surement discrepancies particularly observed at low J ′. For example, examining

linewidths reported by Meiβner et al. and Retter et al. at similar temperatures

(295 K and 294 K respectively) show significant disagreement not fully contained

within the reported uncertainties ranges. Consequently, lumping all of the 11

datasets together for the optimization process to determine one set of parameters

can automatically lead to sub-optimal parameters as the algorithm will favor pro-

viding the best fits for most of the data. Using all the 11 N2-O2 S-branch linewidth

datasets, the optimization process yields parameters that, when applied, result in

an average error of 6.87%. The scatter of the disagreement for each individual
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dataset along with the optimal parameters is shown in Fig. 3.10. The resultant

fits are shown in Fig. 3.11a and 3.11b.

Best Fit Optimized
MEG Parameters:

• α = 0.01543

• β = 1.384

• δ = 1.6381

• m = 1.023

• n = 0.9121
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Figure 3.10: List of MEG parameters and the associated
errors for the full dataset
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(a) MEG linewidth fits for cold and
ambient temperatures (80-295 K)
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Figure 3.11: MEG linewidth fits for the full dataset

Using only the N2-O2 S-branch linewidths reported by Meiβner et al., the opti-
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mization process yields a disagreement of 7.4%. Using the same dataset excluding

excluding the 1900 K (exhibiting a non-physical increase in line-broadening co-

efficients at J ′ = 15 and 17), optimization yields a disagreement of 5.45%. The

optimized parameters and the associated errors are summarized in Tab. 3.6.

Table 3.6: MEG model parameters summary for N2-O2 collisions (a = 1.5)

Results α β δ n m ∆ΓJ

Full Dataset 0.01543 1.3839 1.6381 1.0227 0.91215 6.87 %
Meiβner et al. 0.01492 1.64593 1.451151 1.551 0.94431 7.4 %

Meiβner et al. (Ex. 1900 K) 0.01475 1.73505 1.34857 0.0638 0.21077 5.45 %

3.1.4 N2-H2

In the pursuit of developing an accurate linewidth model for the application of

CARS thermometry and pressure measurements in a combustion environment, par-

ticularly for studying H2/Air flames, careful consideration of N2-H2 line-broadening

coefficients is imperative as they vary significantly from N2-N2 and N2-O2 linewidths.

The inclusion of N2-N2, N2-O2, and N2-H2 interactions collectively will significantly

enhance the accuracy of the calculated Raman linewidths. This improvement is

anticipated based on previous research, which demonstrated an approximately 2%

increase in predicted temperatures when analyzing N2 Rotational CARS spectra

obtained from the product gases of a fuel-rich 20% H2 flame [76]. Notably, this

increase was attributed to the inclusion of N2-H2 collisions.

Furthermore, Bohlin et al. notes that neglecting the effects on the N2 spectral

lines in an environment dominated by collisions with H2 could result in an underes-
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timation of predicted temperatures from N2 RCARS by 6%–7% [77]. Consequently,

this section aims to expand the linewidth model to capture these contributions.

We base this work on existing experimental data from literature, similar to the pre-

vious sections. The experimental line-broadening experimental datasets measured

at various temperatures are summarized in Table 3.7.

Table 3.7: N2-H2 linewidth datasets used in this work

Dataset Temperatures [K] Citations

1 77 Joubert et al. (2008) [78]

2 294 Bohlin et al. (2012) [77]

3 298 Joubert et al. (2022) [78]

4 395 Bohlin et al. (2008) [77]

5 440 Joubert et al. (2008) [78]

6 495 Bohlin et al. (2012) [77]

7 580 Joubert et al. (2008) [78]

8 661 Bohlin et al. (2012) [77]

9 868 Bohlin et al. (2012) [77]

10 1116 Bohlin et al. (2012) [77]

11 1466 Bohlin et al. (2012) [77]

N2-H2 line-broadening coefficients have been calculated by multiple groups in

the past, notably using the semiclassical Robert–Bonamy model as reported by

Dhyne et al. [79]. The calculations determined isotropic Q-branch and anisotropic

S-branch linewidths. However, few tabulated experimental measurements are pub-

lished. Among those are one experimental Q-branch set of coefficients reported

by [80] for 77 K and 298 K. The same group expanded their work in [81] to add

measured linewidths at 440 K and 580 K. Here, the compiled dataset published

by Joubert et al. [78] is considered. Unfortunately, these linewidths measured by

stimulated Raman loss spectroscopy exhibit large error bars and non-physical be-
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havior. Gómez et al. attributed the substantial error bars observed at the lowest

and highest J′ values to the low signal intensity and poor signal-to-noise ratio.

Specifically, reported error bars reach up to 20% at low temperatures and low J′

levels, with some instances showing error bars as high as 90% at elevated temper-

atures (440 and 580 K). Therefore, to ensure the reliability of our analysis, this

analysis exclusively utilize S-branch measurements available in the work of Bohlin

et al. [77].

The optimization process yields an average error of 2.2% by comparing the

MEG model with the Bohlin et al. experimental dataset. The total disagreement

for each temperature and the optimal MEG model parameters are shown in Fig.

3.12 and the fits are shown in Fig. 3.13.

Best Fit Optimized
MEG Parameters:

• α = 0.016475

• β = 1.5381

• δ = 1.1658

• m = −0.0232

• n = −0.05552
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Figure 3.12: List of MEG parameters and the associated disagreement
using Bohlin et al. measurements
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Figure 3.13: MEG linewidth fits for Bohlin et al. measurements

3.1.5 Total N2 Collisional Linewidths

Following this work, the final fs/ps CARS spectral model now includes N2-N2,

N2-O2, and N2-H2 line broadening effects calculated with the new MEG model

parameters. The total N2 collisional linewidth is determined using a species-specific

weighted linear combination to determine the total N2 collisional linewidth (Eq.

3.8), where xi refers to the species mole fraction and ΓN2−X
J,J ′ is the associated line

broadening coefficient matrix:

ΓN2

J,J ′ = xN2 · ΓN2−N2

J,J ′ + xO2 · ΓN2−O2

J,J ′ + xH2 · ΓN2−H2

J,J ′ (3.8)
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This modified collisional linewidth calculation method for N2 was used to in-

vestigate Q-branch CARS sensitivity to pressure as well as to simulate the CARS

spectral response for a hydrogen/air diffusion flame in the following sections.

3.2 Ro-vibrational fs/ps CARS Sensitivity

to Pressure and Species Concentration

To accurately quantify pressure in a reacting flow, a sensitivity analysis is necessary

to examine the impact of varying probe delay across an extensive pressure range (1-

12 bar). This strategy entails integrating O2 and N2 spectral features in frequency,

determining the relative intensity and then investigating the change in the ratio at

different pressures and probe delays. This exploration is conducted on a controlled

binary mixture of nitrogen (N2) and oxygen (O2), with respective mole fractions of

xN2 = 0.785 and xO2 = 0.215. The simulation leverages the improved MEG model,

as detailed in the previous section, to enhance the fs/ps CARS code accuracy. The

ensuing analysis reveals noteworthy features, underscoring the interplay between

the influence of pressure and that of probe delay on CARS signal characteristics.

Figure 3.14 shows simulated spectra corresponding to various pressures at both

early and late probe delays. The timing of the probe is coordinated with the

pump/Stokes pulses to avoid overlap at time zero, preventing the generation of a

pronounced non-resonant background signal through the interference of the non-

resonant four-wave mixing process. The τ = 3-5 ps interval establishes a virtual

minimum for an early probe to ensure a collision-free environment [82]. This tim-
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ing choice also effectively eliminates the non-resonant background contributions,

thereby enhancing the resonant signal associated with molecular transitions—a key

advantage of the hybrid CARS technique.

𝒃  
• 𝝉 = 𝟒𝟓 𝒑𝒔
• 𝑻 = 𝟐𝟗𝟓 𝑲

𝒂
• 𝝉 = 𝟓 𝒑𝒔
• 𝑻 = 𝟐𝟗𝟓 𝑲

Figure 3.14: Vibrational Q-branch of N2 and O2 Raman spectra simulated at a
sample of low- and high-pressures (a: at τ = 5 ps — b: at τ = 45 ps)

At τ = 5 ps, the spectra display minimal changes with varying pressure (Fig.

3.14-a). In contrast, at τ = 45 ps (Fig. 3.14-b), a consistent trend emerges, reveal-

ing an increase in the N2 peak intensity with rising pressure (spectra normalized

with respect to O2). This behavior can serve as a marker for local pressure quan-

tification in an N2-O2 gas mixture. On a fundamental physical level, this trend

suggests that similar variations in peaks can be anticipated in other mixtures in-

volving fuels and combustion product molecules. The exploration of such variations
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in other gas mixtures will be the focus of experimental investigations in Chapter

4.

Figure 3.15 shows a simulation of IO2/IN2 ratio for an N2-O2 gas mixture at

a constant temperature of 295 K. The highest signal sensitivity to pressure is

observed within the 40–55 ps probe delay range. This is illustrated by the sharp

gradient in the contour plots: one displaying the absolute intensity ratio (Fig.

3.15a) and one the logarithmic intensity ratio (Fig. 3.15b) of O2 to N2. The

logarithmic-scale plot demonstrates that over this range of pressures the ratio of

CARS signal intensities spans multiple orders of magnitude, indicating clearly

a strong sensitivity to pressure. Additionally, it’s worth noting that discernible

pressure effects are observed as early as the 30 ps probe delay.

(a) Absolute Scale (b) Logarithmic Scale

Figure 3.15: VCARS summed peak ratio (
IO2

IN2
) vs. pressure and probe delay for a

constant N2-O2 mixture at T = 295 K

The CARS signal response with pressure for a subset of probe delays is included
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in Fig. 3.16. At an early probe delay of 5 ps, the CARS signal demonstrates virtu-

ally no sensitivity to collisional effects. Even at a 20 ps probe delay, only a minor

variation in the
IO2

IN2
ratio is observed from 1 to 4 bar. In contrast, the 30 and 45 ps

probe delays exhibit substantial sensitivity to pressure variations. Both of these

probe delays would be effective for capturing pressure variation within this pressure

range, contingent upon the abundance of CARS signal. Furthermore, increasing

probe delay indefinitely does not always provide a better pressure sensitivity as

exemplified by the pressure dependence at τ = 90 ps which shows significantly less

of pressure response compared to the optimal 45 ps probe delay. It also displays

an inflection point near p = 2 bar which introduces complications in interpreting

experimental data using a probe delay of 90 ps instead of 45 ps.
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Figure 3.16: Variation of relative intensity CARS signal (
IO2

IN2
)

for a probe delay sample (5, 20, 30, 45 and 90 ps)

The investigation, initially conducted at ambient temperature, is extended to

explore a high-temperature scenario in Fig. 3.17 using the thermodynamic condi-
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Figure 3.17: VCARS summed peak ratio variation (
IO2

IN2
) vs. pressure and probe

delay for a constant N2-O2 mixture at T = 1100K

tions near the reaction zone of a diffusion flame. Simulating CARS spectra across

a pressure range of 1-12 bar and at a temperature of 1100 K reveals a maximum

pressure sensitivity at an earlier probe delay (25 ps) in comparison to ambient

conditions (approximately 50 ps). This finding underscores the importance of ju-

diciously selecting τprobe, particularly in highly dynamic environments where gas

temperature may span hundreds of Kelvins over a few millimeters, as observed

across the reaction zone of a thin diffusion flame. Consequently, in addition to

selecting an early probe delay (around 5 ps) for collision-free temperature and

species measurements, several late probe delays spanning the range of 15–45 ps
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should be selected if experimentally feasible to accommodate the expected range

of temperatures. This selection strategy (one early and multiple late τ) becomes

particularly pertinent for applications demanding precise pressure and temperature

quantification in dynamic thermally fluctuating environments.

In addition to studying a constant concentration condition, the pressure sensi-

tivity for a variety of N2/O2 concentrations was also explored. The results of this

investigation at a temperature of 1100 K are shown in Fig. 3.18. The left panel,

simulated at 5 ps, not only confirms a lack of pressure sensitivity at early probe

delay but also demonstrates the capability for quantifying relative mole fraction.

In contrast, the right panel of Fig. 3.18 highlights the high pressure sensitivity at

late probe delays for various N2 and O2 mixtures. It exhibits a monotonic increase

in
IO2

IN2
starting from around 2 bar onward.

Figure 3.18:
IO2

IN2
variation for a selection of N2-O2 compositions

It is crucial to acknowledge, however, that the near-complete consumption of

O2 within a reaction zone prompts exploration into alternative molecules for mea-
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suring pressure. This exploration forms the motivation for the experimental work

presented in Chapter 4. For example, the relationship between N2 and CH4 Q-

branch CARS features (
ICH4

IN2
) as a function of pressure is investigated for use in

a fuel-rich reactant or product zone. Within the reaction or post-reaction zones,

IN2

ICO2
or

ICO2

ICO2
(comparing the two Fermi diad resonances) spectral feature ratios are

considered.

3.3 fs/ps CARS Simulations Across a 1D Flame

To study the variations in spectral response across different locations in a combus-

tion environment, a CH4/Air laminar flame with an initial fuel-side mole fraction

of xN2 = 0.2 and xCH4 = 0.8, and an oxidizer-side composition of xN2 = 0.79 and

xO2 = 0.21 was considered. The initial global strain rate is 450 1
s
. The pressure

used is 2.5 atm. The Cantera simulation using the GRI 3.0 kinetic mechanism

incorporates chemical kinetics, reactions, and transport processes along a 1-D axis

spanning a length of 5.45 mm. At the center of Figure 3.19, the temperature and

mole fraction results for this controlled flame are presented. The simulation in-

volves 147 spectra corresponding to 147 locations along the flame axis, covering the

1-D line and incorporating all predicted N2 and O2 mole fractions. Sample spec-

tra at six locations are shown in Fig. 3.19 displaying varying concentration and

temperature conditions and set at a moderate pressure of 2.5 atm and utilizing a

late probe delay of 25 ps to track pressure if local pressure within the flame varies.

Furthermore, the CARS signal enables simultaneous experimental quantification of
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temperature and mole concentration using another probe implemented at an early

probe delay. The 1D simulation shown here may be used in the future to compare

to experimental 1D CARS measurements at multiple probe delays in a counterflow

diffusion flame at controlled pressures to demonstrate the use of Q-branch fs/ps

CARS to quantify temperature, relative species, and pressure within a combustion

environment.

Figure 3.19: Vibrational CARS Raman Spectra of N2 and O2 at Various
Locations in a Quasi One-Dimensional CH4/Air Diffusion Flame at p = 2.5 atm

3.4 Chapter Summary

In this chapter, the CARS spectral simulation code has been improved by refining

and expanding the MEG collisional linewidth model with the goal of improving

the accuracy of temperature and pressure measurements. The modifications entail
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incorporating essential collisional partners for N2 and O2 simulations. The MEG-

PF (MEG-Power Fit) model has been introduced to accommodate N2-N2 colli-

sions across both low and high-temperature regimes. Additionally, for collisions

of O2-O2, N2-O2, and N2-H2, MEG model parameters were determined through

optimization using a various experimental measurements from literature to ensure

higher accuracy across a wide range of temperatures. Finally, the CARS spectra

model has been integrated with the Cantera flame simulation to track pressure at

variable temperature and species concentration.
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4 Experimental Characterization of Q-branch

fs/ps CARS at Elevated Pressures

This chapter presents experimental Q-branch fs/ps CARS measurements in a static

high-pressure (1–10 bar) gas cell. Before the results are presented and discussed,

the experimental approach, data processing details, and challenges encountered

are first introduced.

4.1 Experimental Considerations

For an accurate conversion from the camera pixel to wavelength, the measurement

resolution need to be quantified to distinguish between the various spectral fea-

tures. Additionally, varying amounts of signal are anticipated due to the large

changes required in probe delay and pressure conditions. To avoid camera sensor

saturation in the cases of early probe delay and high pressure conditions, two sig-

nal attenuation techniques are explored: using neutral density filters (ND filters)

and varying Stokes energy judiciously.

4.1.1 Measurement Resolution

To accurately identify the molecular vibrational transitions of each species inves-

tigated, it is necessary to calibrate the spectrometer’s detection wavelength and
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Figure 4.1: Raman Q-Branch N2

spectra measured at variable λ0
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resolution used for fs/ps CARS detection (see Fig. 2.7 for more details). To ac-

complish this, the fundamental N2 vibrational band centered at 2330 cm−1 was

recorded at various spectrometer central wavelengths (λ0)—358, 360, 365, 370,

375, and 380 nm—as illustrated in Figure 4.1. The highest resolution grating

available (2400 grooves/mm) was employed. By shifting the spectrometer central

wavelength by known amounts and observing the number of pixels the N2 CARS

vibrational band was displaced, the resolution could be determined across different

wavelength ranges. Figure 4.2 shows the resulting resolutions and demonstrates,

as expected, that resolution does not vary linearly with wavelength. The nominal

resolution, 0.016378 nm
pixel

, was used to estimate the wavelength axis for the current

work. The wavelength axis (λ nm) was then converted to units of wavenumber to

showcase the Raman shifts of the studied molecules. ∆ν̃ was calculated using the

known probe pulse wavelength (λprobe) as shown by Eq. 4.1. This step is important
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for identifying peak positions for the different gas molecules.

∆ν̃ = 107 ·
(

1

λprobe

− 1

λ

)
(4.1)

4.1.2 Signal Attenuation

To accommodate for large changes over different pressures and probe delays, signal

needs to be attenuated accordingly. Two methods are explored: using ND filters

and varying Stokes energy.

4.1.2.1 Use of ND Filters

To address the stark difference in signal intensity at different pressures and probe

delays, ND filters featuring variable optical densities were employed to attenu-

ate the signal to avoid camera sensor saturation at times. However, this strategy

proved ineffective due to the filters’ transmission variability within a given wave-

length range as shown in Fig 4.3 where the efficiency curves were measured using

white-light source. Fig. 4.3 shows large variations in transmission for a spectrom-

eter central wavelength of 375 nm. This poses a significant challenge, particularly

in the context of comparing the relative intensity of CARS spectra from various

molecules across a large bandwidth. The unequal impact of the variable filter effi-

ciency across wavelengths introduces a significant source of errors and uncertainties

unless the transmission for each filter is carefully accounted for, particularly when

relying on peak ratios for precise pressure quantification.
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Figure 4.3: Measured ND Filter Transmission Centered at λ = 375 nm

4.1.2.2 Stokes Energy Variations

To circumvent uncertainty associated with the use of ND filters, the Stokes pulse

energy was instead attenuated to account for the large change in absolute CARS

signal intensity across the pressures and probe delays of interest. The Stokes

beam line was equipped with a half-wave plate and a thin-film polarizer (TFP), as

detailed in the experimental setup (Fig. 2.7), to allow for the continuous variation

in Stokes energy. Throughout the experiment, the Stokes pulse was attenuated

to avoid saturating the camera chip at early probe delays and high pressures. To

ensure this method did not introduce uncertainty, the impact of various waveplate

angles (66 to 300°) corresponding to various pulse energies on the CARS excitation

bandwidth was explored. The results illustrate the effectiveness of this attenuation

technique in modulating the excitation intensity as needed (Figure 4.4a), while
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Figure 4.4: Excitation Intensity Variation at Variable ϕ TFP Adjustment

the normalized data presented in Fig. 4.4b reveals no impact on the excitation

bandwidth. Therefore, this method of attenuation was selected for the CARS

investigation discussed next.

4.2 Experimental Approach

The experimental approach entails selecting an optimal probe delay while main-

taining a sufficient amount of signal. The analysis of the spectra requires careful

background correction and consideration of excitation variations observed between

laser shots and due to pressure variation.



80

4.2.1 Pressure Sensitivity: Probe Delay Discussion

As previously elucidated in Chapter 3, simulations of an N2-O2 mixture reveal a

temporal range of 40 to 50 ps as an initial benchmark to attain optimal signal

intensity for the specified species and achieve adequate pressure sensitivity simul-

taneously. Accordingly, in the upcoming experiments, a set of five probe delays

are employed: one early delay at 5 ps, and four later delays (25, 35, 45, and 50

ps) strategically positioned in the proximity of the high-pressure sensitivity region.

With the absence of a spectral model for CO2 and CH4, these probe delays are

also used to infer the most sensitive ones for mixtures involving those species as

an initial investigation.

4.2.2 Signal Intensity: Raman Dephasing Discussion

Variations in Q-branch CARS signal intensity among different species play a cru-

cial role in extracting pressure from the relative CARS signal decay of different

molecules. However, in general the CARS signal diminishes as the probe delay

increases, presenting an experimental signal-to-noise challenge. To demonstrate

this effect, preliminary experiments involving N2-O2, N2-CH4 and N2-CO2 static

mixtures were conducted. Figures 4.5, 4.6, and 4.7 show the decay of the spec-

trally integrated time-domain response for various species and pressures that were

measured by scanning the ps probe from -10 to 100 ps relative to the Raman ex-

citation. Each data point represents an average from 1000 experimental spectra

collected at a frequency of 1 kHz summed over the bands of the molecules of inter-
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est. Further details on this time-domain molecular response function are detailed

elsewhere [83]. The time-domain CARS response is shown for an air mixture (xN2

= 0.79, xO2 = 0.21) at pressures of 1.13, 3 and 6.99 bar, an N2-CH4 mixture (xCH4

= 0.8) at pressures of 1.07, 4.01 and 6.99 bar and N2-CO2 mixture (xCO2 = 0.1)

at pressures of 1.08 and 6.03 bar.
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Figure 4.5: Experimentally-measured time-dependent response of fs/ps CARS for
air
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Figure 4.6: Experimentally-measured time-dependent response of fs/ps CARS for
a N2-CH4 mixture (80% CH4)
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Figure 4.7: Experimentally-measured time-dependent response of fs/ps CARS for
an N2-CO2 mixture (10% CO2)

A notable distinction between Fig. 4.5 and 4.6 lies in the behavior of N2

in an O2 environment. It demonstrates a gradual decay until approximately 25

ps, followed by periodic rephasing occurring every 6-7 ps. Conversely, in a CH4

environment, N2 experiences a significantly faster decay under equivalent pressures

but N2 revivals are still present, consistent with previous experimental findings by

Engel et al. [30]. However, this rephasing is less pronounced when CH4 is present,
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likely due to the change in collisional environment. Furthermore, a consistently

higher signal for CH4 is observed throughout the entire time range (up to 100 ps).

This dephasing phenomenon is influenced not only by gas composition but also

by pressure. Fig. 4.5 and 4.6 show that revivals of N2 and O2 are significantly

suppressed at high pressure (p = 6.99 bar) in both N2-O2 and N2-CH4 mixtures.

Differences in signal intensity can also be ascribed to differences in Raman

cross-section. Specifically, for O2, the cross-section is approximately equal to that

of N2 ( ∂σ
∂Ω

≡ 1.0 [84]). In contrast, for CH4 (2914 cm−1), the cross-section is

roughly 8.6 times that of N2 [84] (multiple sources corroborate similar values, with

∂σ
∂Ω

≡ 7.2 [32], 8 [85,86] and 8.4 [87]). In an environment where CO2 is present, N2

experiences virtually no revivals. However, its signal intensity remains consistently

higher than when only O2 is present. The absence of revivals is likely attributable

to the collision mechanism with CO2, rather than disparities in Raman cross-

section, as the latter are comparable. The Raman cross-section for CO2’s ν+ is

only 1.3 times that of N2 [32] ( ∂σ
∂Ω

≡ 0.8 [88]). Similarly, the Raman cross-section

for CO2 ν− is roughly 0.9 times that of N2 [32].

CARS intensity exhibits a quadratic dependence on the Raman cross section:

ICARS ∝
(
∂σ
∂Ω

)2
. Consequently, the anticipated strength of the CH4 signal is ap-

proximately 74 times greater than that of N2, while the signals from CO2 are

expected to be comparable to that of N2. To ensure optimal signal strength for

the involved molecules, the excitation is strategically centered between the N2 and

CO2 bands in a N2-CO2 mixture, and is biased towards N2 in an N2-CH4 mixture.

In scenarios where the concentration of N2 significantly exceeds that of CO2, the
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excitation is adjusted closer to the CO2 bands. In contrast, even if the N2 con-

centration is much greater than that of CH4, the excitation should still be biased

towards N2 due to the stark differences in Raman cross section.

In this context, the selection of 35, 45 and 50 ps as the experimental late probe

delays appear initially to be optimal candidates for both good pressure sensitivity

and signal strength. At least one of these particular probe delays should correspond

to an intensity peak in the N2-O2 mixture time scan, and around 10% of the

initial signal for the N2-CH4 mixture, providing sufficient signal for a meaningful

comparison of the distinct spectral features of N2 and CH4.

4.3 Results: Spectral Analysis Considerations

In order to improve the accuracy of spectral analysis, care must be taken with re-

gard to background correction to measure relative intensities and infer gas pressure

accurately. Additionally, fluctuations in the excitation profile were examined to

determine the possibility of using single-shot experimental data to measure pres-

sure.

4.3.1 Background Correction

A set of averaged N2 and O2 spectra at various pressures without background sub-

traction are shown in Fig. 4.8a. A noticeable difference in the baseline becomes

evident among spectra recorded at various pressures. Additionally, the baselines

in the raw spectra do not align with the background spectra recorded at each re-
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spective pressure obtained after blocking the Stokes beam, as shown in Fig. 4.8b.

This discrepancy poses a challenge when comparing relative species signal inten-

sities, as it results in an offset in the summed spectral intensity after background

subtraction. While this may not be a significant concern when the primary spec-

tral features of interest are significantly larger than the baseline, it introduces

significant error when the signal of one or both of the studied spectral features is

low.

(a) Raw Spectra Baseline (b) Background

Figure 4.8: Experimental N2-O2 CARS Spectra Baseline at a Selection of
Pressures (1.11-10.01 bar)

Consider, for instance, the case of N2 and CO2, where the limited laser band-

width inherently leads to certain spectral features of CO2 having relatively low

intensity—especially for low pressures at late probe delay. Additionally, a large

difference in signal intensity is expected for mixtures where one species exists in

a much higher concentration. In such instances, ensuring an accurate baseline

becomes crucial for a meaningful and precise measurement of pressure.
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This challenge was addressed by using an inferred background instead of the

recorded backgrounds. This background is determined based on the minimum

signal near the vicinity of the transitions of interest. Now after subtracting the

inferred background and normalizing, the plots show a clean constant baseline as

Fig. 4.9 illustrates with the spectra normalized with respect to the O2 peak at

each pressure. This improves accuracy when comparing spectral features in the

upcoming analysis.

(a) O2 Region Sample Spectra (b) N2 Region Sample Spectra

Figure 4.9: Post-Processing Background Correction For an N2-O2 Mixture at a
Selection of Pressures (1.11-10.01 bar)

4.3.2 Shot-to-Shot Fluctuations in Raman Excitation

A typical broadband excitation spectrum is shown in Fig. 4.10. The spectral

ranges corresponding to N2 (blue region) and O2 (red region) Q-branch peaks are

also shown. This excitation spectrum corresponds to the nonresonant CARS sig-
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nal recorded in pure Argon at near-atmospheric pressure. For this experiment, the

excitation bandwidth was intentionally biased towards O2 as clearly shown in the

averaged profile in Fig. 4.10a. This is because O2 has slightly faster molecular

coherence dephasing compared to N2. More crucially, given that O2 constitutes

a maximum of 21% in an air-fed combustion scenario, enhancing the excitation

of O2 ensures sufficient signal as xO2 decreases with oxygen consumption. Fig.

4.10b shows normalized Argon spectra on a shot-to-shot basis, revealing variabil-

ity in excitation between laser shots. This variability poses a significant challenge,

particularly when examining single-shot measurements in dynamic combustion en-

vironments.

(a) Mean (b) Single-Shot

Figure 4.10: Experimental Excitation Profile: Pump-Stokes Convolution

To investigate the observed shot-to-shot excitation bandwidth shift, the cor-

relation between excitation across the N2 region and that across the O2 region is

analyzed. As illustrated in Fig. 4.11, a negative correlation is observed. This

trend suggests that as N2 experiences higher Raman excitation, the excitation of
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the O2 CARS Q-branch signal decreases, introducing significant uncertainty in

“single-shot” measurements. This effect is not expected to significantly impact

shot-averaged results. Despite the challenges posed by these variations, the Op-

tical Parametric Amplifier (OPA) provides a sufficiently broad spectral bandwidth

to impulsively excite the vibrational transitions in N2-CO2, N2-CH4, N2-O2 and

N2-O2-CO2 mixtures simultaneously. Therefore, the trends and conclusions drawn

in the upcoming sections will primarily rely on spectra averaged over 1000 laser

shots for all the mixtures to ensure the reliability of the results.

Figure 4.11: N2 vs. O2 Excitation
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4.3.3 Excitation Variation at Elevated Pressures

The central wavelength of the excitation bandwidth was observed to change sig-

nificantly at various static pressure cell pressures, an unexpected effect. This

phenomenon became apparent when considering the nonresonant background ob-

served when the probe and pump/Stokes pulses were overlapped in time during

probe delay scans at three different pressures, shown in Fig. 4.12 and Fig. 4.13.

The contour plots at various pressures show the time-and-frequency CARS re-

sponse, where the resonant CARS features are narrow in frequency and persist

at late probe delays. In contrast, the nonresonant signal is broad and frequency

and is observed over ≈4 ps range. The spectrum at probe delays corresponding to

the red line in each contour plot are overlaid to show how the nonresonant signal

(indicating the Raman excitation) shifts in frequency as pressure is varied. The

results shown in Fig. 4.12 and Fig.4.13 were obtained on different days and show

slightly different behavior.
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Figure 4.12: Air Mixture Time Scans and Averaged Spectra Near τprobe = 0 ps,
Recorded at Pressures: 1, 3 and 7 bar (Early November 2023)
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Figure 4.13: Air Mixture Time Scans and Averaged Spectra Near τprobe = 0 ps,
Recorded at Pressures: 1 and 4 bar (Mid November 2023)

The data shown in Fig. 4.14 were obtained on an earlier data collection run and

shows significantly less variation in excitation at different pressures, demonstrat-

ing how the spectral shift in excitation with increasing pressure is not consistent.

Unfortunately, this implies that the variability cannot be mitigated through the

use of averaged spectral data or by modeling the excitation at various pressures.

Therefore, an alternative strategy was devised to address this significant exper-
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imental challenge in order to achieve an accurate measurement of pressure in a

dynamic combustion environment. The details of this approach are included in

the forthcoming sections.

Figure 4.14: Air Mixture Time Scans and Averaged Spectra Near τprobe = 0 ps,
Recorded at Pressures: 1 and 4 bar (July 2023)
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4.4 Results: N2-O2 Gas Mixtures

A static gas mixture of N2 and O2 was examined under absolute pressures spanning

a range of 1 to 10.5 bar in order to quantify the spectral response to changes in

pressure. Four probe delays were chosen: one early at τ = 5 ps (illustrated in

Fig. 4.15a) and three late at τ = 25, 35 and 45 ps (illustrated in Fig. 4.15b).

Due to the shot-to-shot fluctuations in the Raman excitation described earlier,

the single-shot data exhibited large error. Examining the averaged results shows

a consistent, non-physical increase in spectral ratio until 4 bar and subsequent

decrease superimposed over the data at every probe delay as shown in Fig. 4.16.

This is due to the previously discussed variation in Raman excitation at different

pressures. This issue is corrected by scaling the pressure-sensitive late probe delay

spectra by the early probe pressure-insensitive spectra.
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(b) τ = 45 ps

Figure 4.15: Q-branch Raman spectra of
a N2-O2 gas mixture (xO2 = 0.21, xN2 = 0.79)
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Figure 4.16: Experimental intensity ratio
IO2

IN2

measured at absolute pressures from 1–11 bar and four ps probe delays.
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Eliminating error due to the shifting Raman excitation at various pressures

leads to a close match to simulation, as depicted in Fig. 4.17. This figure shows

the spectral ratio at 45 ps scaled by the spectral ratio at the early delay (5 ps).

Both simulation and experimental results have been normalized to values at a

pressure p of 1 bar, and they show good agreement. By scaling CARS spectra

acquired at late probe delay (45 ps) with those of early probe delay (5 ps), the

change in experimental
IO2

IN2
with respect to pressure follows the trend predicted

by the fs/ps CARS model. This is in contrast with the non-scaled results shown

in Fig. 4.16 that include non-physical changes with pressure due to uncertainty

in the Raman excitation bandwidth. Therefore, the results shown in Fig. 4.17

demonstrate the powerful utility of this spectral analysis technique, enabling the

determination of pressure using resonant CARS spectra acquired at two ps probe

delays without correcting for changes in Raman excitation. This is explored further

in Fig. 4.18, where the
IO2

IN2
ratios are calculated using a range of variable pump

and Stokes parameters while keeping probe parameters constant. Both simulation

and experimental results are normalized to values at a reference pressure p of 1

bar. Notably, the simulated curves from five distinct sets of excitation parameters,

as outlined in Tab. 4.1, show no difference. The experimental data align closely

with this function.
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Figure 4.17: Pressure dependence using
IO2

IN2
for an air mixture

Table 4.1: List of excitation parameters tested for a given set of probe parameters

Parameters Probe Pump Stokes

1
λ = 400 nm,
∆ν = 1.1 cm−1

λ = 703.25 nm,
∆ν = 400 cm−1

λ = 800 nm, ∆ν
= 400 cm−1

2
λ = 400 nm,
∆ν = 1.1 cm−1

λ = 700 nm, ∆ν
= 400 cm−1

λ = 800 nm, ∆ν
= 400 cm−1

3
λ = 400 nm,
∆ν = 1.1 cm−1

λ = 690 nm, ∆ν
= 470 cm−1

λ = 800 nm, ∆ν
= 470 cm−1

4
λ = 400 nm,
∆ν = 1.1 cm−1

λ = 695 nm, ∆ν
= 500 cm−1

λ = 800 nm, ∆ν
= 480 cm−1

5
λ = 400 nm,
∆ν = 1.1 cm−1

λ = 705 nm, ∆ν
= 400 cm−1

λ = 800 nm, ∆ν
= 430 cm−1
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Figure 4.18: Experimental
IO2

IN2
Pressure Dependence vs. Simulation Using

Excitation Parameters from Table 4.1 for Air

The study also took into account the impact of uncertainty in modeling the

ps probe pulse on the pressure-dependent
IO2

IN2
ratio. To explore this influence,

seven N2-O2 spectra were simulated across various probe bandwidths, employing

the same set of excitation parameters (pump: λ = 703.25 nm, ∆ν = 400 cm−1,

Stokes: λ = 800 nm, ∆ν = 400 cm−1). The simulated results, presented in Fig.

4.19, highlight the significant role that probe bandwidth plays in the rate at which

the
IO2

IN2
ratio decays. The technique exhibits heightened pressure sensitivity with

a narrower bandwidth, a characteristic clearly illustrated by comparing the ratio

decay with probe bandwidths of 10 cm−1 and 0.8 cm−1. This observation suggests
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a potential means of tailoring sensitivity to pressure variations by adjusting probe

bandwidth based on experimental objectives.
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Figure 4.19: Simulated pressure dependence for variable N2-O2 Gas mixture

using the scaled
IO2

IN2
ratio and variable probe parameters (λ = 400 nm)

As previously discussed, the
IO2

IN2
ratio depends on both species and pressure

as illustrated in Fig. 4.20 for a ps probe delay of 45 ps. However, using the

new spectral analysis method significantly reduces uncertainty due to variation

in composition as demonstrated by the simulations at six different concentrations

varying from 50% O2 to 5% O2 as shown in Fig. 4.21a. This behavior is confirmed

by experimental spectra acquired at four different gas compositions as shown in Fig.

4.21b. Within the context of a dynamic combustion environment, characterized
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by fluctuating concentrations of N2 and O2—where N2 is frequently introduced to

either dilute the flow or stabilize the flame, while O2 is actively consumed—the

value of this method becomes evident. Its capacity shown to be largely unaffected

by such variations provides a significant advantage. This implies its potential

usefulness in tracking and measuring local pressure without the need for meticulous

quantification of gas composition. While the demonstrated success has only been

shown in binary controlled N2-O2 mixtures, further exploration of this spectral

analysis method is necessary to substantiate and validate these promising results.
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Figure 4.20: Simulated pressure dependence for variable N2-O2 Gas mixture

using the non-scaled
IO2

IN2
ratio
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Figure 4.21: Pressure dependence in variable concentration N2-O2

gas mixtures using the scaled
IO2

IN2
Ratio

4.5 Results: N2-CH4 Gas Mixtures

This methodology is applicable to various combustion-relevant expanded gas mix-

tures, as demonstrated by examining the pressure dependency of an 80% CH4–20%

N2 mixture representing a fuel-rich region in a combustor. In Fig. 4.22, the scaled

experimental
IN2

ICH4
ratio closely fits a power-law function in the form a · P n. This

reinforces the versatility of the technique and its ability to capture the pressure-

related effects using species other than N2 and O2 where O2 may not be present

in significant concentrations.
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Figure 4.22: Experimental pressure dependence for one N2-CH4 gas mixture

using the scaled
IN2

ICH4
ratio at two late probe delays

4.6 Results: N2-CO2 Gas Mixtures

Only the ν1 mode (1333 cm−1) out of the four CO2 vibrational modes is Raman-

active. The experimental N2-CO2 Q-branch Raman spectra presents three strong

vibrational bands as illustrated in Fig. 4.23. One is attributed to the vibrational

mode of diatomic N2 and the other two are the product of Fermi resonance [89]

between the excited vibrational states of ν1 and the first overtone of ν2 (2ν2 = 2

× 667 = 1334 cm−1). ν1 and ν2 have nearly the same frequency and they perturb

each other to produce a division that results in two peaks located at two opposite
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sides of the ν1 and ν2 Raman shifts. This phenomena known as Fermi diad splitting

creates the two higher and lower energy bands at 1388 cm−1 and 1283 cm−1, labeled

as ν+ and ν− respectively [89] observed at room temperature.
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Figure 4.23: Q-branch Raman spectra of a N2-CO2 gas mixture
(xCO2 = 0.1, xN2 = 0.9) at τ = 35 ps spectra

After proper baseline subtraction, the ν+ and ν− transitions of CO2 may be used

for monitoring pressure. The linear correlation between their ratio and pressure,

depicted in Fig. 4.24 at a late probe delay of 35 ps, underscores the potential of

utilizing this dependence as an effective method for tracking the pressure field over

a very large range of pressures. The use of the new method is not shown here due

to the lack of available experimental data at early probe delay.



104

One surprising result is that the ratio of the ν+ and ν− transitions of CO2 is

sensitive to the CO2/N2 concentration, as shown by the two curves of different

concentrations in Fig. 4.24. A possible explanation for why the Fermi dyads are

sensitive to N2 concentration is indirect as they dependent on CO2 density. As CO2

density increases, the vibrational relaxation varies affecting the spectral profile of

CO2 [90]. Therefore, the amount of CO2 present can influence line-coupling effects

involved in the shaping of the ν+ and ν− bands due to rotational energy transfer,

and this effect explains why the spectral ratio is impacted by the relative N2

concentration.
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Figure 4.24: Experimental pressure dependence for one N2-CO2 gas mixture

using the non-scaled
ICO2

|ν−
ICO2

|ν+ Fermi dyads ratio at τ = 35 ps

Examining the ratio of CO2’s ν+ and N2 bands (Fig. 4.25) at a late probe

delay of 35 ps reveals an increasing trend with rising pressure. This ratio exhibits
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a near-quadratic dependence when N2 is the predominant gas (xCO2 = 0.1, xN2 =

0.9), while it demonstrates a nearly linear relationship when the two gases have

an equal mole fraction (xCO2 = 0.5, xN2 = 0.5). Although, it is crucial to consider

mole concentration, this dependency underscores the potential utility of the ratio

in monitoring local pressure during combustion, given the consistent abundance

of these gases in reaction and post-reaction zones. The application of the new

method is not shown here due to the lack of available experimental data at early

probe delay.
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Figure 4.25: Experimental pressure dependence for two N2-CO2 gas mixture

using the non-scaled
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ratio at τ = 35 ps
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4.7 Chapter Summary

In summary, this chapter included an experimental investigation of Q-branch

CARS response at elevated pressures in gas mixtures involving N2, O2, CO2, and

CH4 in a static pressure cell. It also presents a novel method for reducing un-

certainty due to changes in Raman excitation by scaling the experimental spectra

at late probe delay (pressure-sensitive) by those recorded at early probe delay

(pressure-insensitive). This novel method also enables a measurement of pres-

sure within a gas of unknown composition with significantly reduced uncertainty.

N2-O2 experimental results were compared to spectral simulations showing good

agreement. Experimental results demonstrating strong pressure sensitivity within

N2-CH4 and N2-CO2 mixtures were also presented.
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5 Conclusions

5.1 Summary

Q-branch ro-vibrational hybrid femtosecond/picosecond coherent anti-Stokes Ra-

man scattering (CARS) was explored for quantifying in-flow gas pressures. Ini-

tially, the investigation focused on analyzing the relative intensities of IO2 and IN2

across a pressure range spanning from 1 to 10 bar and a probe delay up to 100

ps. The primary objective was to identify probe delays exhibiting high pressure

sensitivity, thereby determining the optimal probe delay for precise pressure quan-

tification. Multiple probe delays and thermodynamic conditions were investigated

efficiently by adapting the existing fs/ps CARS modeling code. Furthermore, this

code was integrated with a Cantera solution to explore the CARS spectral response

throughout a 1-D diffusion flame at various pressures. This allowed for the incor-

poration of temperature, pressure, and mole fraction information to predict the

corresponding fs/ps CARS spectra along a 1-D probe volume.

Secondly, the CARS spectral simulation code has been improved by refining and

expanding the collisional linewidth model, specifically the Modified Exponential

Gap (MEG) model. These enhancements were aimed to improve the accuracy of

temperature and pressure measurements by incorporating essential collisional part-

ners for N2 and O2 simulations. The MEG-PF (MEG-Power Fit) model has been

introduced to accommodate N2-N2 collisions across both low and high-temperature
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regimes. Additionally, for collisions of O2-O2, N2-O2, and N2-H2, MEG model pa-

rameters were determined through optimization using a various experimental mea-

surements from literature to ensure higher accuracy across a wide range of tem-

peratures. This effort increases the accuracy of the modeled linewidths included

in the CARS spectral simulations, establishing a more reliable foundation for the

investigation of pressure-sensitivity of ro-vibrational hybrid CARS spectroscopy.

Thirdly, this study included an experimental investigation of Q-branch CARS

response at elevated pressures in gas mixtures involving N2, O2, CO2, and CH4 in a

static pressure cell. The experimental spectra of N2-O2 were systematically exam-

ined at controlled concentrations and pressures ranging from 1–11 bar. Notably, a

new method that consists of scaling late probe delay spectra by early probe delay

spectra was employed to mitigate variability in excitation intensity, bandwidth,

and shot-to-shot fluctuations. Moreover, this introduced method enables a pres-

sure measurement with minimal uncertainty without quantifying gas composition.

The effectiveness of this method was investigated through simulations and vali-

dated by experimental findings in binary N2-O2 mixtures. Additionally, N2-CH4

and N2-CO2 mixtures were experimentally investigated. The ratio of CO2’s ν+ and

N2 in a N2-CO2 mixture and the ratio of N2 and CH4 in a N2-CH4 mixture show

a power-law pressure dependence. Furthermore, the ratio of the CO2 Fermi dyads

exhibits a linear response over the range of pressures investigated, showing promise

for pressure quantification over a large range. These outcomes offer a foundation

for further application in more complex scenarios, such as high-speed and reacting

flow environments.
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The development of fs/ps vibrational CARS as a pressure measurement tech-

nique highlights several crucial areas that demand further investigation. These

include extending the repetition rate beyond 1 kHz, a critical step to enhance the

technique’s utility in monitoring thermo-acoustic instabilities. Furthermore, there

is a pressing need to increase probe power to enable 1D measurements while si-

multaneously narrowing the bandwidth, as narrower probes demonstrate a slower

decrease in the relative O2/N2 signal, thereby effectively expanding the pressure

sensitivity range at a fixed probe delay. Also, other species pairs should be inves-

tigated to find a more pronounced relative variation in spectral response with in-

creasing pressure, enabling measurements within the operational ranges observed

in modern gas turbine engines (up to 50 bar). Using other species for pressure

tracking to enhance the dynamic range and applicability of this technique will

require impulsive excitation of many species simultaneously using a broadband

source such as a broadband super-continuum (example simulation shown in Fig.

5.1) generated by pumping a gas-filled hollow-core fiber with a fs-duration pulse.

Figure 5.1: Evolution of the optical spectrum along a Hollow-Core Fiber pumped
with an input fs pulse centered at λ = 1550 nm
(From Dr. Paschotta, RP Photonics AG [11])
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5.2 Future Work

Additionally, to quantify gas pressure in a fluctuating combustion environment, a

dual-probe hybrid fs/ps CARS system must be developed. Overcoming the chal-

lenge of generating two collimated probes with a Raman-shifting crystal, as illus-

trated in Fig. 5.2, is necessary. Initial work demonstrated a large beam divergence

for the light exiting the Raman shifting crystal. While employing a SHG crys-

tal offers a potential solution, it introduces the complication of generating CARS

signal at UV wavelengths, creating further alignment and implementation difficul-

ties. Employing USED-CARS instead of BOXCARS phase-matching should be

considered.

Once the obstacle of producing high-energy, coherent, two-color probe pulses

is surmounted, the characterization of the probe designated for pressure measure-

ment is necessary. This step is crucial to minimize uncertainties in predicting the

IO2/IN2 Q-branch CARS response with pressure, as demonstrated in Chapter 4.

Multi-color probe pulse generation enables spectrally-isolated CARS signal gen-

eration for each probe delay, facilitating simultaneous measurements of species,

temperature and pressure. The early probe delay may be used for temperature

and species measurements, while the delayed probe may be used for quantifying

Figure 5.2: Preliminary Multi-Probe Generation Experimental Setup
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pressure. Implementation of this approach is achievable with a single spectrome-

ter/camera, as vibrational CARS signal from various molecules are well-separated

in frequency.

Finally, the fs/ps CARS model must be expanded to include additional species

for quantifying species and pressure in combustion systems. The inclusion of CO2

and H2 could significantly enhance the applicability of this method in real com-

bustion scenarios, where CO2/CO2, N2/CO2 and N2/H2 relative CARS intensities

can be leveraged to quantify pressure.

The results reported in this thesis as well as the necessary future work outlined

here will enable the simultaneous measurement of species, local pressure, and tem-

perature in compressible reacting flows and practical high-pressure combustors.

This measurement will further understanding of combustion at high pressures and

highly compressible flow conditions to enable the design of efficient and effective

power and propulsion systems and high-speed vehicles.
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nine Bonamy. A test of different rotational raman linewidth models: Accuracy
of rotational coherent anti-stokes raman scattering thermometry in nitrogen
from 295 to 1850 k. The Journal of chemical physics, 99(4):2466–2477, 1993.

[51] Mikael Afzelius, P-E Bengtsson, Joakim Bood, Jeanine Bonamy, Frédéric
Chaussard, H Berger, and T Dreier. Dual-broadband rotational cars mod-
elling of nitrogen at pressures up to 9 mpa. ii. rotational raman line widths.
Applied Physics B, 75:771–778, 2002.

[52] Christian Meißner, Jonas I Hölzer, and Thomas Seeger. Determination of n 2–
n 2 and n 2–o 2 s-branch raman linewidths using time-resolved picosecond pure
rotational coherent anti-stokes raman scattering. Applied Optics, 58(10):C47–
C54, 2019.

[53] Yi Gao, Alexis Bohlin, Thomas Seeger, Per-Erik Bengtsson, and Christo-
pher J Kliewer. In situ determination of n2 broadening coefficients in flames
for rotational cars thermometry. Proceedings of the Combustion Institute,
34(2):3637–3644, 2013.

[54] CJ Kliewer, BD Patterson, P-E Bengtsson, and TB Settersten. Time-domain
measurements of s-branch n 2–n 2 raman linewidths using picosecond pure ro-
tational coherent anti-stokes raman spectroscopy. Applied Physics B, 108:419–
426, 2012.

[55] Joseph D Miller, Sukesh Roy, James R Gord, and Terrence R Meyer. Com-
munication: Time-domain measurement of high-pressure n2 and o2 self-
broadened linewidths using hybrid femtosecond/picosecond coherent anti-
stokes raman scattering. The Journal of chemical physics, 135(20), 2011.

[56] Thomas Seeger, Johannes Kiefer, Alfred Leipertz, Brian D Patterson, Christo-
pher J Kliewer, and Thomas B Settersten. Picosecond time-resolved pure-



118

rotational coherent anti-stokes raman spectroscopy for n 2 thermometry. Op-
tics letters, 34(23):3755–3757, 2009.

[57] Waruna D Kulatilaka, Paul S Hsu, Hans U Stauffer, James R Gord, and
Sukesh Roy. Direct measurement of rotationally resolved h 2 q-branch raman
coherence lifetimes using time-resolved picosecond coherent anti-stokes raman
scattering. Applied Physics Letters, 97(8):081112, 2010.

[58] Tasoltan T Basiev, Alexander A Sobol, Petr G Zverev, Vyacheslav V Osiko,
and Richard C Powell. Comparative spontaneous raman spectroscopy of crys-
tals for raman lasers. Applied Optics, 38(3):594–598, 1999.
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[81] Laura Gómez, Raúl Z Mart́ınez, Dionisio Bermejo, Franck Thibault, Pierre
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