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Abstract

NAND Flash (or Flash) is the most popular solid-state non-volatile memory technology used today.

As the memory technolgy scales and costs reduce, flash has replaced Hard Disk Drives (HDDs) to

become the de facto storage technology. However, flash memory scaling has adversely impacted

the energy efficiency and reliability of flash based storage systems. While smaller flash geometries

have driven storage system capacity to approach petabyte limit, performance of such high capacity

storage systems is also a major limitation. In this dissertation, we address the power, reliability, and

scalability challenges of NAND flash based storage systems by modeling key metrics, evaluating

the tradeoffs between these metrics and exploring the design space to build application optimal

storage systems.

To address the power efficiency of flash memory, this dissertation presents FlashPower, a de-

tailed analytical power model for flash memory chips. Using FlashPower, this dissertation provides

detailed insights on how various parameters affect flash energy dissipation and proposes several

architecture level optimizations to reduce memory power consumption.

To address the reliability challenges facing modern flash memory systems, this dissertation

presents FENCE, a transistor-level model to study various failure mechanisms that affect flash mem-

ories and analyze the trade-off between flash geometries and operation conditions like temperature

and usage frequency. Using FENCE, this dissertation proposes both firmware level algorithms to

enable reliable and application optimal storage systems.

Finally, to address scalability limitations of flash based high capacity Solid State Disks (SSDs),

this dissertation evaluates the bottlenecks faced by conventional SSD architectures to show that the

size of the indirection tables and the processing power available in such architectures severely limit
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performance as SSD capacity approaches the petabyte limit. This dissertation proposes FScale, a

scalable, distributed processor based SSD architecture that can match the scaling rate of NAND

flash memory and enable high performance petabyte scale SSDs.
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Chapter 1

Introduction

We are currently in the era of data centric computing where an increasingly interconnected popu-

lation has been generating data at a pace and scale far beyond Moore's law. As the volume of data

generated increases, there is a significant need for storage devices that can not only store data per-

sistently but also retrieve them reliably, quickly and in an energy efficient manner. NAND Flash (or

Flash) based storage systems are a class of persistent storage devices that use transistors connected

together in a NAND topology to store and retrieve data. Common examples of such storage de-

vices include Universal Serial Bus (USB) drives, Secure Digital (SD) cards, and Solid State Drives

(SSDs) used in laptops, workstations and servers. Unlike other class of storage devices (like Hard

Disk Drives (HDDs) and tape), flash based storage devices do not contain any mechanical com-

ponents to store and retrieve data making them smaller, faster, robust and energy efficient. As the

physical and logical dimension of flash memory scales and the cost of memory reduces, the adop-

tion rate of flash has continued to increase. In order to facilitate this growth, system architects

are required to optimize the storage systems for specific metrics like power, reliability and perfor-

mance. While some of the optimizations can be employed at the memory chip level, others require

system level changes to enhance system metrics. The overall goal of this dissertation is to address

the power, reliability and scalability challenges of NAND flash based storage systems by modeling

the metrics, evaluating the tradeoffs between the metrics and exploring the design space to build

application optimal storage systems.

Power is an important consideration for flash memories because their design is closely tied to the

1



Chapter 1. Introduction 2

power budget of the system within which they are allowed to operate. Given that flash memories

are used in a wide range of systems, an accurate knowledge of power consumption and insights

into how power is consumed in flash are critical. There has been little research on how various

parameters affect energy dissipation as most studies rely on worst case estimates from data sheets.

The first objective of this dissertation is to dissect the internal architecture of flash memory chips and

build an analytical model of its energy dissipation. We then use the model to attain insights on flash

energy dissipation and propose architecture optimizations that can reduce the power consumption

of these memories.

NAND flash based storage systems face multiple reliability challenges. The cell-structure and

organization of transistors inside the chips coupled with high current required for reading and writ-

ing from these transistors affects their reliability significantly. As the flash transistor technology

scales down in size, the reliability issues faced by the technology are greatly exacerbated. Consider-

ing the wide disparity in the reliability requirement of various storage devices, the second objective

of this dissertation is to model important failure mechanisms that affect NAND flash based stor-

age and propose firmware and architecture level solutions that can mitigate these failures to design

application optimal storage systems.

Current storage system architectures and Error Correction Code (ECC) mechanisms have en-

abled the industry to scale storage capacity by from the gigabytes to terabytes. Over the past 10

years, the capacity of NAND based storage systems have increased by three orders of magnitude

and are expected to approach a petabyte within the next decade [22]. As memory scaling continues,

existing system architectures should also scale accordingly to manage hundreds of NAND flash

chips while providing optimal performance, reliability and energy efficiency. The third and final

objective of this dissertation is to build an architecture level model to demonstrate the challenges in

scaling current SSD architectures. In order to overcome these challenges, this dissertation proposes

a new architecture that can effectively scale with NAND capacity and provide an optimal storage

system behavior.
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1.1 Major Contributions

The specific contributions of this dissertation are as follows.

1.1.1 Analytical Model for NAND flash Energy Dissipation

We present FlashPower, a detailed power model for the two most popular variants of NAND flash

namely, the Single-Level Cell (SLC) and 2-bit Multi-Level Cell (MLC) based NAND flash memory

chips. FlashPower models the key components of a flash chip during the read, program, and erase

operations and is highly parameterized to facilitate the exploration of a wide spectrum of flash

memory organizations. We validate FlashPower against power measurements from chips from

various manufacturers and show that FlashPower estimates are comparable to the measured values.

We present case studies to show that FlashPower can be used for designing power optimal NAND

flash memory chips for use in storage systems. This work has been published in Design Automation

and Test in Europe (DATE), 2010 and IEEE Transaction on Computer Aided Design(TCAD), 2013

[58, 59]

1.1.2 Architecting Reliable Solid State Storage Devices

We present FENCE, an analytical model to understand the factors affecting NAND flash reliability.

Using the model, we show the impact of recovery period and temperature on NAND flash data

retention. We use FENCE to explore the relationship and trade-offs between two dominant flash

failure mechanisms namely: endurance and data retention. We also use FENCE to show how

to trade-off data retention to increase endurance for NAND flash based storage devices used in

data centers. We propose firmware algorithms that exploit the trade-off to increase storage device

endurance from 6% to 56% depending on the enterprise workload while employing mechanisms to

prevent data loss. This work has been published as a tech report and presented in Flash Memory

Summit, 2012 [97].
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1.1.3 Architecture Petabyte Scale SSDs

We study the performance of conventional enterprise SSDs by building a detailed architecture

model. Using data collected from real enterprise SSDs, we model individual hardware resources

inside the SSD controller and the interaction between the software (Flash Translation Layer) and

hardware resources. Using this model, we explore the scalability limitations of conventional enter-

prise SSDs and conclude that the size of Logical-to-Physical (L2P) address translation table and the

compute power in these SSDs severely limit their performance. Our results indicate that as SSD

capacity scales towards the petabyte limit, the performance degrades by more than 30% indicating

that existing architectures have poor scalability. To address these deficiencies, we propose FScale,

new distributed processor based SSD architecture designed to scaling enterprise SSD performance

with capacity. FScale hardware architecture comprises of many programmable and low power con-

trollers named Local Controllers that are designed to manage a NAND flash package. We evaluate

the performance of FScale architecture as a function of SSD capacity using a detailed model and

show that unlike conventional architectures, SSD performance can increase with capacity by up to

3X using the FScale architecture compared to conventional SSDs of the same capacity. We propose

a 2-level hierarchical L2P table scheme that works with FScale architecture and efficiently uses the

cache memory available in the SSDs. We show that the proposed L2P mapping scheme improves

the cache hit rate by up to 4X resulting in improved SSD performance.

The rest of this dissertation is organized as follows: In chapter 2, we present FlashPower, a

detailed analytical power model for NAND flash memories. Chapter 3 presents FENCE, a relia-

bility model for NAND flash memories. In chapter 4 we use FENCE to demonstrate the trade-offs

between different flash failure mechanisms to build high endurance Solid State Disks (SSDs) for

use in data centers. In chapter 5, we discuss the challenges in architecting petabyte scale SSDs and

propose a new architecture to overcome these challenges. Chapter 6 concludes this dissertation.



Chapter 2

Understanding NAND Flash Energy Consumption

2.1 Introduction

Quantifying the energy consumption of flash accurately is necessary for many reasons. Power is an

important consideration because the design of flash memories is closely tied to the power budget

within which they are allowed to operate. For example, flash used in consumer electronic devices

has a signicantly lower power budget compared to that of a SSD used in data centers, while the

power budget for flash used in disk based caches is between the two. In such scenarios, an accurate

knowledge of flash power consumption is beneficial. Insights into flash power consumption are also

necessary because hybrid memories use flash in conjunction with other new non-volatile memories

like Phase Change RAM and Spin-Transfer Torque RAM [45, 87]. Power aware design of such

hybrid memory systems is possible only when an accurate estimate of flash energy consumption is

available. So far, most studies that quantify the energy consumption of flash were limited to using

datasheets. But research has shown that such datasheet-derived estimates are too general and do

not take the intricacies of flash memory operations into account. Datasheets only provide average

energy estimates (which in certain cases can deviate from the actual behavior by nearly 3X) and

cannot be used when accurate estimates are required. These inaccuracies arise chiefly because

they cannot account for properties like workload behavior that have an significant impact on flash

energy consumption. In particular, we lack simulation tools that can accurately estimate the power

consumption of various flash memory configurations.

5
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To address this void, we present FlashPower, a detailed power model for the two most popular

variants of NAND flash namely, the Single-Level Cell (SLC) and 2-bit Multi-Level Cell (MLC)

based NAND flash memory chips. FlashPower models the key components of a flash chip during

the read, program, and erase operations, and when idle, and is highly parameterized to facilitate

the exploration of a wide spectrum of flash memory organizations. FlashPower is built on top of

CACTI [100], a widely used tool in the architecture community for studying memory organizations,

and is suitable for use in conjunction with an architecture simulator. First, we validate FlashPower

against power measurements from chips from various manufactures and we show that FlashPower

estimates are comparable to the measured values. We then illustrate the versatility of FlashPower

through a design space exploration of power optimal NAND flash memory array configurations.

The organization of the rest of this chapter is as follows. Chapter 2.2 provides an overview of

the microarchitecture and operation of NAND flash memory. Chapter 2.3 presents the details of the

power model. Chapter 2.4 explains the experimental setup while Chapter 2.5 compares the results

from FlashPower with actual chip power measurements from a variety of manufacturers. Chapter

2.6 presents a design space exploration using FlashPower. Chapter 2.7 presents the related work

and Chapter 2.8 summarizes the work.

2.2 Microarchitecture of NAND Flash Memory

In this section, we describe the components in a NAND flash memory array, how they are architec-

turally laid out and their operation.

2.2.1 Components of NAND Flash Memory

Flash is a type of EEPROM (Electrically Erasable Programmable Read-Only Memory) that supports

read, program, and erase as its basic operations. A NAND flash memory chip includes command

status registers, a control unit, a set of decoders, some analog circuitry for generating high voltages,

buffers to store and transmit data, and the memory array. An external memory controller sends

read, program or erase commands to the chip along with the relevant physical address. The main
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component of a NAND flash memory chip is the flash memory array. A flash memory array is

organized into banks (referred to as planes). Figure 2.1 describes a flash plane. Each plane has a

page buffer (composed of sense-amplifiers and latches) which senses and stores the data to be read

from or programmed into a plane. Each plane is physically organized as blocks and the blocks are

composed of pages. A controller addresses a flash chip in blocks and pages. Thus a plane is a

two dimensional grid composed of rows (bit-lines) and columns (word-lines). At the intersection of

each row and column is a Floating Gate Transistor (FGT) which stores a logical bit of data. In this

dissertation, the terms “cell” and “FGT” refer to the same physical entity and are used interchange-

ably. In Single-Level Cell (SLC) flash, the FGT stores a single logical bit of information, while in

Multi-Level Cell (MLC) flash, the FGT stores more than one bit of information. Even though the

term MLC flash means the number of bits stored in a FGT can be more than 1, we use the term

MLC flash mostly in the context of a 2-bit MLC flash.
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Figure 2.1: Circuit Layout of a NAND Flash Memory Plane.

A group of bits in one row of a plane constitute a page. Each NAND flash block consists of
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a string of FGTs connected in series with access transistors to the String Select Line (SSL), the

Source line (SL), and the Ground Select Line (GSL), as shown in Figure 2.1. The string length is

equal to the total number of FGTs connected in series. The number of pages in a block and the size

of each page are integer multiples of the string length, and the number of bit-lines running through

the block, respectively. The multiplication factor depends on the architectural layout of the block.

Section 2.2.3 explains how the blocks are laid out architecturally. A pass transistor is connected to

each word-line to select/unselect the page.

2.2.2 Basic Flash Operations

NAND flash uses Fowler-Nordheim (FN) tunneling to move charges to/from the floating gate. A

program operation involves tunneling charges to the floating gate while an erase operation involves

tunneling charges off the floating gate. Tunneling of charges to and from the FGT varies its thresh-

old voltage and bits are encoded as varying threshold voltage levels. A read operation involves

sensing the threshold voltage of the FGT. An erase is performed at the granularity of a block while

the read and program operations are performed at a page granularity. Since each FGT in a MLC

flash has more than two threshold voltage levels, a read operation for MLC flash involves multi-

ple stages to sense the correct threshold voltage level. An SLC flash has only one stage in a read

operation. Most NAND flash memories employ an iterative programming method like Incremental

Step Pulse Programming (ISPP) to program an FGT. In iterative programming, a FGT attains its

target threshold voltage through a series of small incremental steps. By controlling the duration and

the magnitude of program voltage in each step, iterative programming ensures that precise thresh-

old voltage levels are reached. After each iteration, a verify operation is performed to ensure the

required threshold voltage level is reached. If not, the operation is repeated until an upper bound

on the number of steps is reached. This upper bound is fixed during the design of the chip. If the

upper bound is reached and the target threshold voltage level is still not reached, then the program

operation fails. As the iteration count increases, the energy required for a program operation also

keeps increasing. Section 2.3.5.5 provides more details about how FlashPower estimates program

energy consumption using iterative programming. Brewer et al. provide more details on circuit and
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Word-line Npagesize cells Npagesize cells
1 Page 0 Page 1
2 Page 2 Page 3
.. .. ..
.. .. ..

Npage/2 Npage −2 Npage −1

Table 2.1: Address Map for a SLC Block.

Word-line MSB of first LSB of first MSB of last LSB of last
Npagesize Npagesize Npagesize Npagesize

cells cells cells cells
1 Page 0 Page 4 Page 1 Page 5
2 Page 2 Page 8 Page 3 Page 9
.. .. .. .. ..
.. .. .. .. ..

Npage/4 Npage −6 Npage −2 Npage −5 Npage −1

Table 2.2: Address Map for a 2-bit MLC Block.

micro-architecture of flash memory [11, 90, 92].

2.2.3 Architectural Layout of Flash Memory

While Figure 2.1 shows the circuit level layout of a flash memory plane, this section explains the

page layout in a flash memory block. We illustrate the architectural layout using a SLC and a 2-bit

MLC flash as examples, but the layout is similar for all N-bit flash. We note that the architectural

layout of SLC and MLC flash can vary even though the underlying circuit layout and implementa-

tion are identical for the two. Assuming that there are a total of Npages in a block and the size of

each page is in Npagesize, Tables 2.1 and 2.2, adapted from [102], depict the address map of a flash

memory block. In case of SLC flash, each cell stores 1-bit of information and is mapped to a logical

page. The time taken to read and program this bit is nearly the same for all pages. In case of 2-bit

MLC flash some pages are mapped to the MSB while some other pages are mapped to the LSB.

The pages corresponding to LSB are read and programmed faster compared to pages mapped to the

MSB. We will refer to pages mapped to the LSB (pages 0, 1, 2, 3, etc. in Table 2.2) as fast pages

and pages mapped to the MSB (pages 4, 5, 8, 9, etc. in Table 2.2) as slow pages.
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2.3 FlashPower: A Detailed Analytical Power Model

In this section, we derive a detailed analytical power model for NAND flash memory chips. Flash-

Power uses this derived model to estimate NAND flash memory chip energy dissipation during

basic flash operations like read, program and erase and when the chip is idle. Before delving into

the details of the model, we list the components that are modeled and the power state machine. We

then explain the integration of FlashPower with CACTI [100], followed by the details of the model

itself.

2.3.1 Circuit Components

With respect to Figure 2.1, the components that dissipate energy are,

• The bit-line (BL) and word-line (WL) wires.

• The SSL, GSL and SL.

• The drain, source and the gate of the SST, GST and PTs.

• The drain, source and control gate of the FGTs.

• The floating gate of the FGTs - Energy dissipated during program and erase operation.

• The Sense amplifiers (SAs) - Energy dissipated during read, program verify and erase verify

operation.

In addition to the above components, FlashPower models the energy dissipated by the block and

page decoders, and the charge pumps (that provide voltages for read, program, and erase operation).

The energy per read, program and erase operation are the sum of the energy dissipated by all the

aforementioned components. Since the energy dissipation of I/O pins varies significantly with the

design of the circuit board using the flash chip, we do not model their energy.
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Figure 2.2: Power State Machine for an SLC NAND Flash Chip

2.3.2 Power State Machine

Figures 2.2 and 2.3 describes the power state machine for an SLC and an MLC NAND flash chip

respectively. The circles represent the individual states, while the solid lines denote state transi-

tions. We model the energy dissipated when the chip is powered. When the chip is on, but is not

performing any operations, it is in the “precharge state”. In this state, the bit-lines are precharged

while the word-lines, and the select lines (SSL, GSL and SL) are grounded. The select lines isolate

the array electrically but the chip is ready to respond to commands from the controller.

Upon receiving a read, program, or erase command from the controller, the state machine

switches to the corresponding state. When the command is complete, the state machine switches

back to the precharge state. We model the energy dissipation of the actual operation and each state

transition. For an SLC read operation, depending on whether a page is programmed or not, the chip

is in either the “Programmed Page” or the “Unprogrammed Page” state. This can be sensed in only

one read cycle. For an SLC program operation, depending on whether the bit to be programmed is

a “0” or a “1”, the state of the chip is either in “Page 0” or “Page 1” state.

For a MLC read, the chip transitions to one of the four states, depending on whether it is
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Figure 2.3: Power State Machine for a 2-bit MLC NAND Flash Chip

programmed or not and whether it is a slow or a fast page. For a SLC read, there are only two states

based on whether the cell is programmed or not. FlashPower requires atleast 2 read cycles to sense

one of the four states for MLC read and two cycles to sense a SLC read.

For an MLC program operation, the state transition of the chip is a function of the bit pattern

to be programmed and whether the page is a slow page or a fast page. FlashPower models an

conventional multi-page architecture programming method as described in [91]. According to this

method, each bit cell stores two pages - a fast page and a slow page. Figure 3 lists all the states for

an MLC program while Figure 2.4 explains how the chip transitions between these states. These

transitions are based on the multi-page programming algorithm proposed in [91]. When a fast page

is programmed, the chip transitions to a “Fast Page 1” state or a “Fast Page 0” state depending on

the bit pattern. When a Slow Page is programmed, the chip transitions to one of the four slow page

states depending on the bit pattern to be programmed and the current state of the fast page. The

main difference between a transition to a “Slow Page 11” state or to a “Slow Page 01” state from

a “Fast Page 1” state is the number of steps in the iterative programming method and the threshold
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Figure 2.4: Transition between MLC Program States.

voltage difference between the two states. A transition to a slow page state can occur only if the

chip is already in one of the two fast page states.

While FlashPower models a canonical MLC program operation, it can also model other pro-

gramming algorithms as long as they employ iterative programming techniques similar to the multi-

page architecture model. Small changes to the MLC state machine will be needed to support such

algorithms. For example, full sequence programming is a variant of multi-page architecture algo-

rithm in which both both the slow and fast pages are programmed together. To support such an

algorithm, the state machine must transition directly from the idle state to one of the four slow page

states. Since the main difference between transitions is the number of steps in the iterative pro-

gramming method and the threshold voltage difference between the states, the programming model

does not change, but the values for individual parameters that the model takes will change.

For a MLC program operation, there is only one transition from unprogrammed to programmed

state with the unprogrammed state being digitally encoded as “1” and the program state encoded

as a “0”. For an erase operation, we consider only a single state irrespective of whether the block

is in SLC or MLC mode. Note that while we consider the bit pattern for program operation, we

do not consider the bit pattern for read or erase operation. This is because the read operation only
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involves sensing the threshold voltage of the cell, which is deterministic if all cells in the page

are already programmed and is non-deterministic otherwise. For an erase operation, all cells in

the block are erased irrespective of their threshold voltage state. In case of the program operation,

which involves setting the threshold voltage of the cells to one of the 2n states, the input bit pattern

makes a significant difference in the power consumption. As we show in Section 2.5, the energy

dissipated to reach a “Fast Page 0” state is significantly different from the energy dissipated to reach

a “Slow Page 00” state, which in turn is different from the energy dissipated to reach a “Slow Page

01” state. The important parameters that affect the energy dissipation for the program operation are

the threshold voltage difference and the number of verify cycles required to transition to the final

threshold voltage state from the start state, both of which are governed by the input bit pattern.

2.3.3 Extending FlashPower for n-bit MLC flash

While the state machines in Figures 2.2 and 2.3 are for SLC and 2-bit MLC flash, FlashPower

can be extended for other n-bit MLC flash variants like Three Level Cell (TLC) flash. The state

machine can be generalized for a n-bit MLC flash as follows: FlashPower has a total of 2n states

for the read operation and we can sense one of these states within n cycles. Assuming that we

employ iterative programming and multi-page architecture similar to 2-bit MLC, the model requires

a total of 2n+1 −2 states for the program operation. Since an erase operation is for an entire block

irrespective of the threshold voltage of the individual cells in the block, FlashPower has only one

state for the erase operation. For TLC flash, this corresponds to 8,14 and 1 states for read, program

and erase operation respectively. The number of steps in programming and erase method can vary

from one implementation to another and so would the difference in threshold voltage of states

between transitions. Since the program and erase model are based on these parameters, they can be

extended to support n-bit MLC flash.

2.3.4 Integration with CACTI

FlashPower is designed as a plug-in to CACTI [100], a widely used memory modeling tool. We

estimate the power consumption of array peripherals such as decoders and sense amplifiers assum-
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ing that they are high performance devices and for the bit-lines and word-lines assuming aggressive

interconnect projections. We also model an FGT as a CMOS transistor and then use the CMOS tran-

sistor models of CACTI to calculate the parasitic capacitance of an FGT. However, unlike CACTI,

which models individual components of SRAM and DRAM based memory systems, we have cho-

sen to model the basic operations on the flash memory. This is because, in the memories that

CACTI models, individual operations operate at the same supply voltage to drive the bit-lines and

the word-lines. For example in a SRAM-based memory, both read and write operation use the same

voltage for word-lines and bit-lines. The granularity (total bytes) of a read/write is also the same.

However for NAND flash, read, program and erase operate at different bias conditions and the

granularity of an erase differs from read/program. Since the circuitry behaves differently for these

different operations, we believe that it is more appropriate to model energy for the basic operations

on the flash memory. Table 2.3 summarizes the inputs to FlashPower.

2.3.5 Power Modeling Methodology

2.3.5.1 Modeling the Parasitics of an FGT

To calculate the energy dissipation of an FGT, it is necessary to estimate the FGT’s parasitic ca-

pacitance - i.e. an FGT’s source, drain and gate capacitance. While the source and the drain of

an FGT and a CMOS transistor are similar, an FGT has a two gate structure (floating and control)

while a CMOS transistor has a single gate. We model a dual gate FGT structure as an equivalent

single gate CMOS structure by calculating the equivalent capacitance of the two capacitors (one

across the inter-poly dielectric and other across the tunnel oxide). We then use CACTI to calculate

the parasitics of this transistor. Figure 2.5 illustrates this. We calculate the control gate capacitance

Ccg,mc using the information on gate coupling ratio (GCR) available in [35], while we calculate the

floating gate capacitance C f g,mc using the overlap, fringe and area capacitance of a CMOS transistor

of the same feature size. The source and drain capacitance of the transistor depend on whether the

transistor is folded or not. FlashPower assumes that the transistor is not folded as the feature size is

in the order of tens of nanometers. We use CACTI to model the drain capacitance of the FGT and

the parasitic capacitance of other CMOS transistors like the GST, PT and SST.
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Table 2.3: Inputs to FlashPower.
FlashPower has 12 Required(R) and 23 Optional(O) Parameters.

Microarchitectural Parameters
Npagesize (R) Size (in bytes) for the data area in each page.
Nsparebytes (R) Size (in bytes) for the spare area in each page.
Npages (R) Number of pages per block.
Nbrows (R) Number of rows of blocks in a plane.
Nbcols (O) Number of columns of blocks in a plane. Defaults to 1.
Nplanes (O) Number of planes per die. Defaults to 1.
Ndies (O) Number of dies per chip. Defaults to 1.
tech (R) Feature size of FGTs.
Bits per cell (R) Number of bits per FGT.

Device-level Parameters
NA,ND (O) Doping level of P-well and N-well. Defaults to 1015cm−3 and 1019cm−3.
β (O) Capacitive coupling between control gate and P-well. Defaults to 0.8.
GCR (O) Ratio of control gate to total floating gate capacitance. Obtained from ITRS.
tox (R) Thickness of tunnel oxide in FGTs.
W
L (O) Aspect ratio of FGTs. Defaults to 1.

Workload Parameters
Nbits 1 (O) Number of 1’s to be read, or programmed.

Timing Parameters
tprogram (R) Latency to program a page for SLC flash (fast page in MLC flash).
tprogram,slow (O) Latency to program a slow page in MLC flash. Defaults to tprogram * 2.
tread (R) Latency to read a page in SLC flash (fast page in MLC flash).
tread,slow (O) Latency to read a slow page in MLC flash. Defaults to tread * 2.
terase (R) Latency to erase a flash block.

Bias Parameters
Vdd (R) Maximum operating voltage of the chip.
Vread (O) Read voltage for SLC flash (fast page in MLC flash). Defaults to 4.5V.
Vread,slow (O) Read voltage for slow page in MLC flash. Defaults to 2.4V
Vbl,drop [0/1] (O) Bitline swing for read operation. Defaults to 0.7V.
Vpgm (O) Program voltage for selected page. Obtained from ITRS.
Vpass (O) Pass voltage during program for un-selected pages. Defaults to 10V.
Vera (O) Erase voltage to bias the substrate. Same as Vpgm.
Vbl,pre (O) Bit-line precharge voltage. Defaults to 3/5th of Vdd .
Vstep (O) Step voltage used for program and erase. Defaults to 0.3V

Policy Parameters
Nread veri f y cycles (R) Number of read verify cycles for a program operation
Nerase cycles (R) Number of erase pulses required to erase a block.
∆Vth,slc (O) Threshold voltage difference between programmed and erased state

for SLC flash. Defaults to 3V.
∆Vth,mlc (O) Threshold voltage difference between adjacent programmed states

for MLC flash. Defaults to 0.9V.
Optimize Write (O) Boolean flag enabling optimization to certain threshold levels transitions

in MLC flash. Defaults to false.
Optimize Erase (O) Boolean flag enabling optimization if the threshold level of a FGT is

unchanged after programming. Defaults to false.
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Figure 2.5: Modeling a Floating Gate Transistor

2.3.5.2 Derived Parameters

The length of each bit-line Lbitline and each word-line Lwordline are derived as:

Lwordline = Nbitlines−perblock ∗Nbcols ∗ pitchbit−line (2.1)

Lbitline = (Npages +3)∗Nbrows ∗ pitchword−line (2.2)

where Nbitlines−perblock = (Npagesize +Nsparebytes)∗8. “3” is added to Npages because for each block,

the bit-line crosses 3 select lines (GSL, SSL and SL). The terms pitchbit−line and pitchword−line refer

to the bit-line and word-line pitch respectively and are equal to 2∗ f eaturesize.

The total capacitance to be driven along a word-line is given by:

Cwl =Cd,pt +Cg,mc ∗Nbitlines−perblock

+Cwl,wire ∗Lwordline (2.3)

where, Cd,pt is the drain capacitance of the pass transistor, Cg,mc the equivalent gate capacitance of

FGT and Cwl,wire is the word-line wire capacitance. Similarly, the total capacitance to be driven

along the bit-line is equal to:

Cbl = 2∗Cd,st +Cd,mc ∗Npages +Cbl,wire ∗Lbitline (2.4)

where Cd,st is the drain capacitance of the select transistors (SST), Cd,mc is the drain and source
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capacitance of the FGT and Cbl,wire is the bit-line wire capacitance. Adjacent FGTs connected in

series share the source and the drain. Because of this assumption, the source capacitance of one

FGT is considered equal to the drain capacitance of the neighboring FGT. The source of SST is

shared with the drain of the first FGT in the string while the source of the last FGT in the string is

shared with the drain of GST. The total capacitance of the SSL is:

Cssl =Cgsl =Cd,pt +Cg,st ∗Nbitlines−perblock

+Cwl,wire ∗Lwordline (2.5)

Since the GSL needs to drive the same components as the SSL, we have Cssl =Cgsl . The capacitive

component of the SL is equal to:

Csrcline =Cwl,wire ∗Lwordline +Cd,st (2.6)

We assume that the source capacitance of GST is equal to its drain capacitance (Cd,st).

2.3.5.3 Transition from the Powered Off to the Precharged State

When this transition occurs, the bit-lines are precharged and word-lines to Vbl,pre and Vwl,pre re-

spectively. We bias the SST, GST and the PTs so that the current flowing through the FGTs is

disabled. We bias the source line to ground. Hence the energy to transition to the precharge state

(Epre) equals:

Epre = Ebl,pre +Ewl,pre (2.7)

Ebl,pre = 0.5∗Cbl,wire ∗ (0−Vbl,pre)
2

∗Nbitlines−perblock ∗Lbitline (2.8)

Ewl,pre = 0.5∗Cwl,wire ∗ (0−Vwl,pre)
2

∗Npages ∗Lwordline (2.9)
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While we precharge the bit-lines to reduce the latency of read accesses [48], the word-lines are not.

During our validation we set Vwl,pre to zero, but the model includes the word-line precharge Vwl,pre

as a parameter so that devices that perform word-line precharging can use this parameter.

2.3.5.4 The Read Operation

The read operation for SLC and MLC flash are quite similar. In case of SLC flash and fast pages

in 2-bit MLC flash, the sequence of operations required to sense the threshold voltage of the cells

is the same since we only need to distinguish between two states. In case of slow MLC pages, we

need 2 stages (and hence two read operations) to distinguish between four states.

To perform a read operation for both SLC and MLC flash, the block decoder selects one of the

blocks to be read while the page decoder selects one of the Npages inside a block. For SLC flash

and fast pages in MLC flash, we bias the word-line of the selected page to ground while we change

the bias of un-selected word-lines to Vread from Vwl,pre. This causes the un-selected pages to serve

as transfer gates. Hence the energy to bias the word-line of the selected page to ground and the

un-selected pages to Vread equals:

Eselected−page,r = 0.5∗Cwl ∗ (0−Vwl,pre)
2 (2.10)

Eunselected−pages,r = 0.5∗Cwl ∗ (Vread −Vwl,pre)
2

∗(Npages −1) (2.11)

For the read operation, the bit-lines remain at Vbl,pre. Depending upon the threshold voltage of the

FGT, the FGT is on or off which impacts the voltage drop in the bit-line. Assuming Nbits 1 to be

the number of bits corresponding to logical “1” and Nbits 0 to be the number of bits corresponding

to logical “0”, Vbl,drop 1 and Vbl,drop 0 to be the drop in bitline voltages for a 1-read and 0-read, the
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resulting energy dissipation equals:

Ebl−1,r = 0.5∗Cbl ∗ (Vbl,pre −Vbl,drop 1)
2 ∗Nbits 1 (2.12)

Ebl−0,r = 0.5∗Cbl ∗ (Vbl,pre −Vbl,drop 0)
2 ∗Nbits 0 (2.13)

Esl,r = Essl,r +Egsl,r +Esrcline,r (2.14)

where Vbl,drop 1 is the drop in bitline voltage when FGT is on and Vbl,drop 0 is the drop in bitline

voltage when FGT is off and Essl,r, Egsl,r and Esrcline,r are given by:

Essl,r = Egsl,r = 0.5∗Cssl ∗ (Vread −0)2 (2.15)

Esrcline,r = 0.5∗Csrcline ∗ (Vread −0)2 (2.16)

We detect the state of the cell using the sense amplifier connected to each bit-line. The sense

amplifier is a part of the page buffer and contains a latch unit [48]. It detects the voltage changes

in the bit-line and compares it with a reference voltage. Since this is very similar to DRAM sense

amplifier [99], we use CACTI’s DRAM sense amplifier model to determine the energy dissipated

for sensing and CACTI’s SRAM model to model the energy dissipated to store the sensed data in

the page buffer.

In order to read slow pages, we repeat the above steps, but instead of biasing the word-line of

the selected page to ground, we bias the word-line of the selected page to Vread,slow. If the threshold

voltage of the FGT is less than Vread,slow, then the FGT is off and the current through the bitline is

small. Otherwise, the FGT is on and the current is high. Combining the first and the second read

operation helps to distinguish between four threshold stages, thus helping to read the contents of

the slow page.

Once the read operation is complete, the system transitions from the read state to the precharged

state. This means that we bias bit-lines back to the precharge voltage Vbl,pre, while we bias the select

lines back to ground from Vread and the word-lines back to Vwl,pre. But the biasing for the transition

from read operation to precharge state is equal but opposite to the biasing for the transition from
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the precharge state to read operation. Hence the energy to transition from the read to the precharge

state (Er−pre) equals:

Er−pre = Ebl−1,r +Ebl−0,r +Eselected−page,r

+Eunselected−pages,r +Esl,r (2.17)

We calculate the energy dissipated by the decoders for the read operation, Edec,r, using CACTI. We

modify the CACTI decoder model to perform two levels of decoding (block and page decode) for

each read and program operation. Hence the total energy dissipated per read operation for SLC

flash and fast page of MLC flash equals:

Er = Eselected−page,r +Eunselected−pages,r +Ebl−1,r

+Ebl−0,r +Esl,r +Er−pre +Esenseamp,r +Edec,r (2.18)

The energy for a slow page read operation in MLC flash is equal to:

Er,slow = Er +Eselected−page,r +Eunselected−pages,r

+Ebl−1,r +Ebl−0,r +Esl,r +Er−pre

+Esenseamp,r +Edec,r (2.19)

where Eselected−page,r is calculated by biasing the word-line to Vread,slow instead of ground.

2.3.5.5 The Program Operation

To perform a read operation for both SLC and MLC flash, the block decoder selects one of the

blocks to be programmed while the page decoder selects one of the Npages inside a block. We trans-

fer the data from the controller to the page buffers. Since the decoding for the program operation is

the same as that of the read operation, we estimate the energy for decoding during the program op-

eration to be equal to Edec,p = Edec,r, where Edec,r is the energy for the decode operation estimated
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using CACTI.

FlashPower adopts the incremental step pulse programming model (ISPP) to estimate energy

dissipation during program operation [90]. In this paper, we refer to each pulse as a sub-program

operation. For each sub-program operation, we increase the program voltage of the selected page

by a step factor Vstep. After each sub-program operation, we perform a verify program operation to

check if the correct data is written to the page. If not, we repeat the sub-program operation, but with

a higher program voltage. Nread veri f y cycles indicates the total number of sub-program operations

performed during the write operation. The duration of each sub-program pulse is a function of the

program latency tprogram and Nread veri f y cycles.

We now calculate the energy for each sub-program operation. Let Vpgm,i be the program voltage

of the selected word-line in the ith iteration. We bias the selected word-line to Vpgm,i and the un-

selected word-lines to Vpass to inhibit them from programming. Since the program voltage for the

selected page varies for every iteration, we present the energy dissipated by this step as a function

of voltage. Thus the energy to bias the selected page and the un-selected page equals:

Eselected−page,p(V ) = 0.5∗Cwl ∗ (Vpgm,i −Vwl,pre)
2 (2.20)

Eunselected−page,p = 0.5∗Cwl ∗ (Vpass −Vwl,pre)
2

∗ (Npages −1) (2.21)

FlashPower adopts the the self-boosted program inhibit model [90] to prevent cells corresponding

to logical “1” from being programmed. According to the self-boosted program inhibit model, the

channel voltage is boosted to about 80% of the applied control gate voltage by biasing the bit-lines

corresponding to logical “1” at Vbl,ip and setting the SSL to Vdd . The resulting electric field across

the oxide is not high enough for tunneling and the cells are inhibited from being programmed.

Assuming Nbits 1 to be the number of bits corresponding to logical “1”, the energy dissipated by
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bit-lines to inhibit programming is equal to:

Ebl,ip = 0.5∗ (Cbl −Cd,mc ∗Npages)

∗V 2
ch boost ∗Nbits 1 (2.22)

where Vch boost is the boosted channel voltage and is a fraction of applied control gate voltage.

We bias the bit-lines corresponding to logical “0” to ground. The resulting high electric field

across the tunnel oxide facilitates FN tunneling resulting in charges tunneling from the channel onto

the floating gate. The energy dissipation of bitline corresponding to logical “0” is equal to:

Ebl,p = (0.5∗ (Cbl −Cd,mc ∗Npages)∗ (0−Vbl,pre)
2

+Etunnel,mc)∗Nbits 0 (2.23)

where the term Etunnel,mc is the tunneling energy per cell. Etunnel,mc is calculated as

Etunnel,mc = ∆Vth ∗ IFN ∗ tsub−program (2.24)

where IFN is the tunnel current and tsub−program is the duration of sub-program operation. IFN is

calculated as IFN = JFN ∗A f gt , where JFN is the tunnel current density calculated using [51] and

A f gt is the area of the floating gate.

Then the energy dissipated in charging the select lines is equal to:

Esl,p = Essl,p +Egsl,p +Esrcline,p (2.25)

where

Essl,p = Egsl,p = 0.5∗Cssl ∗ (Vdd −0)2

Esrcline,p = 0.5∗Csrcline ∗ (Vdd −0)2
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Once the sub-program operation completes, NAND flash chips perform a program-verify operation

to check if write operation is successful. FlashPower models the verify-program operation as a read

operation. Hence, the total energy per sub-program operation is:

Esubp(V ) = Eselected−page,p(V )+Eunselected−page,p

+Ebl,ip +Ebl,p +Esl,p +Evp (2.26)

where Evp, the energy spent in program verification and is given by Evp = Er −Edec,r. Er is de-

fined by equation (2.18). Since the entire process of sub-program and verify-program is repeated a

maximum of Nloop number of times, the maximum energy for programming is given by:

Epgm =
Nread veri f y cycles

∑
i=0

Esubp(Vpgm,i) (2.27)

Nread veri f y cycle is obtained from datasheets like [77] or can be fed as a input to the model.

Since a program operation concludes with a read operation, the transition from the Program to

Precharge is same as the transition from a read to precharge.

Ep−pre = Er−pre (2.28)

where Er−pre is given by equation (2.17).

Hence the total energy dissipated in the program operation is equal to:

Ep = Edec,p +Epgm +Ep−pre (2.29)

2.3.5.6 The Erase Operation

Since erasure happens at the block granularity, the controller sends the address of the block to be

erased. The controller uses only the block decoder and the energy for block decoding (Edec,e) is

calculated using CACTI. To aid block-level erasing, the blocks are physically laid out such that

all pages in a single block share a common P-well. Moreover, multiple blocks share the same
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P-well [90] and therefore it is necessary to prevent other blocks sharing the same P-well from

being erased. FlashPower assumes the self-boosted erase inhibit model [90] to inhibit other blocks

sharing the same P-well from getting erased.

Once we select an erase block, NAND flash memory uses multiple erase pulses to erase a block.

Each such operation is referred to as a sub-erase operation. The bias voltage for the P-well of the

selected block, Vera, is set to the initial program voltage, Vpgm. After each sub-erase operation, a

read-verify operation determines whether all FGTs in the block are erased or not. If all the FGTs

in the block are not erased, we repeat the erase operation (maximum of Nerase cycles times) after

incrementing Vera by the step voltage Vstep. We denote the erase voltage used for each sub-erase

operation to be Vsub−erase,i, where i indicates the iteration count of the sub-erase operation. The

duration of each sub-erase operation, tsub−erase, is a function of the maximum erase latency and

Nerase cycles.

For each sub-erase operation, we bias the control gates of all the word-lines in the selected

block to ground. We bias the P-well for the selected block to erase voltage Vsub−erase,i and the SSL

and the GSL to Vsub−erase,i ∗ β, where β is the capacitive coupling ratio of cells between control

gate and the P-well. A typical value of β is 0.8 [11]. We bias the SL to Vbl,e. Here Vbl,e is equal

to Vsub−erase,i −Vbi where Vbi is the built-in potential between the bitline and the P-well of the cell

array [76]. Adding up the charging of the SSL, GSL and SL, we get the energy dissipated in the

select lines to be:

Esl,e = Essl,e +Egsl,e +Esrcline,e (2.30)

where Essl,e,Egsl,e and Esrcline,e are calculated using the SSL, GSL and SL capacitance and the

bias condition explained above. We bias the bit-lines to Vbl,e which dissipates energy that is modeled

as:

Ebl,e(V ) = 0.5∗Cbl ∗ (Vbl,e −Vbl,pre)
2 ∗Nbitlines−perblock (2.31)

We parameterize Ebl,e(V ) as a function of applied erase voltage, since the erase voltage changes for

each sub-erase operation.

With the P-well biased to Vsub−erase,i, cells that have high threshold voltage undergo FN tunnel-
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ing. Electrons tunnel off the floating gate onto the substrate and the threshold voltage of the cell is

reduced. To effect FN tunneling, the depletion layer capacitance between the P-well and the N-well

should be charged. This capacitance of the junction between the P-well and the N-well, which form

a P-N junction, is a function of the applied voltage Vera, the area of the p-well Awell . The dynamic

power to charge this capacitance as the voltage across the junction raises from 0V to Vsub−erase,i is

determined as:

E junction,e(V ) = (
C j0

(1−Vsub−erase,i/φ0)m ∗A f gt)∗V 2
sub−erase,i (2.32)

where C j0 is the capacitance at zero-bias condition and φ0 is the built-in potential of the P-N junc-

tion. m, the grading coefficient is assumed to be 0.5. We parameterize E junction,e as a function of

applied erase voltage since the erase voltage changes for each sub-erase operation.

Once this P-N junction capacitance is fully charged, all cells in the block are erased. The

tunneling energy for the block, Etunnelerase,mc, is calculated using equation (2.24) and a sub-erase

pulse whose duration is tsub−erase. After each sub-erase pulse, a verify erase operation is performed

to ensure that all FGTs in the block are erased [90]. The verify erase operation is a single read

operation which consumes energy equivalent to a read operation. This is modeled as, Eblock,ve =

Er −Edec,r where Er is given by equation (2.18).

Since the erase voltage changes for each sub-erase operation, the total energy consumed in each

sub-erase operation, Esub−erase is parameterized as a function of the voltage and is equal to:

Esub−erase(V ) = Esl,e +Ebl,e(V )+Etunnelerase,mc(V )

+E junction,e(V )+Eblock,ve (2.33)

Since an erase operation ends with a read operation, the transition from the erase to precharge is

same as the transition from read to precharge. The energy dissipated during this transition is equal

to:

Ee−pre = Er−pre (2.34)
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where Er−pre is given by equation (2.17).

Hence the total energy dissipated in erase operation Eerase is equal to:

Eerase = Edec,e +
Nerase cycles

∑
i=0

Esub−erase(Vsub−erase,i)

+Ee−pre (2.35)

We can observe that if all the cells in the block are programmed and are at a low threshold

voltage stage, then an erase operation is not necessary. Some controllers can identify this scenario

and prevent an erase operation even when they receive such a command, thereby reducing the power

consumption and the latency of the erase operation.

2.3.5.7 Charge pumps

Each read, sub-program, or sub-erase operation requires that the charge pump supply a high voltage

(5V-20V) to the flash memory array. Ishida et. al specify that the energy consumed for each high

voltage pulse from the charge-pumps is 0.25µJ for chips operating at 1.8V and 0.15µJ for chips

operating at 3.3V for the read and program operation [33]. In FlashPower, we use these constant

values but since FlashPower is parameterized, a detailed charge-pump model can be incorporated

in lieu of the current one.

2.3.5.8 Multi-plane operation

The power model described thus far corresponds to single-plane operations. However modern

NAND flash chips allow multiple planes to operate in parallel. These are referred to as multi-plane

operations. Since FlashPower models single-plane operations, energy consumption for multi-plane

operations can be determined by multiplying the results of single-plane operations with the number

of planes operating in parallel.

So far, we have provided an detailed analytical model that estimates the energy dissipation of

NAND flash for individual operations. We now validate our model with measurements from real

flash chips from various manufacturers.
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Chip Feature Page Size Spare Pages Blocks Planes Dies Capacity
Name Size (nm) (KB) (bytes) /Block /Plane /Die /Chip (Gb)

B-MLC8 72 2KB 64 128 2048 2 1 8.25
D-MLC32 80 4KB 128 128 2096 2 2 33.77
E-MLC64 51 4KB 128 128 2048 4 2 66.00
A-SLC4 73 2KB 64 64 2048 2 1 4.13
B-SLC4 72 2KB 64 64 2048 2 1 4.13

Table 2.4: NAND flash chips used for evaluation

2.4 Experimental Setup

To validate the model’s usability and accuracy, we measured the latency and energy consumption of

read, program, and erase operations from real flash chips. Using a custom-built board, we acquired

fine-grain measurements of a diverse set of flash chips. In this section, we describe the hardware

setup and the test procedure.

2.4.1 Hardware Setup

Figure 2.6 depicts our flash characterization board that consists of two sockets for testing flash chips.

The board connects to a Xilinx XUP development kit with a Virtex-II FPGA and an embedded

PowerPC processor. The processor runs Linux and connects to a custom flash controller that gives

the user complete access to the flash chips. The flash controller can issue operations to the chips

and record latency measurements with a 10 ns resolution.

To measure the energy consumption of individual flash operations, we use a high-bandwidth

current probe attached to a mixed-signal oscilloscope. The Agilent 1147A current probe attaches to

a jumper that provides power to a single flash chip. We trigger the oscilloscope to capture current

measurements when the flash controller sends a command to the flash chip.

2.4.2 Test Procedure

Table 2.4 summarizes the system-level properties of the flash chips we used for validation. We

selected a diverse set of chips - in terms of feature size, capacity, array structure, and manufacturer

- to depict the compatibility and adaptability of FlashPower.
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Figure 2.6: Flash Evaluation Board

We measured the latency and power consumption for read, program, and erase operations on

each chip. The types of operations we performed varied for SLC- and MLC-based flash chips.

SLC chips We tested four states for a single-page read operation on SLC-based chips: unpro-

grammed (freshly-erased), all 0’s, 50% 0’s, and all 1’s. For the program operation, we acquired data

while programming a single page with all 0’s, 50% 0’s, and all 1’s. Finally, for erase operations,

we measured the energy while erasing an entire block of pages programmed with all 0’s and pages

programmed with all 1’s.

MLC chips To quantify energy consumption for read operations of MLC-based chips, we mea-

sured the energy consumption of reading a page in four states:

1. Fast Page Programmed - Reading a programmed fast page.

2. Slow Page Programmed - Reading a programmed slow page.

3. Fast Page Unprogrammed - Reading a freshly-erased fast page.

4. Slow Page Unprogrammed - Reading a freshly-erased slow page.

For program operations, we measured the energy consumption of the following six transitions

caused by programming a page:
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1. Fast Page 0 - Programming a freshly-erased fast page with all 0’s.

2. Fast Page 1 - Programming a freshly-erased fast page with all 1’s.

3. Slow Page 01 - Programming a slow page with all 1’s and the fast page counterpart is of type

Fast Page 0.

4. Slow Page 11 - Programming a slow page with all 1’s and the fast page counterpart is of type

Fast Page 1.

5. Slow Page 00 - Programming a slow page with all 0’s and the fast page counterpart is of type

Fast Page 0.

6. Slow Page 10 - Programming a slow page with all 0’s and the fast page counterpart is of type

Fast Page 1.

For erase operations, we measured the energy consumption of erasing an entire block of fully-

programmed pages of all 0’s and all 1’s.

For each chip and each type of operation, we performed ten measurements and reported the

average. We summarize the results of these experiments in conjunction with the model’s approxi-

mations in Section 2.5.

2.5 Validation of FlashPower

We now compare the outputs of the analytical model with power measurements from real SLC

and MLC flash chips. The sources used to obtain values for parameters used in our model (listed

in Table 2.3) are as follows: Except for feature size of FGTs, values for all microarchitectural

parameters are obtained from manufacturer datasheets. The feature size of FGTs used in our chips

are obtained from [23, 83]. Values for device-level parameters are obtained from [11, 35, 76]. The

operating voltage of the chip is obtained from datasheets, while for other bias parameters we use

information available in Chapter 6 of [11]. The value for timing parameters and policy parameters

are deduced from datasheets, by measuring the latency of flash operations, and from [11]. We used
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Figure 2.7: Read Energy Comparison for SLC flash

Figure 2.8: Program Energy Comparison for SLC flash

the measured latencies of each flash operation (see Section 4.2) because we found that the values

for timing parameters and program verify cycles in datasheets were significantly different (as high

as 50% in some cases) from actual behavior. While datasheets contained average latencies of flash

operation, the actual latencies depended on factors like the type of page and in some cases on the

data pattern being used. Finally, since we measure the energy consumption of the chips by varying

the input bit pattern, we control the values for the workload parameters.

We now present the results for read, program and erase operation for both MLC flash followed

by SLC flash.
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Figure 2.9: Erase Energy Comparison for SLC flash

2.5.1 Validation for SLC flash

Figures 2.7, 2.8 and 2.9 show the results for the read, program and erase operations for SLC flash.

The y-axis represents the energy consumption of the particular operation, while the x-axis repre-

sents the state of a page in SLC flash as explained in Section 2.3.2. From Figure 2.7, we can observe

that the variation between the estimated and the measured read energy is about 40% on average (at

most 62% or 8µJ) for A-SLC4, while it is less than 10% for B-SLC4. For the program operation,

the difference between estimates and measurements is 22% on average (at most 26% or 2µJ) for

B-SLC4, while the difference is 40% on average (at most 62% or 8µJ) for A-SLC4. For the erase

operation, it is 24% on average ( at most 27% or 8µJ) for B-SLC4, while it is 36% on average (at

most 37% or 24µJ) for A-SLC4.

These results show that the FlashPower can estimate the energy consumption of B-SLC4 with

high accuracy, but for A-SLC4, the accuracy is low. It should be noted that the differences among

the the measured values of the two chips is similar. In other words, the estimates of A-SLC4 and B-

SLC4 are comparable among themselves, while the differences in measurements between A-SLC4

and B-SLC4 are high.

To understand why such variations occur, we compare the parameters of the two chips. We find

that the microarchitectural parameters for the two chips are almost the same (please refer to Table

2.4). Since the feature size and the operating voltage of the two chips are almost the same, our

model assumes that the device level parameters are same. As far as the timing parameters are con-



Chapter 2. Understanding NAND Flash Energy Consumption 33

cerned, our experiments show that the read latency of A-SLC4 is about 20% higher than B-SLC4.

The program latency for the two chips is similar, while the erase latency is about 30% higher for A-

SLC4 compared to B-SLC4. With respect to the policy parameters mentioned in Table 2.4, values

for ∆Vth,slc is set based on [35] and since the chips have the almost same feature size, their values

are same. The values of program-verify and erase cycles are set using latency measurements from

the chips and they are similar. Since the bit patterns are constant across both the chips, we hypothe-

size that the differences in energy are due to changes to specific policy parameters like ∆Vth,mlc and

Nread veri f y cycles, device parameters like β and tox or due to manufacturer-specific optimizations of

the individual operations. Better knowledge about the values for these parameters can significantly

increase the accuracy of the model. FlashPower is developed based on [11, 48, 90, 92] and de-

scribes the canonical operation of NAND flash memory and does not capture manufacturer-specific

designs. This results in a significant variation between estimates and measurements for A-SLC4

while the variation is significantly lower for B-SLC4. However, since FlashPower is extensively

parameterized, any manufacturer-specific implementations can be used for estimating flash power

consumption.

2.5.2 Validation for 2-bit MLC flash

Figure 2.10 shows the results for the read operation for MLC flash. The x-axis represents the page

being read during the operation while the y-axis represents the total energy dissipated during the

read. Each column represents the average energy consumed by the flash chip when it is at one of

the various states described in Section 2.3.2. From the figure, we can observe that the difference

between estimated and measured energy is less than 22.3% (or 0.64µJ) for all types of pages.

We found that the difference in estimated and measured energy values were significantly higher

for unprogrammed pages than for programmed pages. Since the threshold voltage states of cells in

unprogrammed pages is non-deterministic, modeling the energy consumption for an unprogrammed

page is challenging. It should be noted that reading an unprogrammed page does not happen often

in practice. If we just consider programmed pages, the difference drops to less than 12.3% (or

0.35µJ) and in most cases, the difference between measured and estimated values are negligible.
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Figure 2.10: Read Energy Comparison for MLC flash

Figure 2.11 shows the result for the program operation for MLC flash. The y-axis represents

the energy consumption of a program operation, while the x-axis represents the various states of a

flash page. Each column in the figure represents the energy consumed by the flash chip when it is

at one of states described in Section 2.3.2. We find that the accuracy of the model is high while

programming fast pages for all three flash chips. For slow pages, the accuracy depends on the chip

being measured and the bit pattern being used.

Many factors like the number of program verify cycles, the duration of each sub-program oper-

ation, the thickness of the tunnel oxide (which affects the tunneling energy), the program and step

voltages used, the difference between the starting and the final threshold voltage states affect the

energy dissipation during a program operation. Moreover, the values for these factors change with

the type of bit pattern being written. Since programming a slow page involves carefully controlling

the threshold voltage distribution of the FGT, an accurate value for each of these parameters is even

more important. For example, a linear difference in program and step voltage can cause quadratic

difference in energy consumption.

While FlashPower identifies values for some factors like number of program-verify cycles used,

and the duration of each sub-program operation by reverse engineering the chips, values for Vpgm,

Vstep, ∆Vth,mlc for each chip that is being evaluated are not publicly available. Since values for such
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Figure 2.11: Program Energy Comparison for MLC flash

parameters are not publicly available, the variation between estimates and measurements are high

for some bit patterns. For example, in the case of B-MLC8, increasing Vpgm and ∆Vth,mlc reduced

the difference between the measurement and the estimates for the Slow Page 00 and Slow Page 11

states from 49% to nearly 8%. In the case of D-MLC32, even a small decrease in Vpgm and ∆Vth,mlc

reduces the variation between estimates and measurement for the Slow Page 11 state 49% to nearly

10%. Since FlashPower has been extensively parameterized, any user who has detailed information

on individual parameters can feed those parameters into FlashPower to get an accurate estimate of

flash energy consumption.

Figure 2.12 shows the results for the erase operation for the three chips for 2 different bit

patterns. For B-MLC8 and D-MLC32, changing the bit pattern did not affect the erase energy

significantly. For E-MLC64, when all pages in the block were in the lowest threshold state (“11”),

the erase energy was about 5X lower than the energy consumption for all other bit patterns. We call

this the optimize erase operation, where the controller does not erase a block where all cells already

have the lowest threshold voltage. While two chips, B-MLC8 and D-MLC32, did not perform this

optimization, E-MLC64 had this optimization enabled. From this figure, we can also see that the

estimates correspond well to the measurements. The variation between estimates and measurement

in less than 10% for B-MLC8 and E-MLC64, while the difference was less than 20% for D-MLC32.

So far, we have examined the accuracy of FlashPower by comparing the results with measure-
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Figure 2.12: Erase Energy Comparison for MLC flash

ments from a range of chips across various manufacturers. We now use the tool to perform some

design space exploration studies.

2.6 Design Space Exploration Using FlashPower

FlashPower enables us to study the effect of various flash parameters (listed in Table 2.3) on the

power consumption of the chip. In this section, we show the utility of FlashPower through two case

studies to identify power optimal design configurations.

Case Study 1: Let us say a chip architect decides to design a 16Gb NAND flash chip and

wants to estimate the energy consumption for various design scenarios. Table 2.3 provides a list of

all parameters that can be adjusted by the architect to identify the relative benefits of each design

scenario. Assuming that the designer has the flexibility to change the memory array configuration

of flash, we show how to use FlashPower to compare some configurations. For this study, we vary

the microarchitecture parameters listed in Table 2.3, except the feature size, while the values for

all other parameters are assumed to be the same as the B-MLC8 chip. Table 2.5 provides a list of

configurations for designing a 16Gb memory chip.

Table 2.6 shows the read, write and erase energy for different memory configurations while

reading and programming a fast page and erasing a block. Note that, in the case of X3-M16, read
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Chip Page Spare Pages/ Blocks/ Planes/ Dies/
Name Size (KB) Bytes Block Plane Die Chip

X1-M16 2 64 128 2048 2 2
X2-M16 2 64 128 4096 2 1
X3-M16 4 128 128 2048 2 1
X4-M16 2 64 256 2048 2 1
X5-M16 2 64 128 2048 4 1

Table 2.5: Different 16Gb Chip Configurations

Configuration
Read Energy Program Energy Erase Energy

Fast Page Fast Page (µJ)
Programmed (µJ) (µJ)

X1-MLC16 1.085 15.418 117.602
X2-MLC16 1.629 18.297 232.577
X3-MLC16 1.632 29.747 232.908
X4-MLC16 1.59 18.205 227.719
X5-MLC16 1.277 15.562 117.595

Table 2.6: Energy dissipation for various 16Gb Chip Configurations.

and program operations occur at 4KB granularity, while for other configurations, they occur at a

2KB granularity. The block size is 512KB for X3-M16 and X4-M16, while it is 256KB for the other

configurations. Table 2.6 can be used by the architect to estimate the energy dissipation for various

memory configurations. From Table 2.6 we can see that X1-M16 is the chip that dissipates the

least energy for read and program operations (for erase operation, the energy dissipation is almost

the same as X5-M16). However, the page size of X1-M16 is just 2KB. The page size for X3-

M16 is 4KB, while the energy consumption of reads is only 60% more than X1-M16. Depending

upon whether the architect is optimizing for total energy consumption or energy dissipated per byte

processed, they can choose one design over the other. In systems that run on battery power and

have small data access granularity like consumer electronics devices and wireless sensors , where

the architect is limited by maximum energy dissipation of the chip, X1-M16 is better option that X3-

M16. In systems where energy efficiency is of higher importance than maximum energy dissipation,

X3-M16 is a better option. Some designers may choose X5-M16 over the rest because the number

of planes in X5-M16 is higher than the rest, which allows for more operations to happen in parallel.

Note that for X3-M16, the write and erase energy, is still ∼2X higher than X1-M16, because their
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Configuration
Read Energy Program Energy Erase Energy

Fast Page Fast Page (µJ)
Programmed (µJ) (µJ)

All 1s 1.182 8.385 2.566/115.218
75% 1s 1.023 10.144 115.221
50% 1s 0.863 11.902 115.224
25% 1s 0.703 13.660 115.226
All 0s 0.543 15.418 115.229

Table 2.7: Energy dissipation for various bit patterns for X1-M16.

pages are larger.

Case Study 2: Let us say a chip architect decides to design a NAND flash chip that can consume

less energy while storing specific data patterns. This scenario could be motivated by an application

behavior or due to flash aware encoding schemes that seek to increase flash lifetime by favoring one

bit pattern over an another. For example, a flash aware encoding scheme can choose to write more

logical 1s than logical 0s in order to reduce the probability of tunneling of cells, thereby increasing

flash lifetime. FlashPower allows the architect to estimate the impact of energy dissipation due to

different bit patterns. Table 2.7 shows the energy dissipation of X1-M16 for read, write and erase

operations for various bit patterns. These results are based on the assumption that there is 100%

bitline discharge for logical 1s and no discharge for logical 0s during the read operation. From Table

2.7, we can see that for a read operation, a page filled with 0s consume less energy than a page with

1s because bit-lines corresponding to logical 0 do not discharge while bit-lines corresponding to

logical 1 discharges fully and hence dissipates more energy. However, in case of write operations,

writing logical 1s consumes less energy because programming is inhibited for logical 1s, while

tunneling happens when logical 0s are written, consuming more energy. For erase operations, if the

chip supports optimize erase feature, then the erase energy is just 2.5µJ. Without optimization, this

increases by 46X to 115.128µJ, indicating the importance of optimizating erase operations. The

erase energy does not vary significantly with the data pattern since the entire P-well of the erase

block is biased to the erase voltage Vera and hence dissipate almost the same energy.

These two case studies show the utility of FlashPower in evaluating the design tradeoffs for

NAND flash memory. Because FlashPower is parameterized, it is possible to analyze such what-if
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scenarios and identify power optimal flash chip configurations.

2.7 Related Work

CACTI is an integrated timing, area, leakage and power modeling tool from HP Labs [100]. CACTI

supports evaluating SRAM and DRAM memory technologies. This chapter uses the underlying in-

frastructure available in CACTI and extends it to model NAND flash memories. Research interest in

non-volatile memories has spawned development of analytical models for many memory technolo-

gies, most of which use CACTI as their base. Smullen et al. provide an analytical model to charac-

terize the behavior of Spin-Transfer Torque RAM (STT-RAM) [86]. Dong et al. provide a similar

analytical model for phase change memories [18]. Xu et al. extend CACTI to model Resistive RAM

(RRAM) memory technology [101]. While analytical models form one end of the spectrum, charac-

terizing memory technologies with actual measurements form the other end. Grupp et al. provide a

characterization of physical properties using actual measurements from flash chips [23]. Yaakobi et

al. use results from actual measurements to characterize the reliability of flash chips [102]. Boboila

et al. perform a similar study, but focus mainly on write endurance [10]. NVSim presents ana-

lytical models for flash with validations at a datasheet level [64]. FlashPower uses measurements

from actual chips and combines it with a detailed parameterized analytical model for NAND flash

memories. NANDFlashSim is a microarchitecture level tool that simulates only the performance

characteristics of NAND flash chips [42]. NANDFlashSim can be used on top of circuit-level ana-

lytical modeling tools like FlashPower to provide a flash simulation infrastructure that models both

energy and performance.

2.8 Summary

In this chapter, we have presented FlashPower, a detailed power model for the two most popular

variants of NAND flash namely, the Single-Level Cell (SLC) and 2-bit Multi-Level Cell (MLC)

based NAND flash memory chips. FlashPower models the energy dissipation of flash chips from

first principles and is highly parameterized to study a large design space of memory organizations.
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We have validated FlashPower against measurements from 5 different chips from different man-

ufacturers and show that our model can accurately estimate the energy dissipation of several real

chips.



Chapter 3

Modeling NAND Flash Memory Reliability

3.1 Introduction

NAND Flash memory is used in a wide range of systems ranging from consumer electronics de-

vices like Secure Digital (SD) cards and smart phone storage to Solid State Disks (SSDs) in data

centers. Due to this wide application, NAND flash based storage systems have diverse reliability

requirements. A storage device like a SD card may require data to be stored for several years but

may be written only a few hundred times. However, a SSD used in data center may be written

several thousand times while the data is expected to remain non-volatile only for a few weeks or

months due to the periodic backup operations. In order to understand the reliabilty of NAND based

storage systems, a comprehensive understanding of the physical behavior of the memory and vari-

ous reliability mechanisms along with system parameters (like workload and ambient temperature)

used to exercise the storage device is required. In this chapter, we study the major failure mecha-

nisms associated with NAND flash using a detailed analytical model. We then use the analytical

model to quantify failure at the memory level and study sensitivity to important parameters like

temperature and recovery periods. We then use the model to study the trade-offs among the failure

mechanisms at the memory level. In Chapter 4, we use the memory level reliability understanding

obtained using these models to study the system level reliability of SSDs used in data centers.

The rest of this chapter is organized as follows: Section 3.2 provides an overview of NAND

flash reliability. Section 3.3 describes an analytical model for NAND flash data retention, while

41



Chapter 3. Modeling NAND Flash Memory Reliability 42

Section 3.4 analyzes the impact of detrapping on data retention. In Section 3.5, we study the effect

of temperature on data retention while we discuss related work in Section 3.6. We summarize this

chapter in Section 3.7.

3.2 Overview of Flash Reliability

The main types of reliability issues in NAND flash memory are: data retention, write endurance,

and disturbs. The duration of time for which the data written in flash memory cells can be read

reliably is called the (data) retention period. The number of Program/Erase (P/E) cycles that can

be performed on flash cells while guaranteeing a particular retention period determines the (write)

endurance. While the retention period and endurance of flash can vary with usage, flash manu-

facturers guarantee a retention period in the order of years and an endurance of 3000 to 100,000

P/E cycles [34, 72]. Loss of data retention and write endurance are the most dominant flash re-

liability Memory cell disturbs occur when a bit flips inadvertently in that cell due to accesses to

adjacent cells. There can be read, write, or erase disturbs, depending on the operation in the ad-

jacent cells. Many studies have shown that NAND flash memory has very low vulnerability to

disturbs and that erasing the cell (which occurs several times as part of the normal usage of the

SSD, since NAND flash does not support in-place writes) reduces the susceptibility of memory

cells to bit flips [14, 93]. Moreover, existing Error Correction Codes (ECC) in flash memory are

effective in handling errors that occur due to disturbs [14]. Therefore this paper focuses only on

endurance and retention time and the tradeoffs between the two. Memory standards organizations,

such as Joint Electron Device Engineering Council (JEDEC), provide detailed information about

these these failure mechanisms [40].

3.2.1 Factors affecting Flash Reliability

While a comprehensive analysis of flash memory requires examining all the components in a flash

chip, this work only focuses on the flash memory array, which occupies nearly 80% of the total
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chip area and is the most important component of a flash chip [11]. Some key factors affecting flash

reliability are: (1) Cycling, (2) Recovery period, and (3) Temperature.

3.2.1.1 Cycling

FN tunneling requires very high electric fields which affects the reliability of the tunnel oxide in

flash [51]. Consequently, program and erase operations, which use FN tunneling, are also referred

to as stress events [60]. Cycling breaks the atomic bonds in the oxide layer, which increases the

probability of charges getting trapped when they tunnel through the oxide layer. When charges

are trapped in the tunnel oxide, it increases charge leakage from the floating gate due to a process

called Trap Assisted Tunneling (TAT) [57]. This leakage current is called as Stress Induced Leakage

Current (SILC) and is exacerbated due to trap assisted tunneling under low electric fields.

As cycling on the flash memory cell increases over a period of time, charge trapping in the

tunnel oxide also increases, which increases SILC. As SILC increases, the data retention period

and endurance of flash also decreases.

3.2.1.2 Recovery Period

Flash cells experience a period of relative inactivity before they are chosen to be programmed or

erased again. This time period between successive stress events is called as the recovery period

because flash memory cells experience some recovery from the effect of stresses during this time

period [60]. Prior work [55, 93, 103] has shown that as the recovery period increases, some of the

charges trapped in the tunnel oxide detrap and thereby increase the strength of the tunnel oxide.

A recent study [60] provides a detailed analytical model that examines the effect of cycling and

recovery periods on trapping and detrapping and their impact on flash endurance. It is important

to note that while detrapping of charges from the tunnel oxide helps to keep the oxide clean, it

also results in an increase in bit-errors. This is because the read circuit inside flash chips cannot

differentiate between charges in the floating gate and the tunnel oxide and charges draining out from

the tunnel oxide or from the floating gate are just perceived as shifts in threshold voltage.
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Figure 3.1: Trapping and Detrapping in Floating Gate Transistors

An illustration of trapping during program or erase cycles and of detrapping during recovery

periods is shown in Figure 3.1.

3.2.1.3 Temperature

High temperatures can exacerbate several silicon reliability problems and flash memory is no excep-

tion. The impact of temperature on the reliability of flash is typically expressed using the Arrhenius

equation, where, given a failure rate at stress temperature Tstress, the failure rate at another temper-

ature Tuse can be calculated by measuring the acceleration factor (AF), which is given by:

AccelerationFactor(AF) = exp
Ea
K ·( 1

Tuse
− 1

Tstress
) (3.1)

where Ea is the activation energy of a given type of failure mechanism which is usually determined

based on empirical measurements, K is the Boltzmann’s constant, Tuse is the temperature in op-

erating conditions (in kelvins) and Tstress is the temperature under stress conditions (in kelvins).

JEDEC indicates an activation energy of 1.1eV for detrapping, while the activation energy for the

data retention failure mechanism is indicated to be 0.3eV [40]. As the activation energy increases,

the sensitivity of the failure mechanism to temperature significantly increases.

In order to understand how the various factors mentioned in this section affect flash reliability,

we now present an analytical model.
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3.3 An Analytical Model for NAND Flash Data Retention

We estimate the retention period by modeling the SILC due to charge trapping and detrapping

and use this estimate to calculate the duration of time before data loss occurs. By estimating the

retention period of flash and the number of P/E cycles it takes for the retention to drop below a

specific threshold, we estimate the endurance of flash memory. This analytical model is developed

by combining information from device physics papers on NAND flash memory cells [47, 55, 56,

103, 104]. These papers provide information about the various parameters affecting endurance and

retention, their relationship to each other, and values for some fitting constants that are used in the

model. It is important to note that all these device physics papers are based on very similar flash

memory technology and hence are consistent with each other.

In order to estimate SILC, data retention, and endurance, we need to first determine the effect of

cycling and recovery on trapping and detrapping. We use the analytical model developed by Mohan

et al. to capture this relationship [60]. They show that the threshold voltage shift due to trapped

charges in tunnel oxide has a power law relationship with cycling while recovery period has a

logarithmic effect on detrapping. They also show the relationship between cycling and trapping to

be:

δVth,s = (A·cycle0.62+B·cycle0.30)·q
Cox

(3.2)

where A and B are constants, cycle is the number of P/E cycles, q is the charge of an electron, and

Cox is the capacitance of the oxide. Mohan et al. show the relationship between detrapping and

recovery period to be:

δVth,r =

 δVth,pr if δVth,pr < K * δVth,s

K ∗δVth,s otherwise
(3.3)

In the next section, we use Equations 3.2 and 3.3 to develop a reliability model to estimate the effect

of trapping and detrapping on the data retention of flash.



Chapter 3. Modeling NAND Flash Memory Reliability 46

3.3.1 Model for Data Retention

The retention model estimates the duration of time taken by the memory cell to leak the charges

stored in the floating gate. To determine this time duration, the model estimates SILC based on the

number of charges trapped in oxide layer which is a function of the total number of stress events

and recovery periods.

According to de Blauwe et al., SILC (JSILC) is a sum of two components, (a) a time-dependent

transient component (Jtr(t)) and (b) a time-independent steady state component (Jss) [37, 38]. We

have,

JSILC = Jtr(t)+ Jss (3.4)

Moazzami et al. observed that for thinner tunnel oxides (< 13nm), the steady state component

dominates the transient component [57]. As DiMaria et al. show this steady state component

predominantly originates from a trap-assisted tunneling mechanism, where presence of interface

and bulk traps increase the leakage current [17]. Hence, in order to obtain a first order reliability

model of JSILC, it is sufficient to model the time independent steady state component, Jss. So,

Equation (3.4) can be modified to

JSILC ≈ Jss (3.5)

Because the tunnel oxide thickness is smaller than 13nm for modern NAND flash generations

[34], Equation (3.5) provides a good estimate of SILC. According to Larcher et al., the steady state

component is modeled by using a Fowler-Nordheim (FN) like expression, as given below [47].

JSILC = Jss = ASILC ·F2
OX · exp(−BSILC

FOX
) (3.6)

ASILC =C · Jβ

ST R · exp(−D ·Qα
INJ) (3.7)

The barrier height used to calculate the exponential factor BSILC is between 0.8− 1.1eV . FOX
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is the electric field across the tunnel oxide during stress events and is considered to be 3.8MV/cm.

The values for constants C, β, D, α are available in [47]. The term JST R represents the current

density across the tunnel oxide during stress events and is a function of applied program or erase

voltage. We assume an operating voltage of 16V for program and erase operations based on data

from the ITRS Roadmap [34]. QINJ is the total amount of charge exchanged across the tunnel oxide

and is a function of P/E cycles. Incorporating the cycling term in QINJ helps to calculate the leakage

current as a device is cycled over a period of time. Based on [47], QINJ can be defined as,

QINJ = ∆QINJ ·NC (3.8)

∆QINJ = ∆Vth ·CCG (3.9)

where ∆Vth is the threshold voltage difference between programmed and erased state,NC is the P/E

cycle count, and CCG is the capacitance between the control gate and floating gate of a FGT.

Equation (3.6) represents the SILC due to the presence of trapped charges in the tunnel oxide.

Because JSILC is dominated by Jss and Jss remains constant with time [38], the leakage current

(JSILC) can approximately be considered to be constant with time. Assuming that δQth to be the

total charge stored in the floating gate corresponding to a logical bit, δVth to be threshold voltage

shift due to charge trapping (calculated from Equations 3.2 and 3.3), and JSILC to be the leakage

current, we can calculate the time taken for the charges to leak from the floating gate (tretention) to

be,

tretention = (δQth−(δVth·CCG))
JSILC

(3.10)

After tretention seconds, most of the charges from the floating gate would have leaked through

the tunnel oxide and any read operation has a high probability of returning incorrect data. When

this happens, we consider the memory cell to have reached its retention limit and the number of P/E

cycles it takes for the cell to reach its retention limit is defined as the endurance limit of the cell.

Since δVth and JSILC are functions of stress events and recovery period, Equation (3.10) provides
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an estimate of data retention period in NAND flash memory after taking stress and recovery into

account.

3.4 Impact of Detrapping on Data Retention

Using the analytical model that we developed in the previous section, we analyze the impact of

recovery and detrapping on data retention. We examine when data retention related failures occur

and how recovery periods help in increasing data retention of flash. The results of this analysis

are shown in Figure 3.2a for SLC and Figure 3.2b for 2-bit MLC flash. These results use a flash

feature size of 80nm because the cell-level reliability measurements are available only for this tech-

nology node. These estimates are based on an operating temperature of 30◦C, the typical ambient

temperature of the storage system in datacenters [69].

Typically, OEM datasheets specify a retention period of at least 10 years for NAND flash. This

rating is usually very conservative and many supplementary documents provided by OEMs show

that the typical retention period is around 100 years for NAND flash memory that has undergone

very little cycling [62, 63]. Our results show that the data retention period of SLC based flash is

about 65 years (nearly 23 years for 2-bit MLC flash) for relatively small P/E cycle counts, which is

similar to datasheet estimates.

From Figures 3.2a and 3.2b, we can observe that, when there is no recovery between successive

cycles, the memory cell encounters retention failure when the total number of P/E cycles is around

100K for SLC flash and 10K for MLC flash, which concurs with the conservative values specified

in the datasheets. However, as the recovery period between successive stress events increases, the

number of times the cell can be cycled before retention failure occurs increases exponentially. Both

SLC and 2-bit MLC flash experience a steep drop in their retention period when they are subjected

to a few hundreds to thousands of cycles. For SLC flash, the retention period drops from about 65

years (for no recovery period) to about 20 years in a few hundred cycles, while in case of MLC flash,

the retention period drops from nearly 23 years (for no recovery period) to around 5 years in a few

thousand cycles. However, after this steep drop, the rate of decrease in the retention period slows
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(b) 2-bit MLC flash

Figure 3.2: Impact of different recovery periods on the Data Retention for 80nm SLC and 2-bit
MLC flash at 30◦C

down. As the memory cell is cycled, its retention period keeps dropping and when the memory cell

is cycled beyond a certain threshold (the write endurance limit), the flash memory cell experiences

retention failure, the point at at which the data stored in the memory cell is lost. From Figure 3.2a

and Figure 3.2b, we can note that even though SLC flash and 2-bit MLC flash exhibit the same

trend, the initial retention period of a new MLC flash memory is significantly lower than that of

SLC memory. This is because, the ∆Vth for MLC flash is about 2.6 times lower than the ∆Vth for

SLC flash.

Another distinct trend that we can observe is that the slope of the curves vary with the amount

of cycling the cell has experienced. This behavior is in accordance with the study by Larcher et

al. [47]. They show that as cycling increases, the dominance of parameters affecting leakage also

varies and hence the rate of change of leakage also varies [47]. For P/E cycles less than 103,

the drop in threshold voltage is dominated by ASILC, while for P/E cycles greater than 105, the

threshold voltage drop saturates because the oxide field across the tunnel oxide (Fox) decreases and

the leakage current also decreases. Between 103 and 104 cycles, both ASILC and Fox interact with

each other creating a different slope. Because the slope of the curve changes, the rate of change in
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Figure 3.3: Impact of temperature on data retention for SLC flash with 100 seconds recovery period.

retention period also varies significantly with cycling.

3.5 Impact of Temperature on Data Retention

We use the Arrhenius equation to study the effect of temperature on flash reliability. As our objec-

tive is to study the reliability of SSDs in data center environment, we choose a variety of tempera-

tures ranging from 30◦C to 55◦C, which is the typical operating temperature range in data centers.

The temperature ranges are representative of the typical operating temperature for disks in data cen-

ters [69, 82]. The baseline results were obtained by setting Tuse to 30◦C, which is a typical ambient

temperature at which disks operate in data centers.

Based on industry standards like JEDEC, the activation energy for data retention is considered

to be 0.3eV [40]. Figure 3.3 and Figure 3.4 illustrate the change in retention period as temperature

increases from 30◦C to 55◦C. while the recovery period is kept constant at 100 seconds. With the

data retention activation energy set at 0.3eV and the detrapping activation energy set at 1.1eV , when

the operating temperature increases from 30◦C to 35◦C the time to failure (the data retention period)

reduces by 18% causing the chip to become less reliable. Thus temperature has a major impact on
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Figure 3.4: Impact of temperature on data retention for 2-bit MLC flash with 100 seconds recovery
period.

the reliability of flash memory. These results can be used to estimate how flash memory operates at

various temperature points and the expected endurance and retention at these temperatures.

It should be noted that even though charge detrapping increases with temperature (due to higher

activation energy), temperature has a negative effect on the overall reliability of flash. Proposal like

[71] try to exploit detrapping at higher temperature by heating the SSDs to high temperatures. As

our results show, the problem with this approach is that while such techniques increase detrapping,

they also increase SILC, resulting in reduced retention period. Because temperature is a important

parameter that affects silicon and SSD reliability, both SSD architects and system administrators

have a critical role to play. The cooling choices adopted by system administrators to control the

ambient temperature of servers can have a significant impact on the reliability of SSDs. Similarly,

SSD architects can influence the reliability of SSDs by placing temperature sensors inside SSDs

that can be used to monitor and control their reliability.

Figures 3.2a and 3.2b show that there is clear tradeoff between the data retention and the en-

durance of flash memory. If the data retention for NAND flash can be relaxed linearly, the total

number of P/E cycles possible can be increased exponentially. For example, in the case of 2-bit
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MLC flash having an average recovery period of about 10,000 seconds, the P/E cycle count can be

increased from 10000 to 52,800 when the data retention period requirement is be reduced from 10

years to 5 years.

These results indicate that there is a tradeoff between endurance and data retention for both

SLC and MLC flash that can be exploited by storage systems to optimize either of these metrics. In

Chapter 4, we show how to tradeoff of data retention to increase the endurance of MLC flash based

SSDs.

3.6 Related Work

There are several transistor-level studies on charge trapping and detrapping of flash that have shown

the benefit of benefit of recovery periods in improving NAND flash endurance and data retention

[55, 103, 104]. The effect of temperature on interface trap generation in CMOS transistors have

been theorized using concepts like Negative Bias Temperature Instability (NBTI) and Positive Bias

Temperature Instability (PBTI). Similar to recovery due to detrapping in Floating Gate Transistors,

traps in CMOS transistors can be removed by applying voltage bias to the transistor terminals

during runtime [3, 46, 85, 94]. Mohan et al. propose leveraging these properties at the architecture

level to boost endurance [60]. Wu et al. propose to accelerate the recovery process using heat [71],

although heat-assisted detrapping leads to data loss and therefore requires data to be backed up and

reloaded into flash based storage devices after heating.

3.7 Summary

In this chapter, we have presented a detailed analytical model to understand data retention based

NAND flash failure mechanism. We use the model to quantify the impact of recovery period and

temperature on data retention. We show that recovery periods can significantly boost the data

retention of NAND flash based memories and is an important parameter to be considered for opti-

mization. We also show that high temperatures negatively impact NAND flash data retention due to
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increase in Stress Induced Leakage Current (SILC). The relationship between temperature and data

retention is modeled using an Arrhenius equation with an activation energy of 0.3EV .



Chapter 4

Building High Endurance, Low Cost SSDs for Datacenters

4.1 Introduction

As large enterprises move to the cloud, they host online services and store consumer data in large

scale datacenters across the world. Moving consumer data to the cloud increases the demand for

both storage capacity and performance. Storage accounts for a significant portion of the Total Cost

of Ownership (TCO) and contributes upto 30% of the total power consumption in a datacenter [20].

This number is projected to become more significant given the uptrend in user data being stored

on the cloud. IDC reports that user data stored in datacenters has been growing at an exponential

rate [21]. Given the increasing demand, the cost of designing storage is expected to increase sig-

nificantly. In order to keep pace with increasing data growth, enterprises are forced to look for new

storage technologies that can achieve performance and capacity requirements at an optimal cost.

Solid State Drives (SSDs) have become increasingly relevant for datacenter storage since they

achieve these objectives. The $/GB of flash based devices has been dropping steadily, making

them attractive for use in large scale storage systems. SSDs offer several advantages including

lower power and higher performance when compared to hard disk drives that were the traditional

storage medium in large datacenters. Since enterprise workloads are mostly random in nature [75],

they benefit significantly from the superlative random I/O performance of SSDs. Large datacenters

hosting online services, such as Web Search, OLTP, and Cloud services employ SSDs as main

memory extension buffers, Hard Disk Drive (HDD) caching solutions in the storage hierarchy, and

54
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sometimes as actual HDD replacements. Flash memory comes in three flavors - (i) Single Level

Cell (SLC), (ii) Multi-Level Cell (MLC), where multiple bits are stored per memory cell, and (3)

Enterprise MLC (eMLC). SLC provides the highest performance, but is the most expensive and

least dense of all three types. MLC provides the lowest cost and highest density, albeit at a lower

performance than SLC. However, MLC is still a strong performance value proposition compared

to HDDs, since HDD performance is still significantly lower than MLC flash. eMLCs are MLC

based devices with additional firmware and ECC geared towards enterprise class customers but at

higher cost than MLC [65]. In a datacenter scale system, a key figure-of-merit is the the ratio of the

cost of the SSD to the cost of the overall server solution without SSDs. It is important to minimize

this ratio in order to be able to deploy SSDs at a large scale in a cost-effective manner. Figure 4.1

presents this ratio for the three types of flash SSDs for both commodity and enterprise class servers

whose configurations are shown in the table. The cost prices for the servers and SSDs are obtained

from list prices available online [6]. As we can see, among the three types of flash, MLC is clearly

the best in terms of the SSD:Server cost ratio for both commodity and enterprise servers.

In this chapter, we evaluate MLC based solutions, given its performance and cost benefits.

However, the major impediment in adopting MLC SSDs at datacenter scale has been the endurance

limitation. Enterprise storage has to support significant write traffic, when compared to client or

desktop storage. This requirement directly impacts the endurance limits of flash technology. Flash

memory blocks can wear out after a certain number of write (program) and erase operations, a

property referred to as limited write endurance. Typical enterprise servers are designed to be cost-

amortized for a period of 3-5 years based on the respective TCO model that an enterprise adopts.

Based on this expected lifetime, replacement and service costs are projected to be 15% of the overall

server infrastructure cost [98]. Hence, increasing the cost of the server due to costly SSD replace-

ments impacts the financial bottom line of a large enterprise. If the write endurance limit is reached

before the expected TCO lifetime of a server, then this results in a significant cost to the enterprise.

In a cloud environment, where efficiency of operation is key to revenue margins, failures due to

write endurance limitations need to be avoided. Hence there is a need for a flash device that is

cost optimal and provides all the benefits of flash technology, but at the same time, does not have
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Disk
Direct Attached SATA

SAS (6TB-12TB)
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System Cost
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SSD Actual Cost. Based on [6]
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$582 $873Avg $/GB : 1.94

eMLC
$1,773 $2,660Avg $/GB : 5.91

SLC
$5,700 $8,550Avg $/GB : 19

Figure 4.1: Cost analysis of SSDs in Datacenters. Each bar represents the ratio of the cost of a SSD
to the cost of the overall server solution without SSDs.
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the disadvantage of limited write endurance. While, among the three flash technologies, MLC has

the lowest SSD:Server cost ratio, it is also the one that has the least amount of endurance. The

key objective of this chapter is to demonstrate how we can leverage MLC based NAND flash in

datacenters while boosting its endurance. We use the reliability model developed in Chapter 3 to

build high endurance SSDs by trading off data retention. To ensure that sacrificing data retention

does not violate the integrity of the stored data, we propose that the flash memory cells be periodi-

cally refreshed and we evaluate the performance and reliability impact of implementing an Earliest

Deadline First (EDF) based refresh policy within the SSD for a set of datacenter workloads.

The rest of the chapter is organized as follows: Section 4.2 describes the experimental setup

while Section 4.3 describes how we simulate Enterprise SSDs using Hard-Disk Drives (HDDs)

based workload traces. In Section 4.4, we propose a new methodology to evaluate SSD lifetime

over long time periods (in the order of years), while Section 4.5 explains the benefits of the EDF

based refresh policy on the reliability of MLC based SSDs. Chapter 4.6 presents the related work

and Chapter 4.7 summarizes this work.

4.2 Experimental Methodology

In this section we describe our experimental methodology for analyzing SSD performance and

reliability.

4.2.1 SSD Configuration and Simulator Setup

As our objective is to evaluate the reliability of MLC in datacenters, we simulate a 64GB 2-bit

MLC based SSD (M-SSD) similar to [31]. M-SSD uses a wear-aware cleaning algorithm and

uses free blocks within a memory chip for wear leveling (allocation pool granularity of a chip) as

mentioned in [5]. M-SSD has a spare area of 10% and also supports internal plane level copy back

operations to leverage plane-level parallelism available inside SSDs. We use Disksim, a widely used

trace driven simulator for studying storage systems, augmented with with an SSD model developed
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Workload Trace Total Read & Request
Duration I/Os Write Inter-Arrival
(hours) (millions) ratio average(ms)

Display Ads
24 1.09 1:1.22 79.63Platform Payload

Server (DAPPS)
Exchange Server

24 5.50 1:2.22 15.79
(Exchange)
MSN File

6 2.22 1:1.24 9.78
Server (MSNFS)
MSN Metadata

6 0.52 1:0.64 41.63
Server (MSNCFS)

Table 4.1: Properties of Enterprise Workloads Used for Evaluation.

by Microsoft [5]. We incorporate our analytical reliability model developed in Section 3.3 into

Disksim.

4.2.2 Workloads

Our workloads consist of block-level I/O traces collected from production systems in Microsoft

that use HDD-based storage and are available publicly [75]. These workloads are summarized in

Table 4.1 and correspond to the Logical Unit (LUN) with the highest write traffic. Each workload

trace consists of millions of I/O requests corresponding to many hours of usage, span over several

terabytes of I/O address range, and spread across many Logical Units (LUNs). As program and

erase operations have the highest impact on flash reliability, we choose the LUN with the highest

write traffic for our analysis.

4.3 Simulating SSDs with HDD Workload Traces

Since SSD performance is much higher than that of an HDD, a storage system where HDDs are

replaced by SSDs will be expected to be more responsive and can absorb higher amounts of I/O

traffic. Therefore, analyzing SSD behavior using HDD traces can lead to inaccurate assessments.

There are two alternatives to address this problem. One approach is to use closed-loop simulation,

where we recreate the entire computing infrastructure on which the traces were collected to assess
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the I/O behavior when the HDDs are replaced by SSDs. Another alternative approach is to use I/O

traces that were collected on SSD-based storage. Unfortunately, neither option is possible for us

since we do not have access to datacenter systems on which the traces were collected and there are

no publicly available SSD I/O traces.

In this chapter, we approximate the behavior of the existing HDD traces on SSDs using the

methodology proposed by Delimitrou et al. [15], who considered the problem of generating SSD

traces from a HDD trace for datacenter workloads. They showed that the inter-arrival time between

I/O requests is a key parameter that needs to be considered when generating an SSD trace. Since an

SSD can handle much higher I/O loads, we shorten the inter-arrival times between the I/O requests,

while preserving all the other properties of the workload trace, such as the spatial distribution, the

ratio of reads and writes, and the distribution of request sizes. We use a scaling factor for the inter-

arrival time such that the SSD can handle the increase in traffic without being over-utilized. To

define over-utilization, we first define performance. Performance is defined as the response time

of the SSD for the 80th percentile of the I/O requests in the higher intensity workload, normalized

to the response time of the 80th percentile of the requests in the original HDD workload trace. We

define over-utilization to be the region where the Normalized Response Time (NRT) at the 80th

percentile is greater than 3, which we find is the point when the bandwidth of the SSD has been

exhausted and consequently the SSD begins to show a clear degradation in performance for our

scaled workloads.

Figure 4.2 plots the variation in the NRT as the intensity of the workload is gradually increased.

The area above the horizontal line in the Figure indicates the over-utilization region. We observe

that each workload reaches over-utilization at a different intensity. For Exchange, DAPPS and

MSNFS, M-SSD reaches the over-utilization region when the intensity increases beyond 4, 10 and

7 respectively. Hence, for Exchange, DAPPS and MSNFS we choose acceleration factors of 4,10,

and 7 respectively. For MSNCFS, the NRT does not change even when the intensity increases to

15. As shown in Table 4.1, the I/O intensity of MSNCFS is so low that even at 15X intensity, the

response time at the 80th percentile does not change. Therefore, we choose an acceleration factor of

15 for MSNCFS. For the rest of this chapter, we denote these modified higher intensity workloads
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Figure 4.2: Impact of Varying Workload Intensity on SSD Response Time

as SSD-EXCH,SSD-DAPPS, SSD-MSNFS and SSD-MSNCFS while using them for analysis.

4.4 Estimating SSD Lifetime Over Long Timescales

Since SSD reliability issues manifest over a period of many years and TCO considerations also

span 3-5 year time horizons, our analysis needs to span such time periods. In order to carry out

such an analysis, we can replay the workload traces, which span several hours to a day’s worth

of I/O activity, repeatedly over a multi-year timescale. However, running a simulation of an I/O

intense workload over such a long time period requires several weeks of simulation time and is

therefore prohibitively expensive. All our high-intensity workloads except SSD-MSNCFS are very

I/O intense and therefore suffer from these excessively long simulation times. In order to tackle

this problem, we use a statistical approach to reduce the simulation time for SSD-EXCH, SSD-

DAPPS, and SSD-MSNFS, and perform a detailed simulation of SSD-MSNCFS. We now describe

our statistical approach.
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For each workload, we run a detailed simulation in Disksim using the baseline HDD workload

trace as well as some high intensity versions of the trace over a multi-year timescale. We choose this

timescale to be 5 years. After simulating every 15 days worth of I/O activity, a snapshot containing

the lifetime of all the blocks in the SSD is obtained. Each snapshot contains the δVth, the P/E cycles,

and the retention period of every block in the SSD.

We found that over this 5-year time period, the retention period of blocks in the SSD are nor-

mally distributed for MSNFS and DAPPS. Exchange had bimodal normal distribution due to a

skewed spatial distribution of requests in flash chips 7 and 8 and hence those chips were wearing

out faster than the other chips in the SSD. However, most importantly, irrespective of the inten-

sity and time at which the snapshot was obtained, the type of the distribution remained the same.

Because the type of the distribution is found to be independent of intensity and time at which the

snapshot is obtained, determining the lifetime of blocks at a higher intensity and at a particular time

requires us to estimate the mean and standard deviation of block lifetime distributions for MSNFS

and DAPPS, while for Exchange, we need to estimate two means and two standard deviations cor-

responding to the bimodal normal distribution. (Bimodal normal distribution has a 5th parameter,

p, that indicates the ratio of the area of the two normal distributions. We do not estimate this

parameter, because p remains constant across all simulations.)

For each workload, let St,i denote the snapshot at time t for intensity i. As snapshots are stored

for every 15 days of simulated I/O activity, 1 <= t <= 120 (snapshots are taken every 15 days for

60 months - a total of 120 snapshots). Because simulation time increases as intensity increases,

we could not run detailed simulations with the same intensity for every workload. For Exchange,

snapshots corresponding to detailed simulation were obtained for i = 1 and i = 2, while for DAPPS,

MSNFS, snapshots were obtained for i = 1 to i = 5. In order to get the distribution of retention

period for all blocks in the SSD for SSD-MSNFS (i = 7) and SSD-DAPPS (i = 10), we need to

estimate two parameters, while for SSD-EXCH (i = 4), we need to estimate four parameters at

various time intervals. For each parameter to be estimated, we use the following approach. We

use regression on a subset of data from the snapshots to obtain a curve that fits the data. Since

it is possible to fit the data with more than one curve, we choose the curve that has the least root
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Workload Mean Std deviation
M E D M E D

DAPPS (i = 1) 6.51 6.52 0.01 0.34 0.27 0.07
DAPPS (i = 2) 4.49 4.52 0.03 0.33 0.23 0.10

Exchange (i = 1)
2.91 3.37 0.46 0.33 0.80 0.47
3.78 5.37 1.59 0.19 2.98 2.79

Exchange (i = 2)
1.07 1.31 0.24 0.15 0.63 0.48
1.73 3.54 1.81 0.13 1.93 1.8

MSNFS (i = 1) 4.39 4.45 0.06 0.33 0.24 0.09
MSNFS (i = 2) 2.31 2.33 0.02 0.31 0.23 0.08

Table 4.2: Cross validation results for extrapolated vs measured parameters. All units are in
years.“M”stands for measured parameter,“E” for estimated parameter, and “D”for absolute differ-
ence between measured and estimated parameter. Exchange has 2 means and 2 standard deviations
because of bimodal normal distribution.

mean square error. Each curve is of the form z = f (t, i) where z is the parameter to be estimated,

t corresponds to the snapshot time interval and i is the intensity. For example, in order to estimate

the mean lifetime of blocks for SSD-MSNFS (i = 7) at various time intervals, we use the mean

lifetime of a subset of snapshots St,i, where 1 <= i <= 5 and 1 <= t <= 48 as the training data to

obtain a curve which fits this data. The accuracy of the fitted curve is cross-validated by comparing

the estimated parameter with the measured data which was not part of the training set. Table 4.2

shows the results of the cross-validation for two data points corresponding to i = 1 and i = 2 while

maintaining t at 72.

From Table 4.2, we can see that the estimated and the measured parameters are very similar

to each other. Specifically, the means and standard deviations of the predicted and estimated pa-

rameters are almost the same for MSNFS and DAPPS. For Exchange the means and the standard

deviations of the first mode differ by less than 0.5 years. However, for the second mode of the

bimodal distribution, the difference in means and standard deviations is a little higher (1.59 to 2.79

years). It should be noted that the second mode corresponds to data blocks with higher lifetime

(their mean is higher than the mean of the first mode) and hence, the error introduced by the dif-

ference in estimation of the second mean would only impact blocks with higher lifetime and hence

have less impact on the overall lifetime of the SSD.

We use the regression equations to estimate the age of all the blocks in the SSD for a given time
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and workload intensity. We then sample the multi-year timescale that we are interested in studying

by choosing several points in time over this timescale. We then run a short duration (1 hour) detailed

simulation in Disksim from each such instant to determine the impact of aging on performance for

each of the workloads that use the extrapolation.

4.5 Impact of SSD Workloads on MLC Flash Reliability

In this section we analyze the impact of SSD enterprise workloads on the reliability of M-SSD.

We begin by defining the metrics that we use for evaluation, then analyze the retention time vs.

endurance characteristics for the workloads, and then evaluate the refresh policy.

4.5.1 Metrics

To quantify lifetime, we use the virtual retention period as the metric. The virtual retention period

is defined as the minimum time duration for which any data written in the SSD can be read success-

fully. SSDs can have different virtual retention period requirements depending on the application

for which they are used. If the SSDs cannot store data for the specified virtual retention period they

are considered to be unreliable. Typical virtual retention period requirement for applications vary

from 3 months to 1 year [39]. For the baseline analysis, we consider the SSD to be unusable if the

actual data retention period of blocks drops below the virtual retention period. By using a range

of virtual retention period thresholds (1 year, 6 months, 3 months and 1 month), we analyze the

reliability of SSD over a variety of usage scenarios.

Since different blocks in the SSD can have different retention periods, we use the retention

period at the 10th percentile of all blocks as the criteria for our evaluation. We chose the 10th

percentile because, the over-provisioning capacity of M-SSD is 10% and the SSD is still functional

as long as the amount of free space in the drive is more than 10%. Hence, we consider the SSD

to be completely unusable when the data retention period of 10% of blocks falls below the virtual

retention period threshold. As mentioned in Section 4.2, we use the normalized response time of

the 80th percentile of the total number of requests as the performance metric.
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4.5.2 Baseline Evaluation

In Figure 4.3, we show the impact of SSD workloads on MLC SSD reliability. Our objective is to

determine if our MLC SSD (M-SSD) is capable of servicing enterprise workloads over the service

life. If not, we use our results to determine when the M-SSD needs to be replaced. The x-axis in the

figure represents the period of simulation which extends upto 5 years (or 60 months) while the y-

axis is the retention period at the 10th percentile. The various dotted horizontal lines parallel to the

x-axis indicate different virtual retention period thresholds. The curves in the Figure 4.3 are similar

to the curves in Figure 3.2b, except that the y-axis is in log-scale. While the data in Figure 3.2b is for

a single flash memory cell under controlled stress-recovery conditions, the data in Figure 4.3 also

takes into account the workload behavior, SSD architecture, and the FTL. Hence, the points in the

curve where their slopes change are different for different workloads. From Figure 4.3, we can see

that SSD-EXCH, SSD-DAPPS and SSD-MSNFS have a significant impact on the reliability of M-

SSD. For these workloads, the lifetime of baseline M-SSD crosses the virtual retention threshold

of 1 year within 20 months of actual usage, thereby requiring multiple replacements within the

TCO lifetime of the server (3-5 years). With lower virtual retention period thresholds, the usage

time of the SSD increases, but this can still be improved further. Our objective is to delay the SSD

replacements as long as possible, ideally beyond the TCO lifetime. The only exception to this trend

is SSD-MSNCFS, whose impact on the lifetime of M-SSD is modest. Even after 5 years of use,

the retention period of blocks in M-SSD is more than 3 years, indicating that the write traffic in

the SSD is not sufficient enough to stress the SSD. Hence, we exclude SSD-MSNCFS from further

consideration in our experiments.

It should be noted that these results take into account the stress and the recovery patterns that

M-SSD experiences over its usage period. While our analysis in Section 3.4 showed that recovery

periods increase the retention (and thereby the endurance) of the SSDs, these results indicate that

even with the benefit of recovery periods, M-SSD cannot be used for the entire 5-year timescale for

some enterprise workloads. These results were obtained after enabling state-of-the-art wear level-

ing optimizations like hot-cold data swap and rate-limited wearout in M-SSD [5], indicating that

these existing optimizations are not sufficient to extend the usability of the SSD over the timescale.
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Figure 4.3: Impact of SSD Workload on M-SSD Reliability

Therefore, we require alternative approaches that can extend the lifetime of the SSDs to the maxi-

mum possible extent so as to minimize replacement and service costs and also the service downtime

due to failure.

4.5.3 reFresh SSDs - An alternative approach to increase SSD lifetime

While trying to determine how to increase the usable lifetime of M-SSD, we observed one key point

in the Figure 4.3. Figure 4.3 shows that even though the retention of some of the blocks in M-SSD

is below the virtual retention period threshold, they have not yet reached their endurance limit. If

we could use the remaining endurance to preserve the virtual retention of these blocks, then the

usable lifetime of SSDs can be increased. In essence, what we need is a way to ensure the integrity

of data stored in the underlying memory cell when the memory cell itself become unreliable.

We draw inspiration from DRAM, where data is stored in a capacitor whose inherent retention

time is very short, and therefore data is preserved in the memory cells using a refresh mechanism.

The refresh operation periodically restores the data in the memory cell capacitor so that no data is

lost as long as the DRAM chip is connected to a power source and an intelligent scheduling of the

refresh operations can minimize the performance interference of the refreshes with normal memory
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access operations. We apply this notion of a refresh to Flash memory, wherein the data in SSD

blocks whose lifetime falls below the virtual retention threshold are refreshed, thereby increasing

the usable lifetime of blocks. We call our SSD that use these refresh operations as reFresh-SSD.

Refreshing an SSD involves periodically checking all blocks in the SSD and moving data from

less reliable blocks to more reliable blocks to match the reliability constraints of the application.

Thus, a refresh operation involves a read operation of a less reliable block and a program operation

to a more reliable block. Since a refresh operation is a combination of read and program operations,

the only change required to support them in SSDs is to change the FTL software to initiate these

operations whenever required and does not require any change to the hardware of the SSD or the

flash memory chips. Refresh operations are different from wear leveling operations. Both move

data across SSD blocks. But, refresh operations are triggered by the FTL when it senses that the

lifetime of blocks containing data falls below some threshold (based on the application’s require-

ment). Hence, refresh operations are triggered due to an immediate deadline, while wear leveling

operations are triggered in order to achieve the long term objective of evening the wearout across

blocks. The latency of a refresh operation can be significant, as it involves reading and writing all

valid pages in the block. For M-SSD, this means that the latency of a refresh operation is 128 times

the sum of read and write latency. Therefore, it is imperative to intelligently schedule the refresh

operations so that the performance impact on normal I/O operations is minimized.

Since the need to refresh a block can be viewed as an operation that needs to be completed

within a specific deadline to meet the virtual retention time requirement, we evaluate a refresh

policy that is based on the Earliest Deadline First (EDF) scheduling algorithm. In this approach,

the state of those blocks that contain valid data and whose lifetime is less than the virtual retention

period threshold is maintained in a queue called the refresh queue. This queue is a priority queue

where blocks with the lowest lifetime are at the head. Dequeue operations always begin at the head

of the queue. The block with the least retention period is assigned the highest priority for the next

refresh operation. Since flash does not support in-place updates, a target block needs to identified

to move the contents of the block to be refreshed. To identify the target block, we use the wear

leveling algorithm in the FTL to determine a free block with the highest remaining lifetime. At
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every refresh interval r, the FTL checks the refresh queue, picks all those blocks that need to be

refreshed (refresh blocks) based on their deadline, identifies a free target block for each refresh

block, copies the contents of refresh block to the target block, and finally erases the refresh block.

The FTL invokes garbage collection if the number of free blocks in the SSD becomes low. In this

way, even if the lifetime of a block is less than the virtual retention period, the data in the block is

periodically refreshed to ensure their integrity.

Unlike traditional approaches that seek to reduce the write traffic into the SSD to increase

the lifetime of SSDs, refresh operations actually increase the write traffic due to additional write

operations. While this may seem counterintuitive, it should be noted that refresh operations help

the FTL exploit the remaining endurance in the SSD blocks instead of ignoring them just because

their lifetime is below an application determined threshold. Even though this involves additional

write activity, it increases the longevity of the SSD upto a certain lifetime (which is higher than

the baseline) until these additional write operations themselves decrease the lifetime of blocks in

the SSD. We soon reach a point in time where the SSD spends a majority of the time refreshing its

blocks, thereby heavily interfering with normal I/O operations of the workload and causing severe

degradation in SSD performance. At this point, the SSD becomes practically unusable.

Figures 4.4a to 4.4d show the benefit of using the EDF based refresh policy on the reliability

of the SSD for the various workloads at different virtual retention period thresholds. The x-axis

in these figures represent the usage time while the y-axis represents the normalized response time

over the usage period (lower is better). These results were obtained by running simulations upto

the point where the performance of reFresh SSDs is equal to the end-of-life performance of the

baseline SSDs (without refresh). Beyond this point, a significant amount of time is spent by the

SSD is maintaining its state, instead of servicing the I/O requests of the workload. From these

figures, we can make the following important observations:

1. Without refresh operations, SSDs with virtual retention thresholds of either 1 year or 6

months can be used for a maximum of 23 months (6-month virtual retention period for SSD-

DAPPS). With refresh, the usage lifetime of the SSD can be extended to upto 36 months. The

increase in lifetime varies from 23% for SSD-MSNFS to 56% to SSD-DAPPS.
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(b) Virtual retention period - 6 months
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(c) Virtual retention period - 3 months
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Figure 4.4: Impact of EDF Refresh Algorithm On the Lifetime of M-SSD
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2. For SSDs with lower virtual retention thresholds of 3 months and 1 month, the usage lifetime

without refresh operations is a maximum of 26 months, while with refresh operations, the

usage time increases to 38 months. The increase in lifetime varies from 6% for SSD-EXCH

to 42% for SSD-DAPPS.

3. Reducing the virtual retention period requirement diminishes the gain in lifetime because the

margin of lifetime for blocks is already becoming lower for lower virtual retention periods

and blocks begin to become unusable within a relatively short time period.

4. With refresh operations, performance of the SSD varies with time. Even after the SSD crosses

the baseline lifetime, there is a significant time period where refresh operations have very

little impact on the performance of SSDs. This is because the lifetime of blocks is relatively

high such that the number of refresh operations are performed infrequently. However, as the

blocks in the SSD reach their physical reliability limit, the performance starts to degrade. We

can observe that the normalized response time remains at 1 for some duration of time before

starting to increase sharply and soon reaches the response time of the baseline case.

5. The benefit of refresh operations directly correlate to the intensity of the write traffic in the

workloads. Workloads with lower write traffic (e.g. SSD-DAPPS) cause the SSD to fail

at a later point in time and the rate at which the blocks fail is also slower compared to the

more write-intense workloads. For those workloads where the rate at which blocks fail is

low, fewer refresh operations are scheduled over any given interval of time. Therefore, the

performance overheads imposed by these refreshes are also lower for those workloads.

In Figures 4.4a to 4.4d, we can observe that the duration between when the device is starting

to fail (performance starting to degrade) and has completely been rendered unusable is in the order

of a couple of months for all the workloads. This is because the wear leveler in the FTL tries to

even the wearout of the flash and hence the standard deviation in the lifetime of blocks in the SSD

is low. This behavior does not change with the inclusion of refresh operations because the wear

leveler does not change its function.
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Overall, we find that periodically refreshing the contents of an SSD is an effective way of

leveraging the tradeoff between endurance and retention time to increase the usable lifetime of

the SSD. Compared to the baseline case (no refresh), refresh operations allow SSDs to operate

for extended periods of time with minimal performance impact. Hence, they can help reduce the

number SSD replacements over the TCO period of the server infrastructure.

4.6 Related Work

Many architecture and software level techniques have been proposed to improve the reliability

of flash based SSDs. These include the use of hybrid HDD-SSD storage devices [89, 105], FTL

optimizations [24], and the use of parity codes across a RAID of SSDs [43]. Content aware tech-

niques that examine data patterns and reduce the number of write operations have also been pro-

posed [13,25]. Arpaci-Dusseau et al. propose a new interface called nameless writes that allows the

device to control actions like wear-leveling while obviating the need for large tables [8]. A recent

paper by Smullen et al. applied the idea of refresh to another non-volatile memory - STT-RAM -

where they use memory cells that are designed to provide very low retention times, which provide

improved performance and energy-efficiency for that memory technology when used for micropro-

cessor caches [87]. To the best of our knowledge, this dissertation is the first to leverage the tradeoff

between retention time and endurance and propose the use of refreshes to boost flash endurance.

Gaining a deep understanding of flash reliability has recently become a topic of great interest

in the architecture and systems communities. There have been recent flash chip characterization

studies that have shown that the endurance of flash memory chips is significantly higher than those

given in datasheets [16, 23]. There has also been a field-data analysis study from Fusion-IO on the

endurance, read disturbs, and data retention of SSDs in datacenters [26]. Recent research efforts

like [68, 74] have explored the benefits of relaxing flash retention to increase SSD performance.

While this chapter also examines the tradeoffs involved in relaxing flash retention, we focus our

effort on increasing flash endurance instead of flash performance. Our evaluation of flash reliability

is more realistic than [68,74] as our model considers the impact of recovery period on data retention
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and endurance.

4.7 Summary

SSDs can provide large performance and power benefits for datacenter storage. However, the lim-

ited endurance of flash memory needs to be addressed before SSDs can be practical for datacenter

workloads. We have shown that the endurance of flash can be boosted if one can sacrifice retention

time and that the reduction in the retention time can be offset by refreshing the data in the flash

memory cells. We have shown that such refresh policies can significantly extend the usability of the

SSD. Our future work in this area will be to explore other refresh policies, evaluate their implemen-

tation overheads within the flash controllers, and also study how refresh can be used in conjunction

with other reliability techniques to boost SSD reliability in datacenters.



Chapter 5

Architecting Petabyte Scale SSDs

5.1 Introduction

Over the past few years, enterprises across the world have rapidly been adopting NAND flash

based Solid State Disks (SSDs) to meet the demand for high capacity and high performance storage

systems. With the cost ($/GB) of NAND flash dropping steadily, SSDs have become more attractive

and are being used across all storage tiers in the data center [19]. NAND flash technology scaling

has ensured that the $/GB of SSDs will continue its decline for the near future [36]. In the past 10

years, flash storage device capacity has increased by a factor of 1000 (128MB in 2004 to 128GB

in 2014) [22]. With costs declining steadily, SSD capacities have continued to scale and current

enterprise SSDs have crossed the terabyte limit. As this scaling trend continues, we can envision a

future where SSD capacities approach the petabyte limit.

NAND is successfully transitioning from 2D to 3D to continue memory scaling and major

NAND flash memory producers are starting mass production of 3D NAND [29, 78, 96]. With the

path to memory scaling being clearly laid out, this chapter examines the path to SSD architecture

scaling. Using a detailed hardware and Flash Translation Layer (FTL) architecture model, we

study the scalability of conventional SSD architectures under a range of workloads. We identify

and address two major bottlenecks in conventional architectures that inhibit SSD scalability.

As SSD capacities approach the petabyte limit, we observe that size of Logical to Physical

(L2P) address translation table used by the FTL far exceeds the cache memory size available in

72



Chapter 5. Architecting Petabyte Scale SSDs 73

conventional controllers. Since further increases in cache memory size in SSD controllers is im-

practical, we conclude that a fundamental redesign of L2P tables is required to effectively use the

available cache memory. As SSD capacity increases, we also observe that the processing power

available in conventional SSDs is insufficient to fully utilize the thousands of flash chips available

in high capacity SSDs. Many SSD controllers have only one processor to execute FTL operations

and most of the processor cycles is spent on executing non-host related operations resulting in drive

performance degradation with increasing capacity.

In order to address these limitations, we propose FScale, a scalable distributed processor based

SSD architecture for very high capacity (petascale) SSDs. FScale uses a programmable, low power

processors called Local Controller(LC) that is closer to the NAND memory package and manages

the flash chips within the package. By adding a local controller to the NAND memory package,

we are able to scale the compute power in a SSD without increasing the cost of the flash chips.

By executing FTL operations to the local controller, we are moving NAND management closer to

the NAND and freeing the main SSD controller to manage the local controllers. We also present

a 2-level hierarchical L2P table scheme that works with FScale architecture and efficiently uses

the cache memory available in the SSDs. Using a FScale model implementation, we compare

the performance of the FScale architecture against conventional SSD architecture to show that the

FScale architecture can present a path towards SSD scaling and complement memory technology

scaling.

The rest of this chapter is organized as follows: We provide a background of enterprise SSD

architecture in Section 5.2. In Section 5.3, we develop a detailed architecture level model of con-

ventional SSDs and quantify the scalability limitations of this architecture in Section 5.4. Section

5.5 proposes FScale, a new architecture for petabyte scale SSDs. In Section 5.6, we compare the

scalability of conventional and FScale architectures. We describe the related work in Section 5.7

and summarize the work in Section 5.8.



Chapter 5. Architecting Petabyte Scale SSDs 74

SSD

Controller

Host 

Interface 

Processor

Interconnect

ECC 

Engine

Cache 

(DRAM) 

Controller

Cache 

(DRAM) 

Memory

NAND 

Interface 

Controller

Channel 1

Channel N

32/64b

8/
16

b

32/64b

32/64b

32/64b

32
/6

4b

FTL Processor

1. Host I/O Management

2. L2P Table Management

3. Garbage Collection (GC)

4. Wear Leveling (WL)

NAND 

Package

1

4

2

3

NAND

Figure 5.1: Conventional SSD Architecture. FTL Processor typically includes multiple CPU cores.
Adapted based on information available from [54, 70, 79]

5.2 Overview of Enterprise SSD Architecture

Figure 5.1 depicts the typical architecture of an enterprise SSD modeled in this chapter. We derive

this architecture from existing enterprise SSD controller products described in [54, 70, 79]. There

are three major components of an enterprise SSD: an high performance SSD controller capable of

meeting enterprise performance requirements, a cache (typically based on DRAM) to store host data

and the Logical to Physical address (L2P) translation table and NAND flash memory chips based

on the SSD capacity. Each SSD controller contains a host interface processor to process commands

from the host which are based on protocols such as SATA, SAS, and PCIe. The Flash Translation

Layer (FTL) processor is the brain of the SSD controller and executes major tasks like (a) managing

host I/O operations, (b) managing the L2P table by paging-in or paging-out entries from/to the non-

volatile media, (c) cleaning invalid blocks in the NAND memory through Garbage Collection (GC),

and (d) managing the reliability of NAND memory cells through Wear Leveling (WL). The FTL

processor typically consists of one or more processor cores for performing these operations. The

L2P table is cached in DRAM and is accessed by the FTL processor using the DRAM controller.

Any data written to or read from the NAND flash memory is checked and corrected for errors

using one or more Error Check and Correction (ECC) engines inside the SSD controller. The SSD
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controller also contains the NAND interface controller to communicate to the NAND flash memory

using NAND communication protocols like ONFI or Toggle Mode. All hardware resources within

the SSD controller are connected via on-chip interconnects like Advanced Microcontroller Bus

Architecture (AMBA) [4], Quick Path Interconnect [73] or HyperTransport Technology [27]. Each

SSD controller contains many communication lanes called channels to connect to NAND packages.

The bandwidth of these channels depends on the capacitive load on them which in turn depends

on the capacity of the SSD (i.e. number of NAND packages in the SSD). Each NAND package

contains multiple NAND flash chips which store the data. Since NAND flash doesn’t support in-

place updates, SSDs are typically over-provisioned (have additional reserve pool - the physical

capacity of the drive is higher than the logical capacity) so that updates can be staged to the reserve

pool and minimize the performance penalty due to high NAND erase latency. Once the reserve

pool becomes full, the FTL executes GC operations and compaction to free up some reserve pool

capacity. During garbage collection and compaction, NAND memory experiences more writes in

addition to the host writes. This is referred to as write amplification and the Write Amplification

Factor (WAF) is a function of over-provisioning space. Luojie et. al provide a analytical expression

to estimate WAF as a function of over provisioning [53]. SSDs typically treat the physical address

space and the over-provisioned space as a common generic pool and do not differentiate between

them.

5.3 Modeling Conventional SSD Architectures

In this section, we describe the model that we have built to study conventional SSD architectures.

5.3.1 Modeling Methodology

We use a SystemC based event driven simulation infrastructure developed using Intel CoFluent

Studio to build a SSD model [28]. The model can be broadly categorized into two parts: hardware

model and FTL model. We now explain both in detail.
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5.3.1.1 Hardware Model

The major hardware parameters that we model include the clock frequency of the FTL processor,

the bandwidth of hardware resources like DRAM cache memory, ECC engine and the NAND com-

munication channel. We account for parallelism in hardware resources by modeling parameters

like number of CPU cores in the FTL processor, the number of NAND communication channels

and the number of NAND flash packages and chips present in the SSD. We have incorporated a

detailed NAND flash memory model which includes parameters like operation latency (for reads,

writes and erasures), and the size and dimension of the memory array. As host requests arrive at the

host interface processor and traverse through various hardware resources, we model the latency of

the request at each hardware unit by taking the bandwidth and parallelism of that unit into account.

Communication channel between hardware resources like the on-chip interconnect and the NAND

channels are modeled as hardware queues with queuing delays based on the type of channel and the

request.

5.3.1.2 Flash Translation Layer (FTL) Model

We have implemented a detailed FTL model that executes major tasks listed in Figure 5.2. In order

to meet the performance requirements of enterprise application, the FTL model uses a page-based

L2P table to map logical addresses to NAND physical addresses similar to other studies like [9,

24]. Garbage Collection (GC) algorithm in the FTL model is controlled using Write Amplification

Factor (WAF) as a modeling parameter. For example, a write amplification of X indicates that for

every host write, there are X-1 garbage collection writes and X-1 garbage collection reads. With

WAF and the workload write intensity as an input to the model, the FTL model determines the

number of garbage collection reads and writes to be triggered. For the FTL model, the source block

(i.e. the block to be garbage collected) and the destination block (i.e. the block where the valid

data should be written) are typically chosen based on a Wear Leveling (WL) algorithm. We instead

assumed these blocks to be randomly distributed across the entire physical address space. The

FTL model uses a scheduling algorithm to schedule host operations, garbage collection and wear-

leveling operations to minimize resource contention and maximize SSD performance. However,
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in cases where resource contention is unavoidable, the FTL model faithfully blocks requests from

proceeding ahead until the resource is freed up. As SSD capacities increase, the size of DRAM

cache required to cache the logical to physical address translation table (L2P table) becomes a

major bottleneck. We have a cache-aware FTL model that includes cache miss-rate as a parameter

to model the overhead associated with paging L2P entries in/out of the cache.

5.3.1.3 Modeling FTL Latency

The FTL code executes on the multi-core FTL processor and consume processing cycles for each

of the operation it performs. Figure 5.2 illustrates the various phases depending on the operation

type. In phase 1, the FTL sets up the data structures required for the various operation depending

on the operation type (host, GC or L2P) and whether it is a read, write or erase. The scheduler and

dispatcher then process the pending operations as they progress through various hardware units in

the SSD. Once the operations complete, the FTL executes the cleanup phase by either notifying the

host with the completed operation or by completing the GC or L2P operation. When the GC oper-

ation is complete, the engine determines whether additional blocks need to be garbage collected or

the GC operations can be terminated. Similarly when the L2P operation is complete, the comple-

tion phase involves notifying the scheduler that operations that are waiting for a valid L2P entry can

be scheduled. In order to model the processor cycles consumed by the firmware stages mentioned

above, we have profiled the latency of each FTL operation type and phase listed in Figure 5.2 on

real enterprise SSDs ranging from 100GB to 960GB in capacity [81]. While the overall firmware

of these SSDs are complex and geared towards meeting the rigorous requirements of enterprise

applications, their hardware and FTL architecture are similar to the one shown in Figure 5.1 and

described in Section 5.3.1.2. By using FTL processor cycles, not absolute latencies, measured from

profiling real SSDs, we are able to use the model to study SSD performance even with FTL pro-

cessors of different frequency. By using such a modeling methodology, we also make the implicit

assumption that irrespective of whether the FTL processor frequency is 400MHz or 5GHz, each

FTL operation type and phase requires the same amount of cycles.

Table 5.1 presents a list of major parameters that we use in modeling the SSD controller.
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Figure 5.2: FTL Operation Types and Phases.
This figure illustrates three major operation types: host operation, GC operation and L2P table
management and four phases (phase 1 to phase 4). R/W indicates reads or writes.
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Category Parameters

SSD Controller

FTL processor frequency, num processor
cores, DRAM size and bandwidth, ECC
bandwidth, Num channels and channel

bandwidth.

FTL
Write amplification factor, page-based

FTL and logical page size, cache hit rate,
cycles per FTL operation based on

operation type and phase (Figure 5.2).

NAND
NAND chip capacity, Num NAND

chips per package, NAND performance
(tprog, tread , terase).

Workload Read/write mix, Host I/O queue depth
Host-Interface Host line rate based on protocol

(SATA, SAS or PCIe)

Table 5.1: Major parameters for the SSD architecture model.

5.3.2 Modeling Accuracy and Relevance

We compared the performance estimates from our model with measurements from real enterprise

SSDs with capacities ranging from 100GB to 960GB [81]. Results from this analysis show that

the estimates from the model were between 77% (for write-only workload) to 89% (for read-only

workload) compared to estimates from the real drives. Even though parameter values for WAF,

cycles per FTL operation are obtained from experiments with real drives, the FTL model and the

SSD architecture are designed to be generic and does not faithfully replicate the FTL algorithms in

real drives. We attribute the deviation of model estimates to this factor. While our FTL model is

similar to publicly available SSD simulators like [5], we believe this is the first work that provides

a detailed hardware model for the SSD by taking various hardware resources in the SSD controller

into account. Since we model a generic FTL and a general SSD architecture which is not specific

to any SSD controller implementation, we consider the model to be a resonable representation of

conventional SSD architectures.
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Figure 5.3: L2P Table Size as a function of SSD Capacity and logical page size.
Observations: (i) L2P table size grows with SSD capacity. (ii) DRAM cache capacity cannot scale
with the table size, so cache miss rate increases with table size and SSD capacity.

5.4 Scalability Challenges in Conventional SSD Architectures

5.4.1 Metrics, Workloads

We use SSD throughput measured in I/O Operations per Second (IOPS) as the performance metric

in this chapter. We also study the utilization of various SSD resources in the system to understand

resource bottlenecks. All performance results in this chapter are normalized to a baseline which

vary between studies and is defined at the beginning of the section describing that study. We use

the term SSD capacity to refer to the logical capacity of the drive to differentiate it from the SSD

physical capacity. In order to build versatile and robust storage systems that perform well under

a wide range of conditions, customers for enterprise SSDs benchmark the drives against random

I/O workloads using synthetic workload generators like Iometer [32]. Most SSD manufacturers

emphasize random workload performance of their drives since the key value-add for SSDs over

HDDs is their random workload performance [30,80]. Hence this study focuses on evaluating SSD

performance as a function of 100% random I/O workload using a synthetic workload generator

similar to IOMeter. We study SSD throughput as a function of read/write ratio in the workload

which varies from 0% to 100% at 25% increments and as a function of host I/O queue depth ranging
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Figure 5.4: Impact of SSD capacity on random read throughput. Performance is normalized relative
to 8TB. Observation: As L2P cache hit rate reduces with SSD capacity, random read workload
performance degrades.

from 1 to 256. All requests from the workload generator are assumed to be aligned to a 4K boundary

for this work.

5.4.2 L2P Table Size and Cache Capacity

As SSD capacity increases, the size of L2P table required to translate logical addresses to NAND

physical addresses increases significantly. In figure 5.3 we plot the size of the L2P table as a func-

tion of various logical page sizes for various SSD capacities. Given a SSD capacity (SSD logical

capacity) and the logical page size, the L2P table size can be calculated based on the following

equation:

L2P Table Size =
ssd capacity

logical page size
× log2(ssd physical capacity) (5.1)

All units are in Bytes. We notice that for a fixed logical page size, the size of the L2P table doubles as

capacity doubles. Similarly, for a fixed SSD capacity, the size of the L2P table halves as the logical

page size is doubled. In all cases, we can observe that as capacity increases, many gigabytes of

DRAM cache will be required to cache the entire L2P table. Considering that DRAM is expensive,

energy intensive and consumes significant SSD board space, caching even moderate portions of L2P

table is impractical. In Figure 5.4, we plot the performance impact of caching little or no portions
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of the L2P table for a 4KB aligned 100% random read-only workload. We have implemented a

demand based caching algorithm, where table entries are paged-in from the NAND memory array

upon a cache miss. A cache hit or a miss is probablistically determined using a uniform random

variable that uses cache hit-rate a model parameter. We chose a read-only workload for this analysis

because these workloads trigger very little garbage collection (there are no host writes) and we can

clearly isolate the impact of L2P table management on SSD performance. The DRAM size is

maintained at 8GB while the logical page size is set to 4KB. Since the DRAM size is constant even
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Figure 5.5: SSD Controller Utilization for major operations as a function of drive capacity and
workload write intensity. Observations: (i) For all workloads, a majority of SSD controller re-
sources are utilized for executing GC, WL and L2P page-in/page-out. (ii) As capacity scales, the
fraction of resources spent on host I/O management reduces. (iii) Read-only workloads have a WAF
close to 1 and hence have little GC or wear leveling operations.

as the SSD capacity varies from 8TB to 128TB, the the DRAM cache hit rate for finding a valid L2P

map (i.e. the cache hit-rate) varies from 100% to 6.25%. As the capacity increases and the hit-rate

drops, the throughput of the drive drops steadily. Far from being able to increase performance with

SSD capacity, we notice that performance drops with capacity indicating that simple on-demand

caching algorithms proposed by Gupta et al. is not optimal in the context of petascale SSDs with

high cache miss rates [24]. In section 5.5.2 we propose a new table management scheme that works

better with petascale SSDs.
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5.4.2.1 Drawbacks in existing solutions

Several existing studies have examined the impact of L2P table size on SSD performance and have

suggested mapping schemes to reduce the size of the L2P table [41, 44, 49, 50]. These studies

propose increasing the logical page size to reduce L2P table by mapping logical addresses at block

granularity or using a hybrid mapping approach where some sections of the table are mapped in

page granularity while the rest are mapped at block granularity. These approaches increase the

WAF which affect the endurance of NAND flash memory and degrades the performance of random

write workloads. In general, if we compare two SSDs (SSD4 and SSD8) that have a logical page

size of 4KB and 8KB, the WAF for SSD8 is twice the WAF for SSD4 for the same random 4K write

workload. Increase in WAF impacts NAND endurance since NAND memory array would have to

withstand more writes and erasures. Increasing the endurance requirement on the NAND memory

array increases the time to qualify, test and optimize the memory array, thereby increasing cost and

delaying time to market. In Figure 5.6, we show how WAF affects SSD performance due to high

GC overhead.

Based on these results, we make the following claim.

Claim 1: As SSDs approach the petascale capacity, the page-based L2P table mapping scheme

needs to be significantly modified to work with little or no DRAM cache while minimizing impact to

random workload performance.

5.4.3 SSD Controller Utilization

In Figure 5.6, we study the impact of SSD capacity on the performance of random write workloads.

We vary the write activity in the workload from 100% to 25% and plot the performance normalized

to the 8TB drive. For all the workloads, we assume a write amplification factor (WAF) of 5 and a

logical page size of 4KB. Our results indicate that, similar to the read-only random workload result

presented in Figure 5.4, random write workload performance reduces with capacity and is similar

in magnitude. In order to identify the reason behind the performance drop, we analyzed the FTL

processor utilization for various workloads in Figure 5.5 using our model. Since the FTL processor

is the only central resource responsible for the initiating, scheduling, dispatching and completing
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various types of FTL tasks, the FTL processor utilization is also a reflection of SSD controller

utilization (i.e. utilization of other hardware units like NAND communication channels, DRAM,

ECC engine and NAND). For example, if the FTL processor executes host operations only, then

the DRAM, ECC, channels and NAND are expected to only process host data. Hence we use FTL

processor utilization metric as an alias for SSD controller utilization. We plot the SSD controller

utilization of each FTL task as a function of workload and SSD capacity. The results from Figure

5.5 along with results from Figure 5.6 and Figure 5.4 show why SSD performance decreases with

capacity.

From Figure 5.5, we can observe that for a given workload, the fraction of cycles spent by the

FTL processor on executing host I/O operations reduces as SSD capacity increases. As the FTL

processor spends more cycles executing non-host operations like garbage collection, wear leveling

and L2P table management, the host workload performance degrades. Results from Figure 5.6

and Figure 5.4 indicate a poor tradeoff for data center operators who are forced to choose between

slower but high capacity SSDs or faster but low capacity SSDs.

From Figure 5.5, we observe that for most workloads more than 50% of FTL processor cycles

is spent on non-host operations. For example, the percentage of controller cycles spent on non-host

operations varies from 74% (for 8TB) to 88% (for 128TB) for the write-only workload. If host

operations execute only 12% of the time in the FTL processor, we cannot expect a 128TB drive to

perform better than a 8TB drive. From Figure 5.5, we can observe that as SSD capacity increases,

the percentage of processor cycles spent executing L2P operations increases due to the reduction in

DRAM cache hit rate. For the 8TB drive capacity (irrespective of the workload), processor cycles

spent on L2P table operations is close to 0% since the entire L2P table is resident on the DRAM

cache. Since GC and wear leveling are a function of host write activity, as workload write intensity

drops, the fraction of cycles spent on these operations drop. Hence for a given capacity, results

from our model indicate that the performance of the drive increases as write intensity factor in the

workload decreases. For the read-only workload, we assume WAF=1 and hence there is no garbage

collection and wear leveling operations.

Based on the results presented in Figure 5.5, we make the following claim.
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Figure 5.6: Impact of SSD capacity on random write throughput. Observations: (i) SSD random
write performance scales poorly with SSD capacity. (ii) While the absolute performance varies
between workloads, the rate of performance degradation is similar because results are normalized
per workload with 8TB as the baseline.

Claim 2: For random write workloads, most of the processing power available in conventional SSD

architectures is used for GC, WL and L2P table management resulting in performance degradation

of host I/O operations. Hence the processing power available in convetional SSD architectures is a

major bottleneck.

5.4.4 Challenges in Scaling FTL Processor Performance

In the results presented so far, we assume that the FTL processor performance remains constant

even as the SSD capacity scales. Such an assumption can be considered to be unrealistic because

the FTL processor performance can be increased by raising the FTL processor frequency or the

number of CPU cores in the FTL processor. It is perfectly reasonable to argue that by increasing

the horse power of the FTL processor, the processor can spend more time executing host operations

and thereby scale SSD performance with SSD capacity. Such an approach presents two major

challenges: cost and time-to-market. In order to maximize profit margins, SSD manufacturers

would ideally prefer to minimize the cost of non-NAND components in a SSD. By having to use

a new and faster FTL processor for each capacity, the cost of the SSD increases due to higher

cost of the FTL processor. Since the FTL is very closely integrated with the underlying hardware
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platform, having to rearchitect and optimize the entire architecture for each SSD capacity results

in longer time-to-market. In addition to presenting significant competitive challenges due longer

time-to-market, such a solution also increases SSD cost due to additional resources (like engineers,

verification, assembly, qualification, etc.) required to rearchitect the system. Ideally, SSD and

NAND memory manufacturers would prefer to build SSDs on top of a scalable SSD architecture

where SSD performance scales up as more NAND packages are added (i.e. SSD capacity scales)

without having to make significant changes to the FTL software. In this chapter, we present an SSD

architecture that can scale SSD performance with SSD capacity.

5.4.5 Host Interface Processor, ECC Engine and NAND

The performance of the host interface processor is based on the communication protocol of the

SSD (SSDs typically communicate via SAS, SATA or PCIe) and doesn’t create a bottleneck. If

and when the drive performance saturates the host interface, SSD manufacturers modify the host

interface processor to a protocol with higher performance. Similarly, the bandwidth of the ECC

engine is based to the total bandwidth of the NAND communication protocol. Since any data read

from or written to the NAND needs to pass through the ECC engine, as long as the ECC bandwidth

can match the total NAND channel bandwidth, the performance of the ECC engine does not limit

SSD performance. NAND flash chips form the other major portion of the SSD. The state-of-art

NAND flash chips are around 384Gb [29] and are expected to reach 1Tb (or 128GB) by the end of

this decade [36]. At 128GB per chip, a 128TB drive is expected to contain about 1000 NAND flash

chips. With so many NAND chips in the drive, we can infer that the performance of the drive is

determined by the utilization of chips by the SSD controller and not on the raw performance of the

chips themselves. Hence we conclude broadly conclude that the raw performance of NAND flash

chips does not limit SSD performance.
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5.5 FScale: A Scalable SSD Architecture

We propose to address the scalability challenges in conventional SSD architectures using FScale, a

distributed processor based SSD architecture targeted towards petabyte scale SSDs. Our design is

based on the observation that the conventional architectures use a centralized approach to SSD man-

agement and while such an approach was optimal until now, as SSD capacity scales, the bottlenecks

arising out of the centralized management prevent the system from scaling in the future.

Figure 5.7 and Figure 5.8 presents the FScale architecture. We now describe the architecture in

detail and explain how it resolves the two major bottleneck claims presented in Section 5.4.

5.5.1 FScale Hardware Architecture

Figure 5.7 presents the FScale hardware architecture. In the FScale architecture, the NAND pack-

ages are replaced by Active NAND packages which include a local controller, a mini-ECC engine

along with the NAND flash chips. Each active NAND package is essentially a mini-SSD with

enough hardware resources to manage the NAND flash chips within the package. The local con-

troller inside the active NAND package is a programmable, general purpose, lower power processor

that manages the NAND flash chips inside the package. The primary purpose of the local controller

is to execute major FTL tasks like garbage collection, wear leveling and L2P table management

while allowing the SSD controller to execute host I/O management tasks. Our design is essentially

a SSD within a SSD architecture, with the SSD controller managing the low-level SSDs within the

active NAND package and the local controller in the active NAND package is managed by the lo-

cal controller. Each active NAND package also contains a mini-ECC engine to handle bit errors

triggered during the read and write operation in the NAND flash. A mini-ECC engine is a low-

complexity ECC engine with a lower error detection and correction ability than the primary ECC

engine in the SSD controller. Studies have shown that the bit-error distribution due to endurance

and data retention in NAND flash memories has a long tail (i.e. only a very few percentage of

blocks suffer from high bit error rates) [12]. The ECC engine in the SSD controller is expected to

handle the long tails while the mini-ECC engine is expected to correct median bit-errors. Without
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any ECC engine inside the active NAND package, all bit errors during NAND operations need to

be corrected by the ECC engine in the SSD controller resulting in unnecessary data traffic across

the NAND channels. By using a mini-ECC engine in the active NAND package, a majority of bit-

errors can be corrected within the active NAND package, thereby minimizing data traffic across the

NAND channels. During cases where the bit errors from the NAND is higher than the correction

capability of the mini-ECC engine, data can be moved to the ECC engine in the SSD controller

across the channel to correct the errors. To enable detection and error correction by ECC engines

of two different capabilities, we need to use a multi-phase data encoding format similar to [84] that

is compatible with both the ECC engines. The NAND and the local controller communicate via the

NAND communication protocol like ONFI or Toggle Mode and it is assumed that the communica-

tion protocol between the SSD controller and the active NAND package is assumed to be same as

the NAND protocol.

5.5.1.1 FScale Hardware Architecture Assumptions

We have built a FScale hardware architecture model by building an active NAND package model

and integrating it with our SSD model. For our analysis, we assume that our local controller is

similar to [7]. We assume that the bandwidth of mini-ECC engine is equal to the channel bandwidth

to minimize buffering during data transfers. Since SSD drive capacity is scaled by adding more

NAND packages, replacing NAND packages with active NAND packages enables us to scale the

processing power available in the SSD as capacity scales up. By adding more processing power

at the package-level instead of the chip-level, we prevent NAND cost from increasing so that SSD

manufacturers can use such packages only for the systems that need them.

5.5.2 FScale FTL Architecture

Figure 5.8 presents an outline of the FScale FTL architecture. This architecture has a two-level FTL

executing in the SSD. The SSD controller executes the top-level FTL while the local controller in

each active NAND package executes the second-level back-end FTL. We now explain both in detail.
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5.5.2.1 Top-level FTL

The top-level FTL runs in the main SSD controller and is primarily responsible for managing the

active NAND packages and handling host commands. The L2P table is also segmented into two

levels with a top-level L2P Table Directory (TD) being managed by the SSD controller. While a

conventional L2P table maps a logical address to a complete physical address, the table directory

maps logical address to a Partial Physical Address (PPA). In the illustration shown in Figure 5.8,

each logical address maps to a chip address inside the NAND package. The rest of the address

mapping and execution of host operation happens at the back-end FTL. The TD is managed by the

SSD controller and cached in the DRAM. We observe that the total size of the L2P mapping table

(sum of TD size and second-level table) is still same as the conventional architecture but the size of

TD is significantly smaller than the size of the L2P table resulting in significant increase in cache

hit rate. We quantify this reduction and its impact on SSD performance in Section 5.6.

The top-level FTL executes a garbage collection and wear-leveling algorithm at the pack-

age/chip level using the GC/WL Directory table. It keeps track of valid block information and

NAND health at the package/chip level and instructs the active NAND package to execute GC op-

eration on a specific die. For example, the SSD controller does not need to know which NAND

block inside the chip has been garbage collected. This in contrast to the existing architecture where

the SSD controller is responsible for executing the complete operation and has to keep track of the

state of GC and WL of all dies and blocks in the system and manage the operations until they finish.

5.5.2.2 Back-end FTL

The back-end FTL assumes responsibility of the same tasks executed by the SSD controller with

one key difference: it is only responsible for managing the physical address space within it’s NAND

package and hence requires very little compute capability. The back-end FTL executes in the local

controller in the active NAND package and is responsible for scheduling and dispatching garbage

collection and wear-leveling operations. The back-end FTL executes address translation of logical

addresses to physical addresses. When the SSD controller sends a host request to the LC, the LC

reads the second-level inverted L2P table into it’s working memory and scans the table for the LBA.
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Since the size of this entire table is in tens of megabytes, we load and scan partial regions of table

since the working memory size in the LC is very small (a few megabytes). We use a B-tree data

structure to store the Logical Block Address (LBA) in a sorted order. By using physical address

as the index to the inverted table, the size of the table is bound by the physical address space of

the NAND package/chip which is many orders of magnitude smaller than the logical space. Since

this size is fixed and the table is organized as B-tree data structure, the number of flash memory

accesses required to find a LBA inside the table is bound deterministically. In the illustration shown

in Figure 5.7, we have a per-chip mapping table which is loaded and scanned for the LBA. Once

a LBA match occurs, the physical address is automatically inferred and the data is read from this

physical address. During writes, the local controller determines the best block to write the new data

using its own wear leveling algorithm and writes data until the block is filled. When the block is

filled, a new block is chosen. The back-end FTL also keeps track of the valid pages and NAND

health information for all chips and blocks in the package for GC and WL using a GC/WL status

table. This is similar to the tables managed by conventional SSD architecture except that this table

is specific to the NAND blocks in the system. The back-end FTL implements it own scheduler,

dispatcher and completion handler to execute the host, GC/WL and L2P scan operations often

prioritizing host operations over the other operations to increase drive performance.

Having described the major properties of the FScale architecture, we now quantify how this

architecture handles the bottleneck claims presented in Section 5.4.

5.6 FScale Performance Results

5.6.1 L2P Table Size and Cache Capacity

In Figure 5.9, we compare the size of the L2P table used in the conventional architecture with that

of the L2P table directory used by the FScale architecture. Note that both these tables are cached

in SSD controller cache and any reduction in size of the table can increase cache hit rate since a

larger fraction of the table can be stored in the cache. We demonstrate the cache size reduction

for two logical page sizes (4KB and 32KB). Our results indicate that the L2P directory is 2.7X-4X
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Figure 5.9: L2P Table Size Comparison between Conventional and FScale Architecture. For FScale
architecture, the y-axis corresponds to the size of the L2P Table Directory (TD).
Observation: 2.7X-4X reduction in L2P Table Size managed by the SSD Controller

Metric Conv FScale
Hit Rate - 8TB 100% 100%
Hit Rate - 16TB 50% 100%
Hit Rate - 32TB 25% 82.5%
Hit Rate - 64TB 12.5% 38.6%
Hit Rate - 128TB 6.3% 18.2%

min typ max
Hit latency

DRAM, NAND accesses 1,0 1,0 1,3 1,7
Miss latency

DRAM, NAND accesses 2,1 2,1 2,4 2, 8

Table 5.2: Hit rate, hit latency and miss latency comparison between conventional (one-level) and
FScale (two-level) L2P table schemes assuming 4KB logical page size and 8GB Cache. Observa-
tion: FScale architecture improves hit rate by 3X at the cost of high hit and miss latency.
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smaller than the conventional L2P table. In the table directory, width of each entry is cut by 2.7X-

4X because we truncate each entry to map only to a partial physical address (package/die offset)

instead of the entire physical address (package/die/block/page/offset). By re-architecting the L2P

table structure into a two-level table we can improve the cache hit rate. We have essentially applied

the multi-level page table architecture present in the Linux kernel to the L2P table and let the SSD

controller manage only the top-level directory [61].

Table 5.2 compares the hit rate, hit and miss latency impact of the proposed scheme against

the conventional scheme. We notice significant improvements in the hit rate while the hit and miss

latency of the proposed scheme is higher compared to the conventional scheme. In case of the

proposed scheme, there are 3 cases for hit and miss latency depending upon whether the second-

level table is already loaded in the local controller working memory or needs to be paged from

NAND for every read access.

5.6.2 FScale Performance Analysis

Figure 5.10 presents the performance impact of using the FScale architecture for various random

workloads. The performance of the conventional 8TB drive is used as the baseline for this analysis

with queue depth set to 32. First we notice that unlike conventional architecture, performance of

SSDs with FScale architecture scales with capacity for write intensive workloads (>= 50% writes).

Workloads with the highest write intensity (100% writes) have the highest performance improve-

ment. For example, the write-only workload performance of a 128TB drive is approximately 3 times

higher for the FScale architecture compared to the conventional architecture. Our results indicate

similar performance improvement for other write intensive workloads indicating that the FScale

architecture is successful in scaling SSD performance. We are able to scale performance because

of two major reasons: (i) by offloading garbage collection and wear-leveling to the local controller,

the FTL processor can spend more cycles on executing host operations and (ii) L2P cache hit rate

improves with the 2-level L2P table. Even though the hit and miss latency of the L2P table scheme

proposed in the FScale architecture is higher than the conventional architecture (as shown in Table

5.2), they do not impact write-intensive workloads since the write latency is one order of magnitude
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Observations:(i) For write-intensive workloads FScale SSD performance scales with capacity, (ii)
For a fixed capacity, FScale performance improves by up to 3X over conventional architecture, (iii)
Read-intensive workloads incur performance penalty due to high cache hit and miss latency even
though the miss rate reduces.
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higher for writes compared to reads. Increasing the cache hit rate in the SSD controller and reduc-

ing the number of scheduling and dispatching and completion operations is much more important

since they reduce the work done by the FTL processor and this translates to higher performance.

However, the higher hit and miss latencies (as shown in Table 5.2) impact the performance of

read-intensive (< 50% writes) workloads. As read intensity increases, the intensity of garbage col-

lection and wear leveling reduces which minimizes the use of the local controller. The performance

of the drive will then be bound by the host I/O processing latency and L2P table management

reducing the effectiveness of the FScale architecture. For the workload with 25% writes, while

the performance of FScale architecture is higher than the conventional architecture, performance

doesn’t scale with capacity. For the read-only workload, we observe that FScale performance is

lower than conventional architecture for all capacities and follows the decreasing trend indicating

that hit and miss latencies have a bigger impact than the hit rate.

Figure 5.11 plots the performance of a random read-only workload for various SSD capacities.

Given sufficient pending host operations, we wanted to determine if we could hide the cache hit

and miss latency penalty of FScale architecture and improve workload performance. We vary the

queue depth from 1 to 256 and the workload performance using the conventional architecture at a

queue depth of 1 serves as the baseline. Our results indicate that the performance of the drive with

conventional architecture saturate at higher queue depths while the performance of FScale SSDs

increases with queue depth. As queue depth increases (i.e. number of operations pending service

increases), FScale architecture can effectively hide the high cache hit and miss latency incurred by

requests by efficiently pipelining the requests. Hence the performance of the drive meets or exceeds

the conventional architecture.

5.6.3 Impact of Workload Queue Depth on FScale Performance

Our results indicate that the performance of the drive does not scale after a certain queue depth

(queue depth > 64) due to the compute limitations of the FTL processor in the conventional SSD

architecture. With FScale processor architecture, the performance of the SSD increases with queue

depth since the compute power in the SSD scales with SSD capacity. Results in Figure 5.10 for
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Observation: For higher queue depths (QD >= 64), FScale performs better than conventional
architecture even for read-only workloads.
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the read only workload were at a queue depth of 32 where FScale performance is still lower than

conventional SSD performance. However, we observe that at higher queue depths, the trends in

Figure 5.10 do not hold and the drives tend to have a steady performance irrespective of the SSD

capacity.

5.6.4 Other Advantages of FScale Architecture

FScale architecture helps in overcoming the cost and time-to-market challenges presented by the

conventional architecture. By scaling capacity by just adding more NAND packages, SSD man-

ufacturers can reduce the frequency at which they upgrade the SSD controller. This also reduces

time-to-market. The cost added by the local controller is negligible due to its minimal complexity.

While we haven’t evaluated the impact of FScale architecture on the power consumption of the

system in this work, features like low power processor and mini-ECC engine in the local controller

are directed towards minimizing the additional power dissipation.

5.7 Related Work

Most of the research on SSD architecture has been towards architecting megabyte and gigabyte

scale SSDs with little focus on SSD architecture scalability. Several algorithms have been proposed

to optimize SSD metrics like performance and reliability and quantifying the tradeoffs between

such metrics. We believe that this is the first work that focuses on the how such algorithms execute

on SSD hardware and quantify the computational bottlenecks involved in executing such algorithms

in the context of a typical SSD architecture.

Agrawal et al. explore the SSD architecture in detail and focus mainly on understanding the

tradeoffs involved in Flash Translation Layer (FTL) algorithms and its impact on SSD perfor-

mance [5]. Gupta et al. recommend a on-demand page-based address mapping policy for enter-

prise workloads [24] and provide insights into why high performance enterprise SSDs work better

with page-based mapping instead of a block-based or a hybrid mapping policy. One of the most

recent studies on SSD architecture for web-scale internet storage systems has been by Ouyang et
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al [66, 67]. They describe a hardware/software co-designed storage system designed to exploit

memory array properties of flash and is highly optimized to work for specific types of workloads.

While such architectures work well for specific workloads, many customers build servers that are

deployed by a wide range of customers and are expected to work well for a broad range of work-

loads. For such environments, the FScale architecture is a better fit since it works well for a wide

range of workload categories without any workload specific optimizations. Tiwari et al. describe

Active Flash, an architecture optimized towards SSDs used in supercomputers that perform in-situ

scientific data analytics [95]. Their design optimizes the performance and energy efficiency of su-

percomputers by minimizing data movement between compute and storage nodes. For systems that

use SSD as a cache in front of a hard drives, Li et al. propose a new cache-optimized SSD archi-

tecture called Nitro [52]. Nitro primarily controls the workload traffic pattern arriving into the SSD

and hence is orthogonal to optimizations in FScale architecture.

5.8 Summary

In this chapter, we present a case for a new SSD architecture to ensure SSD performance scales with

capacity. Using a detailed architectural model, we quantify the bottlenecks in existing controller

architecture. We then propose FScale, a new scalable SSD architecture using a distributed processor

based solution. We evaluate the performance of FScale architecture and evaluate its scalability for

various workloads.
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Conclusions and Future Work

The invention of NAND flash memory in mid 1980s has spawned a new category of storage sys-

tems that is versatile with high performance, low power and robust compared to Hard Disk Drives

(HDDs). As flash memory scaled and cost per bit reduced, the range of applications using flash has

expanded significantly. With this expanded range and diverse application requirements, systems

architects are required to have a thorough understanding of the trade-offs involved in designing

application optimal storage systems. By building a set of analytical and architecture level models,

this dissertation presents original research contributions that is directed towards building energy

efficient, reliable and scalable NAND flash based storage systems.

In Chapter 2, this dissertation presents a detailed analytical model for flash memory consump-

tion. FlashPower has been validated with data from real world flash chips and can be used to

estimate the energy dissipated by NAND flash using various operations. This model has been

highly parameterized to study the impact of major parameters affecting NAND energy dissipation

and enable chip architects to design power optimal NAND flash chips. While this work primarily

focuses on 2D flash memory, the industry has started production of 3D flash based memory sys-

tems [29, 78, 96]. Hence, FlashPower model can be extended to study the energy dissipation of 3D

based NAND flash memory chips. In this work, we focused our attention on floating gate transistors

since a majority of 2D flash memory was built on top of floating gate transistors. As flash memory

scales to 3D, it has been noted that charge trap based transistors offer more advantages than floating

gate based transistors. By replacing the floating gate transistor model described in Chapter 2.3.5.1

99
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with a charge trap based transistor model, FlashPower can still be leveraged to study the energy

dissipation of 3D NAND flash chips. FlashPower provides a modularized and parameterized model

that can be easily extended to study many NAND flash memory variants.

In Chapter 3, this dissertation presents a detailed analytical model to study NAND flash data

retention. Using FENCE, we show the effect of temperature and recovery periods, two important

system level parameters that affect NAND flash reliability, on data retention. We also show how

FENCE can be used to trade-off data retention to improve NAND flash endurance. Increasing

NAND flash endurance is critical for Solid State Disks (SSDs) used in data centers because of the

high write activity present in enterprise workloads. In Chapter 4, we use the reliability model to

improve the endurance of MLC based flash SSDs used in data centers. Since data stored in en-

terprise storage systems is backed up periodically, we can trade-off data retention to increase flash

endurance and enable low cost and high endurance storage systems for data centers. In this chapter,

we also propose a methodology to use existing hard-drive based workload traces and convert them

into equivalent SSD workload traces for system evaluation. This research can be extended in sev-

eral ways. With the advent of 3D NAND and the differences in failure mechanisms, it is important

to identify the predominant failure modes in 3D memory and modify FENCE to understand the

trade-offs involved in new failure modes. While we expect data retention and endurance to remain

primary concerns, additional failure modes like read or program disturbs can impact memory relia-

bility. It is also important to understand the impact of new failure modes on system level reliability

and re-architect SSD level firmware and hardware architectures to design highly reliable storage

systems.

In Chapter 5, this dissertation focuses on SSD architecture and the impediments faced by con-

ventional architectures in increasing performance of high capacity SSDs. Using data from drive-

level measurements and a detailed architecture-level model, we show that conventional architec-

tures scale poorly due to limited computational power in conventional architecture. As the number

of NAND flash chips approach several hundreds (perhaps even thousands), we show that a cen-

tralized controller architecture prevents maximizing NAND utilization, resulting in reduced system

performance. We propose FScale, a new distributed processor based SSD architecture to overcome
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this limitation and maximize NAND utilization. By integrating a small, energy efficient and low

cost controller to a NAND package and managing NAND local to the package, we can scale the

system efficiently and increase performance with SSD capacity. An alternative approach to increase

SSD scalability is by increasing computational power in current architectures by adding more cores

to the central processor. Implementing this approach requires detailed analysis to determine the

core count required to manage NAND chips for an optimal design. SSD architects have to trade-off

the design complexity of using a many-core processor in petascale SSDs with several distributed

processors based on factors like time-to-market, power dissipation and firmware and hardware ar-

chitecture complexity. FScale architecture can be extended to include one low powered, low com-

plexity micro-controller per NAND chip instead of a controller per NAND package (a group of

NAND chips). Such a system can provide better scalability because the computational power can

be extended as a function of number of chips and prevent us from over designing the central pro-

cessor. However, this approach increases the cost of flash chips since each chip now includes a

micro-controller and can impact other parameters like chip yield and increase in design complexity.

Architecting scalable SSDs is still an open problem and there can be several approaches to address

this issue. In this dissertation, I present one approach to address this problem and quantify the

advantages and disadvantages of the proposed architecture.

6.1 Emerging Non Volatile Memories and Evolution of Memory Hier-

archy

The advent of new non volatile memory technologies like Phase Change Memory (PCM) and Spin-

Transfer Torque (STT) RAM is expected to add a new dimension in designing memory and storage

systems. NAND flash memory is not left expected to be left behind and continues to scale into 3D.

As these new memory technologies mature, the 4 level conventional memory hierarchy (consisting

of registers, caches, main memory and storage) will continue to evolve and expand into many

more levels. For example, the performance, power and cost characteristics of PCM makes it as

an good candidate between the main memory and storage memory [1, 2], while the characteristics
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of Spin-Transfer Torque memory makes it a good candidate to be used as a DRAM replacement or

complement [88]. Such an evolution will require systems architects to work very closely with device

physicists and memory designers to design optimal and efficient memory and storage systems. In

this dissertation, I have applied insights learnt from the device and circuit level to optimize NAND

flash memory energy dissipation and reliability while addressing SSD architecture challenges that

arise with the scaling of NAND flash memory.
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