
Analyzing the Social Implications of Outlier Removal on Predictive Models 

 

 

 

 

 

A Research Paper submitted to the Department of Engineering and Society 

 

Presented to the Faculty of the School of Engineering and Applied Science 

University of Virginia • Charlottesville, Virginia 

 

In Partial Fulfillment of the Requirements for the Degree 

Bachelor of Science, School of Engineering 

 

 

Anh Nguyen 

Spring 2023 

 

 

 

On my honor as a University Student, I have neither given nor received unauthorized aid on this 

assignment as defined by the Honor Guidelines for Thesis-Related Assignments 

 

 

Advisor 

Pedro A. P. Francisco, Department of Engineering and Society 

  



  1 

Introduction 

 Machine learning has become a popular computer science field in recent years, and many 

everyday applications implement machine learning models for a variety of purposes. Recently-

developed predictive models incorporate machine learning algorithms and models since these 

have thorough data pre-processing and data processing steps which lead to the model making 

accurate predictions. As more research in the machine learning field continues, more focus and 

emphasis is put on the data collection, the model training, and the results of these predictive 

models. These new focuses draw attention away from how the data is cleaned, especially when 

studies implement outlier removal. There is a lack of transparency when outlier removal is 

applied, which raises the question of who and what is being excluded from these models and if 

these models are accurately representing society? It is essential to study outlier removal during 

data cleaning in order to better understand bias in machine learning models and their predictions, 

since the bias comes from the data the model gets trained on. By removing outliers, we run into 

the possibility of excluding different social groups, so this study will analyze the social 

implications of outlier removal within different types of predictive models with machine learning 

models and algorithms in a variety of fields. This study will also use the theoretical framework 

ethics of care and the relational view to further understand the role of outliers in different sets of 

data. 

Background and significance: Why should we care about outlier removal? 

 Outliers are prevalent and are taught throughout years of education. Among the majority 

of researchers and students today, outlier removal is done regularly during data pre-processing or 

data cleaning. Outlier removal is especially prevalent in computer science classes and fields like 

machine learning and artificial intelligence (Caton et al., 2022). In these fields and classes, there 
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is always a lot of study and debate on outliers’ role in the predictive model. Most of the times, 

data is just seen as numbers and outliers in the data are just dropped during data pre-processing 

without careful identification. The outliers are dropped only after looking at how far the data 

point does not fit in with the average and usually no other context or characteristics. Sometimes, 

when the data is grouped, outliers of the groups are dropped even though the outliers are not 

considered outliers when looking at the data as a bigger picture. Many disagree with leaving 

outliers in data since outliers can skew the results of a predictive model and also lead to 

inaccurate predictions (Liu et al., 2021). In order to better understand the researchers’ point of 

view on outliers and outliers in datasets, we need to consider what the outliers represent within 

the dataset. 

When managing outliers, it is common to see studies attach a negative connotation to 

outliers in data, which encourages and enables outlier removal in datasets. In a past study done 

by Bollen (1988), he looked at outlier detection and if the management of outliers affected data 

negatively. In another study by Liu et al. (2021), they also refer to outliers as having a negative 

impact on data. These studies raise the question of what makes an outlier have a negative impact 

on data? In 2019, Osborne and Overbay did a study to analyze and summarize the different types 

of outliers in data. Outliers in data can come in many different forms and they can have different 

meanings in data (Osborne and Overbay, 2019). Osborne and Overbay identified some outliers 

as data errors, sampling errors, standardization errors, sampling assumption errors, and more. 

Most of these outliers can be grouped as errors during the data collection phase, like collecting 

data from a person who does not meet the requirements of the study (Zijlstra et al., 2011). 

Knowing these types of outliers and identifying them as outliers during data collection is useful 

when analyzing other studies. If the outliers are errors from data collection, researchers’ 
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argument to remove these kinds of outliers makes sense since these outliers do not represent the 

population the model is supposed to be made for and would impact the data negatively in these 

cases. Osborne and Overbay (2019) also mention that generally outliers are “…a data point that 

is far outside the norm for a variable or populations” (p. 1). However, if outliers are just 

generalized as so, and are removed, then the results produced by the models using this data will 

not be accurately representing the situation or population. 

Research methods: literature review and theoretical frameworks 

 To understand the role of outliers in datasets and predictive models, this study looks into 

various fields using different types of data. By analyzing different models in different fields, we 

can see how data is perceived by different researchers and observe different motivations behind 

outlier removal in different types of data. Not all of these models will be predictive models, but 

the models in these studies still rely on correlating and training on a dataset. We can also see 

how researchers portray the limitations of their model after outlier removal and what future 

research is needed on their models. How do they make up for the data that gets cut out from their 

models, and do they claim that their models do not exclude different groups in society? By 

analyzing different fields, we can also see how different fields treat outlier removal and data 

cleaning. Are researchers transparent with the data they use and the way they clean the data? 

These questions and observations will be reviewed in studies using medical data and financial 

data. The models using medical data are trained on data from patients, and the models using 

financial data are trained on data that are not directly linked to a person. By analyzing these 

different types of data, we can observe how the researchers approach cleaning different types of 

data and see how their fields may view the data. 
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 The theoretical frameworks applied after the literature review are ethics of care and the 

relational view. After the literature review, these theoretical frameworks will be applied to show 

how to help with the exclusion or other social implications the models may have. These two 

frameworks will also help with addressing the limitations and exclusions in the models from 

their outlier removal step. 

The ethics of care theoretical framework was chosen and works well for this study 

because, at least in the context of medical and patient data, it will help us better understand the 

data by making us look at who is included in the models. Taylor (2020) conducted a study on the 

Covid-19 pandemic and policymakers. Taylor stated that policymakers need to understand why 

different groups in society could not follow guidelines implemented by the government and how 

policy makers should approach the situation with ethics of care. By seeing different groups in 

society as different types of people, not just the general population, and understanding why they 

cannot comply with the guidelines, the policy makers can change the guidelines for them to 

better avoid spreading Covid-19. We can use ethics of care in this study to look at the data as 

people and not as numbers or data. This will force us to look at the data as people. How does 

removing this person from the data change the model and does that end up making the model 

exclude a group of people in society? This will help us see the social implications of outlier 

removal in the different studies and also propose a different way of perceiving data in the 

medical data for future studies. 

The relational view theoretical framework also works well for this study, because it 

requires us to understand the context of outliers in the data and in different situations. According 

to Lionelli (2019), “…data are ‘relational’: in other words, the objects that best serve as data can 

change depending on the standards, goals and methods used to generate, process and interpret 
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those objects as evidence” (pg. 8). The context of the outliers in the data can range from 

sampling errors or other errors during data collection to outliers that just do not correlate and fit 

the average of the rest of the data. Using this framework can also help us see the limitations of 

models that use outlier removal to get more accurate predictions or results. Limitations of models 

will require other experts in different fields or future research to address cases that exclude 

outliers, which is another reason why this theoretical framework is useful. This theoretical 

framework can also explain the differences between different fields perceiving and treating data 

during data cleaning. For example, the relational view will help with understanding the 

circumstances of the medical data compared to the circumstances of the financial data and how 

outlier removal when dealing with these two types of data mean something different from one 

another. 

Results and discussion 

The first study we will reference is an outlier removal study done by Uzun et al. (2022) 

exploring outliers and their affect on predictive models for medical disease diagnosis. In this 

study, the authors used five different machine learning models to predict diseases in patients. 

Here, we will have a chance to see how outlier removal affects various models with different 

machine learning algorithms. The authors also used four different datasets with different types of 

disease data and characteristics. One of the datasets was made up of digitalized images and the 

other datasets were made up of different numerical or categorical instances. Each of these 

datasets also had different diseases and different populations, but all the medical data was patient 

data. The authors explained the datasets and the way they pre-processed the data. 

The first observation Uzun et al. (2022) made for these datasets was whether the datasets 

had null or missing values in the entries. If this was the case, they removed those entries. Entries 
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with missing values can be seen as outliers, and removing them can be beneficial to the overall 

study or model since missing values is incomplete data. In this case, it seemed fine for the 

authors to remove these patient’s data since it did not represent the patient properly and these can 

be seen as errors that happened during data collection. For other outliers, they first identified 

them using boxplots that summarized the whole dataset, and then they removed the outliers or 

points that went beyond the scope of the average of the data. At the beginning of their paper they 

identified outliers as contextual outliers, collective outliers, or point outliers. Contextual outliers 

are datapoints that are outliers in a certain context. Collective outliers are a group of datapoints 

that are outliers. Point outliers are individual data points that are outliers. Although they 

mentioned that this was their outlier detection method, in the data pre-processing step, they did 

not clarify which identification of outliers they were removing. They just stated that outliers 

were removed using the boxplot which can be confusing for the reader since there are different 

types of outliers that should be removed in different cases, but the authors just mentioned 

generally that they removed the outliers. 

When testing all the different models, the authors mention that outlier removal had little 

influence on the accuracy of their machine learning models when predicting and diagnosing the 

diseases. They also mention that outlier removal, while seen as a necessary step in the machine 

learning field, may not be necessary when it comes to medical data. Some of the entries may 

seem out of range when grouping the data, but in reality, those extreme cases represent an 

absence or presence of the disease. These cases can represent a different threshold of patient data 

that do not follow the norm. 

In this study, this is a case where ethics of care was not used. Throughout the study, the 

data is looked at as just entries, numerical values, and categorical values. The data is not seen as 
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the patient themselves. The conclusion the authors came to still focused on the outliers 

representing a larger presence or an absence of the disease, but the authors do not mention say 

anything about how we should keep the complete outlier entries in the data because the data is a 

person and not including them implies excluding a whole ancestry of different people and their 

medical data. The authors also put more emphasis on how the outlier removal does not affect the 

performance of the model. If outlier removal had a large impact, it is likely that their conclusion 

would be different from outlier removal possibly being unnecessary. Relational view can be seen 

here as the authors mention what the outliers mean in the medical field and how handling 

medical data is different from handling other data. They explain the circumstance of outliers in 

medical data and also explain medical data generally as having more implications than just being 

data points. 

The second outlier removal study I looked at was a past study done by Pollet and van der 

Meij (2017) exploring outlier removal in hormonal data and the impact outlier removal has on 

significance testing in testosterone data. This study does not reference predictive models, but the 

authors provide insight on hormone research and express a need for better outlier management in 

this field. Their study concluded that in hormonal research, removing outliers from the data 

makes a big difference on the statistics of the data compared to keeping the outliers in the data. 

At the end of their paper, they also address potential solutions to future researches on how to be 

transparent with the outliers they are removing. They also encourage researchers to make 

separate models for removing or keeping outliers and to share the results of both models. This 

study is an example where ethics of care and the relational view are being implemented. The 

authors explain how with each hormone research dataset, the outliers need to be carefully 

considered since the data represents people. Removing outliers in order to get a higher 
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performance or more consistent statistics cuts out the people from the dataset which can make 

the research biased against the people excluded. They also used the relational view to show that 

you can have a model with outliers, but you just need to explain the meaning behind the results. 

We can use the relational view to draw relation between the outliers and the hormone research 

field and keep the outliers in the model or the statistics. 

Both the study done by Uzun et al. (2022) and the study done by Pollet and van der Meij 

(2017) use patient data in the medical field, but the way they came about their conclusions is 

quite different. Uzun et al. brought insight on managing outliers in the medical field for disease 

diagnosis and how outlier removal may not be as necessary in the medical field as the machine 

learning field emphasizes. However, Uzun et al. did not put much emphasize on looking at what 

the data represents like Pollet and van der Meij did. Pollet and van der Meij focused on why to 

remove and when to remove. They also mentioned how researchers should take extra care to 

manage outliers instead of removing them altogether for better performing models. They also 

mention how researchers should be clear and transparent about their data and on their data 

cleaning process, which both papers had some ambiguity in. Models where outliers are not 

carefully managed result in a misleading assessment of patients which can also lead to other 

complications in hospitals, doctor offices, and the overall treatment process. Overall, both studies 

still push against the usual outlier removal necessity that does not consider the context of the 

data. 

 The last study I wanted to reference is not in the medical field. Unlike the studies 

mentioned earlier, this one contains data that does not represent people. This study is more 

focused in modeling financial data. The study by Dutta (2018) examines the modeling of the 

carbon emission market. Dutta (2018) states that “the detection of outliers in financial time series 
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is important, since the presence of such extreme observations can bias the estimation of 

parameters and also lead to poor forecasts and invalid inferences” (p. 2779). Similar to the other 

two studies, Dutta puts emphasis on the impact on the performance of the model and not the 

context of the data. In the carbon emission market model with outlier removal, Dutta observes 

that its analysis of the emission market is not accurate. This is because of the way the data was 

pre-processed. Unlike the previous studies, the outlier removal process was much more unclear. 

The outliers removed seemed to be based on numerical values or the numerical data points. The 

spikes in the carbon emission market were removed in order for the model to provide better 

predictions using the standardized data. This is not an accurate representation of reality as there 

are spikes in the emission market. Since this model cannot account for these spikes or cannot 

provide other ways to use the extreme cases, it would need economists, policymakers, and etc. to 

account for the outliers. Dutta does mention this limitation of the model that removed the 

outliers. If outliers are not managed properly in this case, it can result in misleading analysis on 

the carbon emission market and implementation of polices that do not properly mitigate the risks 

represented in the emission market. 

 Dutta’s study does not really use ethics of care or the relational view theoretical 

frameworks. The only time relational view can kind of be referenced is when Dutta explains the 

limitations of the model and how experts in other fields would be needed to consider the 

unaccounted outliers. In this case, ethics of care would not be applied to the data and outliers but 

the circumstances of the carbon emission market and who the market affects. We would look at 

the policies that surround the carbon emission market and why policies may have to change in 

different times or for different people. For the relational view, we would want to take into 

account other social affairs happening in the world and other economies. We would also want to 
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reference the time of the spikes and what other factors could be contributing to the spikes and 

outliers in the emission market. This was one of the studies that do not use data representing 

people, but still requires context on the data and other factors in society that could relate to the 

study. 

Conclusion 

 After referencing different studies from various fields that train predictive or normal 

models on datasets, data cleaning and outlier removal need to be approached in a different 

manner than what the field currently emphasizes. In many fields requiring data, like machine 

learning, outlier removal is a no brainer. Outliers are detected if they are outside some specified 

range and removed without considering their context. If there is a specific identification or label 

for the outliers, the reasons for their removal are usually ambiguous and authors will favor 

removing them for the overall performance of their research. Without approaching the outliers 

with ethics of care or the relational view theoretical frameworks, it is easy to disregard outliers. 

Disregarding outliers can lead to models not accurately representing data, models excluding 

different groups in society, and models unable to provide accurate results for the situations they 

are made for. Should outliers no longer be removed in data? Not necessarily. It makes sense to 

remove outliers that are errors during data collection. Is there a specific way to manage outliers 

so that predictive models produce accurate results? This will vary with each model, but there are 

extra steps researchers can take to combat this. They can keep outliers in their models and 

explain the accuracy of their models based on the outliers. However they choose to identify and 

incorporate the outliers into their model, or if they choose to remove the outliers, they need to be 

transparent about what they do. The current lack of transparency when dealing with outliers and 

cleaning data needs to change. While the advances in computer science fields and models can be 
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extremely useful, extra steps should be taken to make sure that these models can be applicable in 

the real world. Cutting corners during data pre-processing and making these models for the sake 

of better performance will come back to cause more harm than the help the model should be 

providing. 
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