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Introduction 

​ A month after Neuralink, Elon Musk’s pioneering brain-computer interface (BCI) 

company, successfully implanted its first device, known as the “Link,” into a human subject, the 

wires came loose. As a result, the device malfunctioned, leading to a decrease in data 

transmission (Gibson, 2024). Reports soon revealed that Neuralink had been aware of these 

potential issues for years but proceeded with human trials regardless (Levy, 2024). This incident 

highlights the complex relationship between corporate decision-making, trust in private 

companies, and the policies governing life-altering technology. 

​ While BCIs mark a major advancement in both medical and cognitive fields, the question 

remains whether the policies currently regulating their development adequately reflect societal 

values. These values may include promoting health equity, ensuring privacy, maintaining ethical 

boundaries between therapy and human enhancement, and much more. My STS project seeks to 

explore whether the current policy landscape around BCIs aligns with these societal values or 

exposes gaps and tensions. Specifically, I will investigate how current policies balance the 

therapeutic promise of BCIs with the risks of cognitive enhancement and corporate control. The 

key research question driving my project is: Does the current policy landscape surrounding BCIs 

reflect societal values, and if not, where are the gaps that need addressing? 

Technical Project 

​ As a computer science student who does not have a formal technical project as part of my 

degree, I will be writing about how my skills may be useful for a specific biomedical engineering 

technical project. The goal of the project is to design a new type of tumor marker that localizes 

breast cancer tumors effectively without migrating through tissue. Current markers inserted 

during biopsies often move from their original position. Those that do not migrate must be 
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inserted during pre-operative procedures, which increases patient discomfort, costs, and infection 

risks. The team seeks to develop a new marker that can be inserted during a biopsy and stay in 

place safely until surgery. This project also pertains to STS, as studies have shown disparities in 

breast cancer diagnosis and treatment outcomes across different racial and socioeconomic groups 

(Wheeler et al., 2013). Understanding these trends is critical when designing diagnostic tools to 

ensure that they are effective and equitable for diverse populations. 

​ My technical expertise in computer science could come in handy for this project. Namely, 

I could contribute by developing image recognition algorithms using skills from my machine 

learning coursework. These algorithms would analyze medical images to automatically detect 

and locate tumor markers. This would streamline the process of tracking the marker’s position, 

reduce the need for manual inspection, and allow the team to learn migration patterns of existing 

markers. This would also be beneficial when testing their new marker to ensure that it works as 

intended. Additionally, machine learning models could be adjusted to account for variations in 

imaging quality across different demographic groups, which may be influenced by factors like 

tissue density, among others (Smilg, 2018). By intentionally using data from a diverse group of 

people or creating separate models which specialize in certain demographic groups, it would 

ensure that the technology is equally effective across diverse patient groups. 

One of the key ways in which I could help the team avoid potential issues is by 

integrating the tool I just mentioned early on in the development process. With machine learning 

models, the team could quickly identify migration patterns or malfunctions in existing markers to 

refine their approach, as well as in their new marker during testing, allowing them to save time 

and money before potentially moving onto clinical trials. This also reduces the risk of human 

error, such as incorrectly identifying the marker’s location. On top of this, by using medical data 
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that includes a representative sample of patients from diverse racial and socioeconomic 

backgrounds, we could train algorithms that are not only accurate but also fair and unbiased, 

which may not always be the case with humans. 

If I were to be a part of this team, I would definitely learn a lot in the process. I would be 

exposed to the intersection of healthcare, clinical operations, and software development, which 

aligns closely with what my job after graduating will entail. I would obviously gain technical 

knowledge as well by working with machine learning algorithms and applying them to 

real-world medical images such as ultrasound, MRIs, and X-rays. This would also come with 

learning more about regulatory considerations and clinical processes, which is relevant to my 

STS project revolving around Neuralink. In all, working in a team with engineers from other 

disciplines would expose me to new subjects while also allowing me to refine my skills in my 

area of expertise, and together, it would enable us to create a practical, patient-centered product 

which keeps all patients in mind, not just the majority. 

STS Project 

Background 

​ As mentioned, for my STS project, I will be exploring the alignment of policy 

surrounding Neuralink/BCIs and societal values as a whole. To answer this question, I will first 

identify the stakeholders, examine their values, and analyze how these values intersect with the 

policy frameworks that govern BCIs. 

First, we have Neuralink and its owner, Elon Musk, the richest man in the world 

according to Forbes (Forbes, 2024). As a private company, Neuralink has lots of power over the 

direction of BCIs, allowing them to prioritize either therapeutic or enhancement applications. In 

the enhancement case, it could eventually take forms such as Link apps which enable gaming, 
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strengthened cognitive abilities, or sensory enrichment (Maynard & Scragg, 2019). Musk’s 

leadership style, marked by a willingness to push regulatory limits, raises important questions 

about how corporate values, such as profit and market expansion, might be enabled by lack of 

applicable policy. 

Next, we have patients and people with disabilities. In this area, BCIs hold the most 

promise for therapeutic uses. Neuralink’s current focus is on enabling people with quadriplegia 

to control computers using thoughts, with ambitions to restore vision, motor function, and speech 

(Neuralink, n.d.). These medical uses align with societal values around health equity and 

improving quality of life. However, if enhancement becomes appealing to a wealthier 

demographic or more profitable, therapeutic applications could lose priority. 

Wealthy individuals seeking enhancement represent another stakeholder group. BCIs 

used for enhancement could deepen inequalities by creating advantages for those who can afford 

them. As the Royal Society states, “If cognitive enhancement confers a long-term advantage to 

users who can afford it, this increases inequity within generations; if those users are then better 

able to afford enhancement for their children, disadvantage is multiplied across generations” 

(The Royal Society, 2019).  This raises critical questions about fairness, equity, and whether 

current policies adequately address these risks. 

Finally, policymakers and regulatory bodies are crucial stakeholders. Privacy laws like 

HIPAA in the U.S. and GDPR in the EU regulate neural data, while agencies like the FDA 

oversee BCI approval. However, these policies may not fully address the ethical challenges BCIs 

present, especially when it comes to enhancement. Some experts argue that the FDA may not be 

equipped to handle the subjective, value-laden assessments required for BCI regulation (Binkley 

et al., 2021). Also, privately held companies such as Neuralink are not obligated to provide 



5 

details about these regulatory interactions, leaving a lot of details out of view from the public 

(Dickey, 2023). With this in mind, it could be useful to explore whether current policies reflect 

societal concerns around privacy, equity, and health or leave critical issues unaddressed. 

Research Methods 

​ To address my research question, I will combine policy analysis and philosophy to 

explore both the practical and moral implications of BCI development at Neuralink. 

​ On the policy side, I will examine existing frameworks governing BCI production, use, 

and corporate power. This includes FDA medical device regulations and the EU’s GDPR, 

allowing me to identify risks and policy gaps using insights from the Journal of Law and the 

Biosciences, where they have begun to explore this topic (Rainey et al., 2020). I will assess 

whether these policies provide sufficient regulatory coverage to address the technological and 

social risks posed by BCIs. 

​ From the philosophical side, I am looking to explore the ethical questions surrounding 

two main areas: human enhancement and corporate power. To look into the ethics of human 

enhancement, I plan to read texts from key thinkers in this area such as Julian Savulescu or Allen 

Buchanan. I can also read articles which summarize and compare different perspectives on 

human enhancement, such as The Ethics of Human Enhancement written by Alberto Giubilini 

and Sagar Sanyal (Giubilini & Sanyal, 2015). To ensure a balanced perspective, I will 

incorporate viewpoints from scholars like M. A. Torres and L. Gebru, who critically examine the 

ethical implications of advanced AI and human enhancement. In their research, Torres and Gebru 

explore how motivations for creating such technologies may be influenced by historical and 

societal biases, including those rooted in discriminatory traditions, leading to potentially harmful 

outcomes for marginalized communities (Gebru & Torres, 2024). For corporate power, I will use 



6 

Zuboff’s The Age of Surveillance Capitalism, which discusses how technological companies 

accumulate power by monetizing human behavior, raising ethical concerns about concentrated 

control over neural data (Zuboff, 2019). 

​ Using these two approaches, policy and philosophy, I hope to provide a well-rounded 

examination of Neuralink’s influence over the future of BCIs. This analysis will not only identify 

existing gaps but could also guide suggestions on implementing ethical and equitable policies 

that better align with societal desires.. 

STS Frameworks 

​ Going hand in hand with my research methods, I will be leveraging two main STS 

frameworks in my writing: ethics/philosophy and policy/risk analysis. These frameworks provide 

a way to assess both the practical and social dimensions of Neuralink’s BCI development. 

​ As mentioned, the ethics and philosophy framework will allow me to analyze the moral 

implications of both human enhancement and corporate power. It focuses on whether the use of 

BCIs aligns with societal values and how it could affect fairness and equity. Also, by examining 

ethical concerns related to concentrated control over neural data, I can explore whether a single 

company like Neuralink can be trusted with such power. To address these questions, I plan to use 

care ethics as my primary philosophical framework. Care ethics emphasizes the importance of 

relational and contextual considerations in moral decision-making, focusing on how care and 

responsibility should guide societal choices (Sander-Staudt, n.d.). This perspective will be useful 

in analyzing how policies and practices related to neurotech and BCIs could prioritize the 

well-being and needs of individuals and communities. 

​ The policy and risk analysis framework will help me evaluate regulatory gaps and risks 

associated with BCIs. As discussed, I will analyze existing regulations and laws on medical 
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devices and data privacy to see if they adequately address both the technological risks and the 

societal implications of BCIs. This framework is also useful in identifying relationships between 

the different groups of stakeholders and exploring who might benefit from certain groups being 

able to interpret and manage these risks. As noted by Sheila Jasanoff, regulatory decisions often 

reveal conflicts between scientific, corporate, and political interests, highlighting the struggle to 

balance innovation with accountability (Jasanoff, 1987). This framework will help me address 

both the limits of regulations and opportunities to align policies with societal needs. 

Timeline 

In early December, I will focus on primary sources, including policy documents and 

Neurlink’s publications, and begin with initial analysis. During the break from mid-December to 

mid-January, I will focus on organizing what I have found so far, outlining key sections, and 

beginning to review secondary sources about ethics, corporate power, and values. Once back 

from break in January, I will continue this review and see if there are any gaps in my research 

that still need to be addressed. In early February, I will complete the first full draft of my 

research paper and use the rest of the semester for review, revisions, and any additional research 

that becomes necessary. 

Key Texts 

To guide my research on how policies surrounding brain-computer interfaces (BCIs) 

align with societal values, I have identified four main resources– some of which I have already 

briefly touched on. 

The first is The Age of Surveillance Capitalism by Shoshana Zuboff, which explores how 

technology companies profit from personal data, leading to new forms of corporate power that 

threaten individual privacy and autonomy (Zuboff, 2019). This text will help me analyze how 
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companies like Neuralink may exercise power over neural data, raising ethical concerns about 

privacy, autonomy, and corporate control. 

Another key text is Sheila Jasanoff’s Designs on Nature: Science and Democracy in 

Europe and the United States. Jasanoff argues that science and technology are shaped by social 

values and that policies reflect societal priorities (Jasanoff, 2005). This book will provide insight 

into how regulatory frameworks are developed, helping me assess whether current policies on 

BCIs align with societal values like privacy and health equity, or if gaps and risks remain. 

​ Two more sources which will be considered key texts for my research are two primary 

sources: HIPAA and GDPR. HIPAA, the Health Insurance Portability and Accountability Act, is 

a U.S. law focused on protecting individuals’ medical privacy and security (HIPAA 

Administrative Simplification, 2013). GDPR is the General Data Protection Regulation, and it is 

a European Union regulation offering broader protections by giving individuals control over their 

personal data and setting strict guidelines for companies handling their data (General Data 

Protection Regulation, n.d.). Since Neuralink’s technology collects highly sensitive neural data, 

these regulations will be helpful in determining whether current policies adequately protect 

privacy and autonomy or if additional safeguards are needed. 

​ Finally, I will use Neuralink’s website, which features blogs and press releases, to 

understand the company’s priorities and vision. While Neuralink emphasizes therapeutic goals, 

such as restoring motor function and vision, they also reference cognitive enhancement, raising 

questions about future directions (Neuralink, n.d.). This analysis will help me evaluate how the 

company frames its technology and whether this aligns with societal concerns around privacy, 

equity, and human enhancement. 
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