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Abstract 

For the average electricity consumer, electricity is viewed as an invisible commodity. The 

consumer is not aware of their energy usage or how fast the dollars are adding up until the 

electricity bill arrives a month later. In the traditional utility environment, there are no 

mechanisms in place to alter the consumers’ consumption patterns. However, with the adoption 

of the smart grid, consumers are given the means to track and adjust their energy usage to achieve 

demand response.  

Demand response has been used frequently within the commercial and industrial sectors and 

given the emerging smart grid paradigm, it is now being expanded into the residential sector. As 

such, it not only promotes cost savings for the consumer, but also reduces the need for utility 

company generation capacity to supply peak time energy usage. Within this dissertation, the 

residential sector is investigated to identify gaps that need to be addressed to achieve demand 

response. As an integral component to help the consumer achieve demand response, a set of 

models are developed to predict the interior conditions within a building and provide information 

to the consumer identifying which loads impact the interior conditions to assist in planning of 

energy consumption. In particular, a set of predictive thermal response models can be embedded 

in an intelligent system framework which can then proffer decisions that lead to economic and 

environmental advantages to the consumer.  

Our methodology is based on developing Autoregressive Integrated Moving Average (ARIMA) 

time series thermal response models from past observational data collected from a residence (i.e., 

smart home). A year of collected data is used for model development and analysis. Due to the 

nature of the time series and the objective of this analysis, 70% of the observations are used to 

train the models; the remaining 30% is used to test the models for forecasting accuracy.  
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The research shows that the ARIMA time series method can be used to obtain short-term (e.g., up 

to 6 hours) thermal response forecasts to not only provide consumers with insight on their 

comfort levels but also assist in identifying the contributing loads (e.g., heating, ventilation, and 

air-conditioning (HVAC), water heater) that consume energy and influence interior conditions. 

The advantage of this research is the ability to forecast interior conditions and identify 

contributing loads based on activity recognition conducted in the residence during varying outside 

temperature and time of day conditions. Validation of the forecasting models has been carried out 

by comparing the models’ output with the actual data collected from the interior temperature 

conditions. 
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I. Introduction 

A. Motivation 

The demand for energy is steadily rising; by the year 2030, a 44% increase in global demand for 

energy is expected [1,2].  In an effort to meet the energy demands, utility companies and 

consumers (end users) are partnering and investigating renewable energy sources.  Sianaki et al 

states that as the dependence on resources to meet the energy demand shifts from non-renewable 

to renewable sources, the cost of upgrading the conventional electric power system, pricing and 

service networks is impractical.  This is due, in large part, to the fact that these systems have an 

inadequate central capacity plan to meet the growing demand and energy shift [2].  

With the heightened need to meet energy demands, the capabilities and benefits of the Smart Grid 

and demand response are becoming a significant research and development field of study.  The 

Smart Grid purports to increase the connectivity, automation and coordination between suppliers, 

utilities and consumers. In essence, the Smart Grid encompasses a life cycle of processes from 

energy generation through transmission and distribution, through to consumption.  The main 

objectives of the Smart Grid as highlighted in [3,4,5] are focused on: 1) implementing the 

integration of Information and Communication Technologies (ICT) into the conventional 

electricity grid, 2) enabling two-way transmission of information and electricity between the 

respective parties, 3) being able to heal itself (i.e., self-healing), 4) resisting physical and cyber 

attacks, 5) establishing and employing efficient methods of energy generation and energy storage 

and 6) providing efficient energy management processes and protocols for commercial, industrial 

and residential consumers.   

One of the goals of the Smart Grid is to influence the demand response of the end user. Demand 

response can be defined as the reduction of peak demand in which end users can modify their 

electricity consumption patterns in response to dynamic pricing or request for demand reductions 
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signals provided by the utility. In essence, demand response provides the opportunity for a cost 

effective alternative to adding generation facilities to accommodate peak time energy usage. 

In the demand response system infrastructure, two parties (i.e., the utility and consumer) are both 

allowed and encouraged to collaborate. The utility sends signals to the consumer to encourage a 

reduction in demand by a certain amount or to notify the consumer of dynamic pricing.  The 

consumer, upon receiving the signal decides on the appropriate response to reduce demand and 

maximize savings while maintaining an acceptable level of comfort and convenience. Figure I-1 

illustrates the interaction between the utility and the consumer.  

 

Figure I-1: Signal transmission between the Utility and the Consumer 

The challenge with this scheme is that the consumer is now responsible for finding the potential 

loads that can be shut down or re-scheduled in an effort to reduce peak electricity demand and 

obtain significant savings [6]. Approaches have been proposed in literature to achieve demand 

response at different levels of the Smart Grid but few approaches have been developed that focus 

on achieving demand response on a continuous basis for the residential consumer.  In a residential 

setting, automating the management of energy usage will obviate the need for consumers to make 

decisions regarding load management. Studies have shown that consumers have neither the time 
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nor the knowledge to make reasonable decisions regarding price variation or demand for 

reduction signals to be used to their advantage [7].  

Intelligent demand response models and schemes have been studied in the literature to facilitate 

automated demand-side management of energy usage. Several different approaches focus on 

developing a decision-based module to make energy reduction decisions on behalf of the 

consumer. Sianaki et al. suggested an intelligent decision-making support system at the 

residential level working on behalf of the consumers by learning the consumer’s preferences, 

based on their consumption profile, to achieve efficient utilization of energy [2]. Dam et al. 

suggested automated demand response from the consumer side, however, the primary target of 

their work was large industrial sized consumers [6]. Iwayemi et al. developed an automated 

residential energy management and scheduling platform to minimize peak demand without 

sacrificing comfort levels of the consumer [7].  

Balancing energy reduction requests to achieve demand response while maintaining thermal 

comfort levels for the consumer is still an area of exploration. For the residential consumer, 

current models and schemes are insufficient to support demand response and present day schemes 

and models are focused more on the utility than the consumer [12]. Studies have shown that many 

of the demand response programs that are designed to reduce energy consumption are 

inconvenient for the consumer (i.e., wait times for re-scheduling, etc.) [7].  

The most commonly known programs/scenarios that are available for consumers to reduce energy 

consumption are Direct Load Control (DLC)/Load Shut Down scenario and Price-Based Control 

(PBC)/Load Reduction scenario.  In the DLC program, the utility sends a load shut down signal 

to the consumer, requesting certain loads to be shut down; this is mainly sizeable loads (i.e., 

HVAC). Depending on the participation agreement of the demand response program, the 

consumer can accept or decline the request [6].  In the PBC program, the consumer will choose 
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which appliance/load settings to change by a certain amount [9]. The load reduction scenario is 

more complicated since the consumer is now responsible for finding the loads to shut down or 

reduce by a certain amount [6]. Therefore, an automated agent/model that can be used as part of 

an intelligent demand response framework is needed to provide the residential consumer 

predictions on interior thermal response conditions based on the influence of contributing loads 

(i.e., heating, ventilation, and air-conditioning (HVAC), exterior temperature, etc.) to enable 

intelligent decision making in achieving demand response.   

The investigation of thermal response has primarily been explored by using a thermal network 

design model [10], [11], [12]. However, with the deterioration of the building structure over time, 

the modeled system diverges from the real system operation. In addition, the predictive thermal 

response resistor-capacitor network (i.e., RC network) model of a building structure is difficult 

and quite costly to build. The set of ETHER models developed in this study alleviates the 

limitation of divergence by having the capability to automatically and continually update based 

on the building’s operational behavior. That is, ETHER models are solely dependent upon the 

operational performance (i.e., extraction of observations from a building in operation) versus the 

structural framework and orientation of the building. This capability enhances the accuracy of 

prediction and the ability to maintain thermal comfort levels. 

B. Why Residential? 

In today’s building industry, designers, developers and owners are searching for ways to 

minimize operating costs, energy usage and environmental impacts of buildings. With a push to 

optimize and conserve resources, residential buildings are amongst the sectors (e.g., commercial 

and industrial) that are under investigation. The United States household electricity report states 

that residential consumption of electricity has grown dramatically over the past several decades, 

while the usage of natural gas and fuel oil has declined [14]. Based on data published by the 

Energy Information Administration (EIA), it was found that the electricity consumption in 107 
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million U.S. residences in 2001 totaled 1,140 billion kWh, where the most significant uses within 

the residences included heating, ventilation and air conditioning (i.e., space heating and space 

cooling) and refrigerators [14]. It has been observed that hot summers and cold winters in 

addition to humidity impact the amount of energy consumption within a residence. 

The service demands of occupants for residential buildings include lighting, water heating, 

heating, ventilation, and air conditioning for the winter and summer, refrigerators, electronic 

equipment (i.e., computers, televisions, etc.), laundry appliances (i.e., washer and dryer) and 

cooking appliances (i.e., range, stove, microwave, etc.), which all require significant energy 

usage. In 2001 as reported in [14],  

 Lighting accounted for 101 billion kWh, which was 8.8 percent of the electricity 

consumed by U.S. residences 

 Electric water heating accounted for over 100 billion kWh, which was 9 percent of 

the electricity consumed by U.S. residences 

 Heating, ventilation and air conditioning (HVAC) accounted for 356 billion kWh, 

which was 31 percent of the electricity consumed by U.S. residences  

 Electric space heating (i.e., portable electric space heaters) accounted for 116 billion 

kWh, which was 10 percent of the electricity consumed by U.S. residences 

 Refrigerators accounted for 156 billion kWh of U.S. residences’ electricity use 

 Electronic equipment accounted for 82 billion kWh of U.S. residences’ electricity use 

 Laundry appliances – combined washer and dryer usage, accounted for 

approximately 76 billion kWh, which was 6.7 percent of the electricity consumed by 

U.S. residences 

 Cooking appliances accounted for less than 4 percent of the electricity consumed by 

U.S. residences. 
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The number of U.S. residences has increased significantly over time due to the growth in 

population and economic activity; from 1980 to 2005, there was nearly a 40 percent increase.  

Figure I-2 shows the growth in U.S. residences from 1980 to 2005. There was a direct 

relationship between the growth in population and the growth in the number of residences. 

 

Figure I-2: Growth in U.S. Residences from 1980 to 2005 [15] 

In addition to the increase of residences due to the population growth, the energy usage also 

increased in the residential sector. The growth in peak demand was due to bigger residences and 

additional loads such as more electronics (i.e., bigger televisions and computers) that exceeded 

the transmission growth rate by approximately 25 percent each year [16].  In Figure I-3, the pie 

chart illustrates the percentage of energy usage within the total residential sector for 2005. As 

observed, there is a significant increase in the percentage of the electricity consumed by U.S. 

residences compared with the reported data for 2001. However, in 2001 and 2005, space heating 

and space cooling is the largest usage in the residence. 
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Figure I-3: Total Percentage of Residential Energy Consumed in 2005 [15] 

In recent years, there has been a decrease in the growth of the residences due to the U.S. 

economic activity. Despite the recent decline, the residential sector has still driven an increase in 

electricity consumption. As a direct result of the increase in electricity consumption, energy costs 

and electricity bills also increase. In an effort to achieve energy efficient trends and maximize 

cost savings in residential buildings, designers, developers and owners are now investing in 

ENERGY STAR appliances, energy efficient lighting and investigating energy efficiency 

programs. It was reported in [16] that if every U.S. residence replaced one incandescent light bulb 

with a fluorescent light bulb that the country would benefit by conserving enough energy to light 

3 million residences and save approximately $600 million annually. 

Along with the energy efficient techniques that are being investigated, demand response 

programs are also being sought to provide a platform of automation to act on behalf of the 

consumer and achieve cost savings. Demand response programs are voluntary schemes that are 

offered by the utility to their customers to curtail energy consumption during peak demand 

periods of time. These programs have been more frequently used within the commercial and 
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industrial sectors as opposed to the residential sector; this is primarily due to the fact that 

residential consumers are usually charged a flat or two-tiered (i.e., peak and off peak) electricity 

rates [7]. However, with the evolution of the Smart Grid, demand response can now be expanded 

into residential sectors on a larger scale [7]. 

The focus of this research is on the management of residential energy consumption. The Smart 

Grid allows the utility to send alerts to the consumer when the prices have or will increase 

(usually during the peak hours of the day), when there is a shortage of electricity or when there 

needs to be a decrease in consumption.  Through the use of enabling technology such as the smart 

meter, it prompts users to turn off certain non-critical equipment (e.g. air conditioning unit) in 

their homes in order to minimize energy usage. This new system demands a framework in which 

people, systems and solutions are dynamic and flexible in responding to technological advances, 

consumer needs, prices, standards, policies and other requirements [17]. 

C. Problem Statement 

The typical electric bill is delivered to consumers’ days after the consumption actually occurs and 

consumers usually wonder, “Why is my electricity bill so expensive?”  Consumers are literally 

given no visibility into the type of decisions they should make regarding energy consumption. 

However, the Smart Grid provides a platform to encourage consumer participation in controlling 

their energy consumption based on notifications of price variations of energy rates and energy 

reduction requests from utility providers. 

As part of the smart grid paradigm, there are still technical obstacles to overcome to make the 

consumers’ decision making and the smart grid’s event response more feasible for management 

and control purposes. Automating consumer demand response to support the smart grid paradigm 

requires insight to enable intelligent decisions that consider information provided by utilities (i.e., 

price variation or demand reduction requests) along with consumer needs. Therefore, the central 
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problem we address in this research is the development of a methodology and a set of forecasting 

ETHER models to achieve demand response in the residential sector while also satisfying 

consumer needs. The automated methodology should provide a basic framework of situational 

awareness of the thermal response based on past performance data and add intelligence to reduce 

dependence on the intervention of the consumer. The methodology should also allow for the 

capability of predicting the interior conditions over a short duration of time (i.e., up to 6 hours) in 

order to manage energy consumption.  

An additional challenge to be addressed focuses on the number of sensors/variables used for 

model development.  The data used within this research is collected with sensors located within 

the inside and outside perimeters of a residence. A large number of sensors results in a large 

amount of data to be processed for model development which becomes time consuming and 

computationally extensive. As a result of the magnitude of data and the numerous controllable 

and uncontrollable variables in the system, it is uncertain how best to use this data to develop an 

accurate model to represent and predict the conditions within the space.  If this challenge is 

ignored 1) over-monitoring due to an abundance of sensors will continue, 2) energy usage will 

continue to increase from lack of insight and 3) demand response may not be achieved. The 

methodology should reduce the number of sensors used for model development and provide 

insight into the exact appliances that impact the interior temperature.  

The automation process of this methodology should bridge the existing gap between the most 

commonly known programs/scenarios that are available for consumers to reduce energy 

consumption: Direct Load Control (DLC) and Price-Based Control (PBC), and provide a sound 

decision making tool for reduction.  In the DLC program, the utility has the ability to switch off 

and control appliances at times of peak demand.  In the PBC program, consumers receive 

advanced notice of varying prices so that they can choose which appliance settings to change [9]. 
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Our methodology should serve as a catalyst to reduce the dependence on the utility’s interference 

and consumer’s decision making to modify their energy consumption.   

This body of work focuses on the achievement of residential demand response through the 

predictive evaluation of thermal response (ETHER) models. The ETHER models are constructed 

to serve as automated agents to provide additional insight to an intelligent demand response 

framework to enhance the consumer’s decision making in an effort to achieve demand response. 

The set of ETHER models will focus exclusively on understanding past data for controllable and 

uncontrollable input variables that influence interior conditions. Automating the model 

development and forecasting process will lessen the need for human intervention, reduce energy 

consumption of appliances during demand periods, and maintain occupant comfort levels.   

There are four main goals to be achieved in this research: 

 Goal 1: Model Development Methodology and Approach - Develop a set of 

multivariate time series Autoregressive Integrated Moving Average (ARIMA) ETHER 

models based on the collected data from the residence. The parameterization of the 

predictive ETHER models will be based upon both controlled (i.e., HVAC activity) and 

exogenous variables (i.e., exterior temperature).  The ETHER models will be used to 

predict the response of the space up to 6 hours in the advance in order to reduce energy 

consumption based on pricing and/or energy minimization signals. With this forecasting 

mechanism, reducing energy consumption should prove to be beneficial to the consumer.  

 Goal 2: Variable Reduction Procedure - Design a test procedure that will check for 

highly correlated variables to reduce the excessive use of sensors within the building 

structure. The reduction of the number of variables can lessen the computation time for 

model development as well as reduce the occurrence of over-monitoring by decreasing 

the amount of data collected. This goal will prove to be beneficial if some sensors can be 
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eliminated from all models. For further analysis, an investigation of the top five variables 

that impact the interior conditions out of the current number of variables (i.e., 31 

independent variables) will also be explored. 

 Goal 3: Automation of Model Development - Automate the modeling process to 

produce self-constructing and self-parameterizing models to predict interior conditions 

within the building structure. Given a significant amount of data, ETHER models can be 

generated using the multivariate time series analysis and parameter values can be 

continuously refined with each forecast as actual observational data becomes available. 

Within the refinement process, the modeling structure and statistically significant 

independent variables (inputs/predictors) will be updated based on their influence of the 

dependent variable series (i.e., interior temperature). 

 Goal 4: Identification of Contributing Loads – Identify the contributing loads of the 

modeled system so that appropriate modifications can be made to achieve the optimal 

settings for the controlled independent variables. Each ETHER model will be made up of 

both controllable and uncontrollable loads that greatly influence the interior temperature 

conditions. Each modeled system can be investigated by running several experiments 

based on different conditions (i.e., time of day, environmental conditions, seasonal 

influence, etc.) to predict interior conditions within the residence to test the optimal 

setting for the controlled independent variables.  

To validate the adaptability and practicality of our applied methods, we tested our methodology 

on additional datasets from the baseline residence to include a public service building and a 

faculty residence building, both located on the campus grounds of the University of Virginia. 

Throughout the dissertation, case studies have been designed to evaluate the performance of our 

methodology comparing the developed ETHER models’ output with the actual data collected for 

the interior temperature conditions. 
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D. Hypothesis 

In hypothesis testing experiments, the researcher creates a scenario which involves one or more 

factors of interest (e.g., dependent variables) that can be observed systematically under varying 

conditions. The factors of interest are then thought to be impacted or influenced by factors that 

cause change (e.g., independent variables). The underlying premise behind hypothesis testing is 

to discover limiting conditions and refine understanding of the domain of interest [18]. 

The hypothesis in this research focuses on using data collected from a specially instrumented 

residence to develop a set of forecasting ETHER models to identify relationships or patterns of 

usage between independent variables that impact the interior conditions. Based on outside 

temperature and time of day conditions, each developed ETHER model will be able to predict 

interior conditions over a short duration of time (i.e., up to 6 hours in advance) to provide insight 

and information to the consumer on how to plan for energy consumption. This type of experiment 

will provide justification and proof that the proposed approach is valid and establishes a degree of 

credibility of its applicability to assist in achieving demand response for the residential consumer 

[19]. 

E. Research Method 

Time series analysis is a promising research method to model the operational behavior and 

interior thermal response conditions of a residence in an effort to maintain thermal comfort and 

identify loads for reduction in response to utility signals (i.e., reduction in demand or dynamic 

pricing). The work described here applies a forecasting time series Autoregressive Integrated 

Moving Average (ARIMA) method to residential data to predict the interior thermal response 

conditions and identify the contributing loads for energy reduction.  

The overall sequence of the ARIMA methodology used for the prediction of the interior thermal 

response conditions is organized into the following steps: 1) identify a hypothesis to be tested in 
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order to develop a model, 2) develop a model using observed data, 3) estimate model parameters, 

4) check validation of the hypothesis and 5) forecast using the developed model [16]. If the 

hypothesis is found to be untrue, the model should be refined. Using the ARIMA method, 

predictions can be categorized into three categories (i.e., short term (minutes to weeks), medium 

term (a month up to several years), and long term (a year up to twenty years)) [17]. For purposes 

of the work presented in this dissertation, the methodology requires reasonable predictions of 

interior thermal response conditions over a short term forecast horizon (i.e., up to 6 hours) to 

support the development and assessment of control strategies in response to utility signals.   

A set of eight Evaluation of Thermal Response (ETHER) forecasting models have been 

constructed based on outside temperature and time of day conditions to predict interior conditions 

up to 6 hours in advance. The ETHER models were built using historical data collected over a 

period of three years from an occupied smart home built by the School of Architecture and the 

School of Engineering students at the University of Virginia. 

F. Residential Project  

The data used in this research was collected from the ecoMOD 1 (smart home) located in 

Charlottesville, VA [22]. The ecoMOD 1 project is the first of four prototype houses that were 

built by students from the School of Architecture and the School of Engineering under the 

supervision of Professor Paxton Marshall and John Quale, ecoMOD Project Director.  

The ecoMOD 1 home consists of two floors and a basement which includes 3 bedrooms, 2 

bathrooms with a combination living/dining and kitchen area.  The finished area of the home 

(excluding the basement) is approximately 1,244 square feet.  The housing project was designed 

to achieve energy efficient protocols in affordable residential housing.  Some of the features that 

attribute to the energy efficient design are high R-value wall construction (i.e., structurally 
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insulated panel system (SIPS), energy efficient or energy saving technologies and appliances (i.e., 

Energy Star appliances) and particular window placement to take advantage of solar loading [23].  

Sensors were strategically distributed throughout the home to gather observational data of the 

building’s performance. The sensors used were prefabricated and prepackaged to communicate 

their measurements to the National Instrument’s FieldPoint system. The sensors are viewed as the 

lower level interface that has the ability to monitor and capture changes in the environment [24]. 

The collected observational data includes water flow rates, power consumption, humidity, carbon 

dioxide measurements; interior, solar hot water and exterior temperatures, which are housed in an 

Energy Monitoring System database on a FTP server [22].  

G. Theoretical Overview 

Figure I-4 shows an illustrative view for understanding the interaction and process flow between 

the utility, the consumer and the forecasting ETHER models. Pricing and demand reduction 

signals are sent from the utility to the consumer. Consumers who participate in demand response 

programs either shift their loads to off-peak hours or reduce their loads during peak hours. In turn, 

the utility provides a financial incentive to consumers to alter their consumption pattern so that 

they can meet their generating capacity demands [24].  
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Figure I-4: Process flow between the Utility, Consumer and ETHER models 

The demand response interface between the utility and consumer in most cases is still semi-

automated, meaning that there is human intervention in deciding which loads to modify based on 

the signal. Ultimately, the goal is to fully automate the interaction between the utility and the 

consumer, where a fully automated demand response system involves no human intervention (see 

Figure I-5). With utilization of smart meters, the Smart Grid uses two-way communication 

between the consumer and the utility in order to manage and monitor the cost, delivery and 

demand of energy usage. Upon the smart meter receiving the receipt of the external signal, 

information (i.e., load profiles, consumer’s preferences, time of day, exterior conditions, etc.) is 

supplied to the forecasting ETHER models to predict the building’s thermal response. The 

ETHER models will serve as automated agents to assist in reducing energy consumption of non-

critical equipment.  
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Figure I-5: Fully automated demand response with predictive model 

Our goal is to concentrate on the automation of the predictive ETHER model process, where local 

input sensors collect data (i.e., power profiles, temperature, etc.) to be used to create a model for 

forecasting interior conditions up to 6 hours in advance. In an automated demand response 

framework, decisions would be made automatically based on consumer preferences and other 

factors concerning the shutdown of certain loads. The ETHER models and methodology should 

reduce the dependence on the utility’s interference, obviate the continuous human intervention 

and enhance decision-making opportunities to achieve demand response in the future based on 

dynamic pricing and demand reduction signals.  

H. Data Overview 

Over three year’s worth of data (i.e. interior temperature, exterior temperature, power 

consumption (lighting, water heater, cooking appliances), humidity, CO2, water flow rates and 

solar hot water temperature, etc.) was collected from the residence; however, only one year’s 
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worth of data is being used due to the excessive number of missing values or values outside of the 

protocol range for the specified sensors.  The data used were sampled on a minute-to-minute basis 

to primarily observe the cycling activity of certain load appliances (e.g., HVAC).   

There are a total of 45 parameters used to build the multivariate time series ETHER models, 

where 31 of the parameters will be used as independent variables. The response or dependent 

variable used in the model is the interior temperature. The interior temperature variable is a 

composite function of the thirteen interior sensors due to high correlation amongst the sensors. 

An additional interior temperature sensor is highly impacted by solar loading conditions and is 

excluded from the data analysis process due to its discrepancies in interior temperature readings. 

The composite interior temperature variable provides insight into the interior conditions within 

the residence. The inputs or independent variables used in the model are exterior temperature, 

power consumption (i.e., HVAC, water heater, etc.) humidity, CO2, water flow rates and solar hot 

water temperature. In this dissertation, initially, humidity will be used as an independent variable 

to obtain performance results and with further investigation; it will be used as a dependent 

variable along with the interior temperature to observe the prediction accuracy of the interior 

condition.  

I. Significance of Study 

The significance of this study is to increase decision making opportunities within an intelligent 

framework and achieve accurate predictions of thermal comfort levels. This study adds to the 

functionality of the previously related work in the area of intelligent demand response models by 

predicting the interior thermal response conditions in response to a demand response scenario 

being considered. This information will better enhance the autonomous decision-making on 

behalf of the consumer to align with their comfort preferences as well as identify the contributing 

loads that influence the interior conditions to be modified for optimization and control purposes. 

Therefore, the current work adds intelligence to facilitate residential demand-side management of 
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energy usage in order to achieve demand response and assist in maintaining thermal comfort 

levels. 

J. Dissertation Structure 

Chapter I provides a brief overview to identify the motivation for this study and the specific 

problem to be addressed by developing the set of multivariate ARIMA time series ETHER 

models. In this chapter, the targeted goals are identified to set the stage for execution of our 

research methodology and evaluation approaches and techniques that will be applied to additional 

datasets for validation of its significance and originality to maintain accurate model predictions.  

Chapter II is the background chapter and provides the foundational research context and related 

work that is imperative to the understanding of our work. The background has been divided into 

six major areas (sections) that provide a basis of relevance to this field of study.  The first section 

provides a brief summary of the evolution of the grid, which discusses the progression from the 

conventional electricity grid to the notion of a smarter grid to achieve interoperability and 

enhance communication opportunities amongst all the connected parties. The second section 

details the current demand response models that have been proposed in literature. The 

applicability and practicality of each model is detailed while identifying the gaps and areas of 

improvement. The third section specifically targets the intelligent demand response frameworks 

that are designed to act autonomously on behalf of the consumer. A brief discussion is provided 

to explain how our ETHER models can enhance its functionality for achievement of residential 

demand response. The fourth section highlights the demand response programs and scenarios that 

are currently being implemented as pilot programs to varying customer sets. Based on the 

scenario that is selected by the consumer to align with his/her preferences, electric appliances and 

devices are modified to achieve a reduction in energy consumption. The fifth section discusses 

the thermal network design which is the typical method that is used to predict thermal response 
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conditions of a building space. The sixth section provides an overview of how observational data 

has been applied in various disciplines to achieve acceptable results for model development. 

Chapter III introduces the Intelligent Demand Energy Adaptive System (IDEAS) framework, 

which is needed to facilitate automated residential demand-side management of energy usage. 

The basic idea behind this framework is to bridge together all the demand response models that 

have currently been proposed or introduced in literature to achieve demand response for the end-

user. This framework includes scenario models, financial impact models, ETHER models, etc. to 

work collectively together to serve as an intelligent agent for the consumer. 

Chapter IV focuses on the individual data sources collected from our baseline residential project. 

There are a total of forty five sensors located on the inside and outside of the residence. This 

information provides insight into the conditions and behavioral activity of various devices and 

appliances within the home which are important to understanding their impact on the interior 

temperature of the residence. 

Chapter V highlights the approaches that were designed to achieve an accurate calculation and 

prediction of the interior temperature of the residence. There are a total of fourteen temperature 

sensors strategically placed throughout the residence. In this chapter, four approaches were 

investigated. The first approach combined all fourteen temperature sensors. The second approach 

eliminated the uncorrelated variable and averaged the remaining thirteen temperature sensors. 

The third approach evolved from the second approach by averaging the remaining thirteen 

temperature sensors; however, instead of eliminating the uncorrelated variable, the uncorrelated 

variable was used as an independent variable. The fourth approach focused on the prediction of 

the interior temperature by using the interior humidity as a dependent variable rather than an 

independent variable. 
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Chapter VI provides the research methodology used to develop the ETHER models. The general 

premise behind this methodology is to use an ARIMA progress to develop the outside 

temperature and time of day conditional models based on the observational data collected from 

the residence. The time of day refers to daytime and nighttime (i.e., Day (6:00 AM – 7:59 PM) 

and Night (8:00 PM – 5:59 AM)). The outside temperature conditions are based on exterior 

temperature ranges (i.e., Hot (85
o
F +), Warm (70

o
F – 84

o
F), Cool (54

o
F – 69

o
F) and Cold (0

o
F – 

53
o
F)). This method is used to characterize behavior within the residence during these specified 

conditions to take advantage of identifying the various impacts to the interior temperature. 

Chapter VII details the goodness of fit measures used to validate the developed models and serves 

as evaluation measures for the prediction accuracy. The validation of the models is conducted by 

comparing the models’ output to the actual data collected from the residence.  For purposes of our 

research, we desire to maintain the prediction accuracy with 1 degree F of measurements.  

Chapter VIII highlights the evaluation approaches that were investigated to increase the model 

prediction accuracy based on the number of variables and magnitude of data used within this 

study. Case studies are provided to compare each evaluation approach and as a process of 

elimination, determine which approach will be used for further analysis and model development 

purposes.  

Chapter IX provides a basis of validation for our methodology and forecasting ETHER models 

using two additional datasets collected from different buildings. The buildings vary in size, 

structural materials and year of development; however, the observational data is used to provide 

insight into activity within each space. The same process and procedures that were conducted on 

our baseline dataset is enforced on the additional datasets. Figure I-6 shows a conceptual 

illustration of the process that was rendered to frame the methodology and approaches that were 
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used to develop the ETHER models and validate the methods to achieve acceptable results for 

prediction accuracy of the interior temperature within the building spaces. 

 

Figure I-6: ETHER Development Roadmap 

Chapter X provides the conclusions of the work conducted and achieved within this dissertation. 

The contributions of our work are restated based on the initial set of goals that were put in place 

at the beginning of our research.  Potential ideas of future work are also provided for expansion of 

this body of work. Two manuscripts have been submitted for journal publications and are 

currently under review. 

 

•Aggregate Approach (Combine 

all Interior Temp Sensors)

•No Solar Loading  Approach 

(Remove Solar Loading Variable)

• Solar Loading  Approach -

(Use Solar Loading Variable as 

an Independent Variable

• Interior Humidity Approach –

(Use Interior Humidity as a 

Dependent Variable)

Variable Dependence –
Identification of the Dependent Series

• Daylight Savings  (8 models)

• Fall to Spring Equinox / Spring to 

Fall Equinox (16 models)

• Seasons (32 models)

• Entire Month  w/ OTTD ( 78 models)

• Entire Month w/o OTTD (12 models)

ARIMA Research Methodologies & Techniques –
Using the Outside Temperature & Time of Day (OTTD)

• SPSS Approach

• Reduced Variable Approach

• Select (Reduced) Variable 

Approach

• Top 5 Approach

Evaluation Approaches –
Accuracy / Magnitude of Data Tradeoff
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II. Research Context & Related Work 

This chapter discusses the gaps within prior research and identifies the methodologies that are 

related to the work presented in this dissertation. Previous literature has been reviewed within this 

subject matter to provide a foundational basis for further discussion of the problem that needs to 

be addressed. The main problem addressed by this body of work is the development of a 

methodology and a set of forecasting Evaluation of Thermal Response (ETHER) models to 

achieve demand response in a residential setting while also satisfying consumer needs. 

Methodologies and approaches that span over a range of disciplines have proven to be essential to 

understanding the existing gaps and areas for improvement within the demand response area of 

efficient energy consumption.  

The context of the research is discussed by starting with the existing state of the electricity power 

grid to the evolution of the advanced technologies and techniques that encompass the concept of 

the Smart Grid. Primarily, the focus is centered on the benefits of advanced metering 

infrastructure and the capabilities that are afforded by its implementation. In addition, the 

previous work conducted in this area is highlighted to span across demand response models, 

demand response scenarios, thermal response models, observational data applicability and 

intelligent demand response models and schemes that are used to achieve energy reduction.  

A. Evolution of the Grid 

Traditionally, the utility environment only provides unidirectional power and information flow 

from the power plants to the demand-side and from the demand-side to the utility, respectively. 

As a result, there is no mechanism in place to alter the consumers’ consumption patterns due to 

this one-way pipeline of information. Figure II-1 shows the traditional unidirectional flow of 

information.  
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Figure II-1: Unidirectional Flow in the Traditional Utility Environment [26] 

Adoption of the Smart Grid will, however, enhance every facet of electricity delivery to include 

generation, transmission, distribution and consumption. The Smart Grid encompasses the 

advanced technology (i.e., advanced metering infrastructure) to improve demand-side 

management, energy efficiency, and a self-healing electrical power grid [26]. The Smart Grid is 

an electricity network that is combined with Information and Communication Technologies (ICT) 

and techniques to deliver sustainable, economic and environmental-friendly resources to the end 

user [6]. The benefits of the advanced metering infrastructure include the establishment of 

bidirectional communication and interaction between all participating parties and seeking out 

available distributed resources to be used as energy providing products. The Smart Grid will aid 

in the integration of alternative sources of energy to be used and enable the utilities to make more 

efficient use of their existing assets. Figure II-2 schematically shows the bidirectional flow of 

information through utilization of the Smart Grid. 
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Figure II-2: Bi-directional Flow enabled by Smart Grid Technologies [26] 

Most importantly, the Smart Grid allows us to integrate, interface with and intelligently control 

our resources on the consumption level. Research has been initiated in studying the emerging use 

of thermal storage for peak shifting, the anticipated growth and cost reduction of using renewable 

sources for generation at the residential levels, and the availability of bi-directional secure 

communications network which are anticipated to significantly alter the nature of future power 

system operations, as well as consumer behavior [8]. Enabled by the Smart Grid technology, 

consumers will have the opportunity to manage their energy consumptions during peak periods, 

resulting in reduced energy costs. 

With the emerging smart grid environment, demand response is viewed as a critical capability to 

aid in shaping the electricity industry. Demand response is defined as a capability that allows for 

voluntary reduction of energy during peak periods of the day. The benefits of demand response 

are the achievements of system stability and reliability when the electric power grid is overly 

taxed. Various demand response pilot programs have been initiated throughout the U.S. to engage 

consumers in participating to reduce energy consumption and provide situational awareness to the 

utilities as well [28], [24].  The average consumer is not concerned with the amount of electricity 

that is being used until the electricity bill finally arrives. Being able to account for and have 
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knowledge into the varying electricity costs can help consumers be mindful of how to best 

optimize usage of appliances and devices within each household.  

In our research, the utility signals that are sent to consumers in an effort to achieve demand 

response are request for reduction signals and price signals.  The request for reduction signal is a 

determinant of usage that is sent when there is a detection of instability within the power system. 

The real time electricity price signals are also provided to consumers through Smart Grid 

technology. Based on certain demand response programs, consumers are able to receive 

notification of a price increase several minutes prior to the corresponding hour to adjust 

consumption usage accordingly. The price signal is an effective deterrent for wasteful 

consumption especially when the prices are significantly higher. Both signals are informative 

indicators to the consumers thereby allowing the consumers to change their consumption 

behaviors; however, the average consumer does not have the time to respond to every signal nor 

do they want the inconvenience of searching for appliances to render inoperable.  

Therefore, automating consumer demand response to support the smart grid paradigm alleviates 

the dependence on the consumer and enables intelligent decisions to be enforced that consider 

information provided by utilities (i.e., price variation or demand reduction requests) to benefit the 

consumer and their thermal comfort needs. The air-conditioning unit (i.e., HVAC system) is the 

most sizeable load in a residence. Typically, during peak demand periods, utilities will want to 

reduce usage of the HVAC system to minimize energy consumption.  This, in turn, may impact 

the consumers’ comfort levels. Maintaining thermal comfort levels while aiding in the 

achievement of demand response is the centralized focus of the ETHER models. 

The work presented in this dissertation adds to the functionality of the previously related work in 

the area of intelligent demand response models by predicting the interior thermal response 

conditions in response to a demand response scenario being considered. This information will 
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better enhance the autonomous decision-making on behalf of the consumer to align with their 

comfort preferences as well as identify the contributing loads that influence the interior 

conditions to be modified for optimization and control purposes. Therefore, the ETHER models 

add intelligence to facilitate demand-side management of energy usage in order to achieve 

demand response and assist in maintaining thermal comfort levels.  

B. Demand Response Models 

In literature, various demand response models have been developed all for the common purpose 

of adjusting the electrical demand in response to utility signals. Demand response models enable 

the adjustment of electrical loads to be shifted to off-peak or lower demand periods as well as 

rendered inoperable if there is no impact to the consumer. The benefits of demand response 

models include the improvement of operational efficiency, risk reduction of system instability, 

and reduction of energy costs. 

This section summarizes the most relevant demand response models related to our research area. 

The brief synopsis of each body of work provides the basis for the developed methodologies and 

helps to frame our research contribution.  In addition, the comparisons and differences between 

the scopes of work are highlighted to enhance the understanding of the various methods that were 

developed. 

B.1. Adjustment of Loads based on Hourly Electricity Prices 

Conejo et al. [27] developed a real-time demand response model using a linear programming 

algorithm to adjust loads on an hourly basis in response to hourly electricity prices. Enabled by 

the Smart Grid, the concept of the rolling window model was used as the basis of their research to 

derive optimal consumption levels for the current hour to be transmitted to the supplier. The 

electricity prices were forecasted over a 24 hour period by using an Autoregressive Integrated 

Moving Average (ARIMA) based model while adjusting the price bounds as real data became 
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available. The price signals are assumed to be received ten minutes ahead of each hour. Thus, 

allowing a consumer the opportunity to adapt its hourly load consumption in response to 

electricity price signals. This research requires manual human intervention in which the consumer 

sets and resets changes in their energy consumption patterns. The researchers envision that the 

rolling window linear programming algorithm can be integrated into the Energy Management 

System within a residence to allow for the minimization of energy cost and the maximizing of the 

consumer and utility interaction. 

Our research used ARIMA-based models as our core modeling technique. In comparison, an 

assumption was made that price signals and request for reduction signals would be received ten 

minutes ahead of each hour to allow for prediction over the 6 hour forecast horizon. With this 

notion, optimization of the electrical loads could be processed and evaluated to determine their 

impact on the interior conditions within the residence. Conejo et al.’s work did not focus on how 

optimizing energy consumption on an hourly basis based on electricity prices impacted the 

consumer’s thermal comfort levels. Our ETHER models are static models composed of demand 

parameters that greatly impact the interior conditions based on past activity patterns that occur 

during different outside temperature and time of day conditions. However, there is a mode of 

refinement of the ETHER models as actual data for the demand parameters becomes available, 

post the specified forecast horizon.  In addition, we envision our work to be embedded into an 

intelligent framework to act autonomously on behalf of the consumer to limit the need for human 

intervention.  

B.2. Electric Power Consumption based on Past Data 

Hobby developed a methodology to construct a demand response model for electric power 

consumption [28]. The model uses past observational data from the U.S. government’s 

Residential Energy Consumption Survey (RECS) to determine the necessary parameters needed 

to fit the demand function to achieve real time demand response. The survey contains energy 
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consumption data from several thousand randomly selected households. The data covered 

housing unit characteristics (i.e., insulation, structural materials, etc.), kitchen appliances, 

electronic devices, space heating, water heating, space cooling, lighting, household income status, 

electricity prices and climate data, etc. Hobby used a least-squares fit method to determine which 

parameters from the RECS database best represented the formulation of the equation to calculate 

electric power consumption. Similarly to other databases, the RECS database had missing values 

in its data files. To mitigate this issue, the missing values were replaced by information from 

outside sources which in turn decreased the accuracy of some of the information. A resultant 

simplified demand function was developed to fit all the data from the thousand randomly selected 

homes, which consisted of numerous unknown constants to be augmented with information. 

Based on the outcome of the model, Hobby discovered that several different demand functions 

are needed since demand parameters vary between households. For further exploration, the RECS 

household data will be clustered based on income and the same methodology will be applied.  

By comparison, our work uses past observational data from an Energy Monitoring System 

extracted from one residence. This data is used to construct a thermal response model to predict 

interior conditions within the household over a 6 hour forecast horizon. The collected data 

includes kitchen appliances, electronic devices, space heating and space cooling, environmental 

conditions (i.e., temperature and humidity), lighting, etc. Income and electricity prices were not 

factored into our model development as independent variables. In addition, we were presented 

with a similar constraint with missing values.  Our mitigation to this issue was to remove all 

missing values from the data during the data preparation phase and process the data as is for 

simplification of model development and analysis. As a result, eight simplified low-fidelity 

ETHER models were developed to assist in an effort to achieve demand response, whereas 

Hobby developed one demand function and concluded that several demand function models are 

required to represent different household specifications.  
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B.3. Energy Scheduling based on the Behavior of Consumers 

O’Neill et al. [29] developed a demand response model to reduce residential energy costs by 

learning the behavior of residential consumers and automatically making decisions regarding 

energy scheduling and allocation. The pricing signal is the primary indicator for activation of the 

energy reduction model. This body of work presents an adaptive and optimal automated Energy 

Management System to be used at the consumption level for the residential consumer. The 

consumer can make an energy reservation for the devices or appliances within the home that 

needs to be fully functional.  The model, in turn, decides the optimal time to run the desired 

devices to minimize long term costs for the consumer. The model uses an online learning 

application, Q-learning, that allows the Consumer Automated Energy Management System 

(CAES) algorithm to learn the behaviors of the consumer and make energy allocation decisions, 

accordingly [30]. The CAES algorithm relies heavily on the statistical behavior of the consumers 

and energy pricing and factors in long term financial costs to schedule energy usage. 

Our ETHER models are also focused on the residential consumer (e.g., single residence). The 

models are not designed to learn the behavior of consumers; however, they are intended to work 

as a part of an intelligent framework that functions and responds to utility signals on behalf of the 

consumer.  We consider both price signals and request for reduction signals as activation signals 

to engage our ETHER models. O’Neill et al.’s model learns the behavior of the consumer based 

on the consumer reservations and statistical relationships among the consumers’ selection. In our 

work, an assumption has been made that consumer preferences will be an input into the 

framework which will add value to the evaluation of our ETHER models based on the statistical 

relationship of the controllable and uncontrollable loads that impact the interior conditions.  

B.4. Physical-based Residential Loads at the Appliance Level 

Shao et al (i.e., Virginia Tech researchers) developed a set of demand response-enabled load 

models within a residential setting at the appliance level [33].  The loads are categorized as 
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controllable and critical loads. The controllable loads (e.g., HVAC, water heating and the dryer) 

are defined as the loads that have minimal impact on the consumer’s standard of living and the 

critical loads (e.g., cooking, lighting, refrigerator) have a noticeable impact on the consumers 

when modifications are made to their settings [31]. The purpose of their research is to develop 

load models that can facilitate the study of changes in electricity consumption in response to 

customer behavior and/or signals from a utility [31]. Specifically concentrating on the developed 

space cooling and space heating load models, these models required the thermodynamic 

principles of the building structure as built-in parameters in the load models in addition to the 

heating unit characteristics. The validation of the space heating and cooling models were 

performed by using data (i.e., house structure parameters, HVAC unit size, etc.) from the 

ecoMOD 1 prototype house (i.e., the residence used in our research) as input values and 

comparing the model output with the actual measurements.  

Our ETHER models take into consideration both controllable (i.e., HVAC, water heater, 

washer/dryer, etc.) and uncontrollable components (i.e., exterior temperature, humidity, etc.) 

which impact operational conditions within the residence. In our body of work, the HVAC system 

would be considered a critical load by the definition presented by Shao et al [33]. Evaluation of 

the impact on the consumer comfort levels based on modification of the appliance level loads was 

not a part of their scope; however, this is part of the scope of our work to include changes in 

environmental conditions. The ETHER models are constructed based on past observational data 

which eliminates the complexity, assumptions and speculations on how to calculate the area of 

the ceiling, walls, and windows, the solar heat gain coefficient values, and the thermal resistance 

of the insulation, etc. within the residence. Our research fosters the opportunity to predict interior 

conditions over a short duration of time to align with customer preferences for thermal comfort as 

well as study the impact of controllable components as changes in energy consumption are 

adjusted.  
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B.5. Residential Energy Management based on an Optimal Stopping 

Method 

Iwayemi et al. developed an automated residential energy management and scheduling platform 

using an optimal stopping rules method to achieve demand response [11]. Through the use of a 

home energy controller (HEC), the optimal scheduling method determines the best time to 

activate a household appliance based on the observed series (i.e., energy profiles) of those devices 

in order to minimize costs for the consumer [32]. Their work is focused on the pricing signal for 

activation of the energy reduction platform. The HEC uses electricity prices to determine the 

mode (i.e., active or standby) of each device and decide upon the strategic scheduling to balance 

energy usage within the residence. Studies have shown that loads operating in standby mode can 

account for approximately ten percent of the household energy usage. The work proposed by 

Iwayemi et al. eliminates the opportunity for energy wastage and automatically makes decisions 

that will benefit the consumer. The overall objective of the optimal stopping rule model is to 

minimize the total power consumption and reduce the cost of the consumer’s electricity bill. 

In comparison, our work uses the energy profile data of the appliances as well as the 

observational data of the temperature, humidity, number of people in the household, etc. to act as 

part of an intelligent automated framework to achieve residential demand response. Validation of 

our ETHER models is conducted by performing an evaluation on the optimal settings of the 

devices within the household to predict interior conditions of the residence over the 6 hour 

forecast horizon. In addition, the ARIMA-based method used to construct our ETHER models 

identifies the loads that influence the dependent variable series. The ETHER models are designed 

specifically to obtain information on the thermal comfort levels of the consumers while 

identifying the contributing loads which can benefit and add value to an automated energy 

management platform.  
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B.6.  Simulated Residential Energy Management System (RES) 

Roe et al. proposed a residential energy management system (RES) to achieve automated demand 

response on behalf of the consumer.  The purpose of their work is to provide a control system that 

provides visibility of energy usage and planning for smart residential buildings [33]. The 

framework of the RES testbed is composed of primary actors and secondary actors.  The primary 

actors consist of the consumer, the utility, and the home energy controller. These three actors can 

initiate the system events for the RES testbed. In addition, the controller manages the system 

components to meet the requirements of the consumer and the utility. The secondary actors 

consist of the controllable (i.e., electric appliances, HVAC, refrigerator, etc.) and uncontrollable 

(i.e., small residential plug loads) appliances and devices in the residence. These actors respond to 

the commands provided by the primary actors. As an input into the RES testbed, the demand 

response service times are assumed to be provided at least 24 hours in advance.  This information 

provides the management system time to prioritize appliance activation based on the consumer’s 

request and the utilities’ energy reduction request. 

Our ETHER models are designed to be an automated agent to provide insight to an intelligent 

framework, like a RES testbed, based on optimization settings of household devices and customer 

preferences. Our work assumes that pricing and the request for demand signals are provided 

minutes before the proceeding hour for forecast evaluation which is a lessened time interval 

compared to the notification timeframe needed for the RES testbed. Thereby, the ETHER models 

can support the planning of energy usage and provide information that can aid in meeting energy 

demand reductions.  

C. Intelligent Demand Response Framework 

Intelligent models and schemes have been proposed on the consumer-side in literature for the 

achievement of demand response and efficient utilization of energy. These models act on behalf 

of the consumer to make decisions regarding the rescheduling of the appliance usage and the 
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optimization of the settings, etc. The primary objective is to lessen impositions upon the 

consumers to respond to the initiation signals from the utility while meeting the requirements 

from the utility as well as the consumer. 

As described in the previous sections, numerous demand response models have been developed 

for the residential consumer.  Some models required manual human intervention and many others 

functioned as an automated control system on behalf of the consumer to meet energy demand 

requests. As highlighted in literature, there are three types of demand response: fully automated, 

semi-automated and manual demand response [34], [35], [10]. 1) Fully automated demand 

response involves no human intervention. It entails an automated intelligent framework 

autonomously acting on behalf of the consumer. 2) Semi-automated demand response involves 

human intervention in which a demand response strategy or scenario is initiated by the consumer. 

Once the scenario has been initiated, the intelligent framework abides by planned strategic 

policies to achieve demand response protocols. 3) Manual demand response involves receiving an 

external signal from the utility and the consumer manually reduces the demand of the loads to 

meet the request for reduction.  

In this section, we will highlight two intelligent fully automated demand response frameworks on 

the consumer-side which are focused on reducing energy usage, achieving cost savings and 

eliminating human decision making. Both frameworks utilize external interfaces and data to 

generate an effective strategy to achieve demand response. The primary target of one of the 

intelligent frameworks is the residential consumer; the other specifically targets the industrial 

consumer. The methodologies and approaches presented for the industrial end user, however, can 

be adaptable to cater to the residential consumer. 
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C.1. Intelligent Decision Support System (IDSS) Model  

Sianaki et al. developed an intelligent system known as the Intelligent Design Support System 

(IDSS) which captures the residential consumer’s preference and consumption profiles to assist 

the system in changing the consumption behavior according to the dynamic pricing signals as a 

means to achieve demand response [6]. This framework connected with Smart Grid enabled 

technologies (i.e., smart meter) is designed for real time demand response operations. The IDSS 

system, developed as a fuzzy multi-criteria decision-making and neural network based model, 

acts autonomously on behalf of the consumer to facilitate load management on a continuous basis 

when the consumers modify their preferences in different scenarios (i.e., dynamic pricing, several 

occupants in the house, etc.) via an external portal. The IDSS model is processed in four steps: 1) 

identify the different types of variables needed to acquire information on the consumer’s 

preferences and energy profiles of various devices within the residence, 2) develop a user 

interface (e.g., web portal) that stores the consumer’s inputs regarding the variables and 

preferences, 3) capture the exogenous variables (i.e., price signals, exterior temperature, 

availability of renewable sources, etc.) as a basis of information for the decision making model 

and 4) develop a neural network model that learns the consumer’s preferences and energy profiles 

based on data stored in the user interface [6]. The decision making model operates to 

accommodate to two different objectives. If the objective is to achieve cost reduction, the 

rendered system behavior is to maintain the standard of living for the individual consumer.  If the 

objective is to satisfy the needs of various occupants in the residence, the system behavior finds 

the best medium to meet the temperature and economical consumption requirements to achieve 

demand response in the midst of pleasing all the occupants. Different changes in the behavior and 

preferences of the consumer are used to develop the learning model to act on behalf of the 

consumer(s).  
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The IDSS system is tracking the consumer’s behavior and developing a model that mimics their 

behavior. ETHER, in contrast, is using data that reflects the physical attributes of the system (i.e., 

sensor data recording temperature, energy profiles, etc.) to predict physical results (e.g. interior 

temperature) from decisions made by the consumer. The ETHER models are focused on 

forecasting the impact of the interior temperature based on variations of controllable and 

uncontrollable factors (i.e., energy consumption and environmental condition variations) to assist 

the consumer in making real time decisions to achieve demand response. In addition, we envision 

our ETHER models to be a part of an intelligent framework system, similar to the IDSS system, 

to act as an automated agent to add value and needed information to manage the thermal response 

comfort levels thereby aiding in the achievement of demand response.   

C.2.  Intelligent Demand Response Module  

Dam et al. developed an automated demand response module for the industrial consumer; 

however, the underlying premise of the work can potentially be used for the residential consumer 

as well. This approach has been proposed in a semi-automated structure, meaning there is manual 

human intervention to initiate a pre-programmed demand response strategy within a decision 

module. The demand response module, designed as an expert and fuzzy logic system, makes 

decisions on behalf of the consumer based on load management policies and potential financial 

benefits to decide whether to follow the recommendation (i.e., shut down or reduce load) by the 

utility or to decline the acceptance of the signal [10]. Declining the acceptance of the utility signal 

can result in penalties for the consumer based on the demand response program. 

Expert systems consist of a precise set of statements and a look-up table of values based on pre-

defined rules of inputs present in the system. On the other hand, fuzzy logic systems consist of a 

set of decision rules to deal with vague or ambiguous information. The combination of the expert 

systems and the fuzzy logic systems presents the case of dealing with the best of both worlds 

where an evaluation can be conducted on precise and imprecise information in a logical way. 
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The load management policies are a set of rules that cannot be violated by the demand response 

module. These rules consist of requirements pertaining to the maximum number of interruptions, 

identification of critical loads, maximum amount of load reductions, etc. [10]. In addition, an 

importance factor is taken into consideration which determines how crucial a load is to the meet 

the needs of the consumer. The importance factor serves as a prioritized ranking of which loads 

should not be impacted unless deemed necessary for energy reduction. The scope of Dam et al.’s 

work is focused on obtaining information from external interfaces (i.e., utility signal, load data, 

electricity prices, etc.) while abiding by the load management policies to make the best decision 

on whether to accept or reject the demand response request signal on the consumer-side. 

Industrial consumers are concerned with making decisions pertaining to the operation of sizeable 

motors of different production lines; where the residential consumers are concerned with reducing 

lighting and air conditioning demands to achieve demand response. Regardless of the primary 

target, demand response refers to short-term energy consumption modifications by all customer 

sets. The scope of the ETHER models is not centered on the financial incentives or penalties that 

may be inflicted based on the acceptance or decline of the utility signal; however, the ETHER 

models provide information related to interior conditions which can aid in the evaluation process 

to arrive at the best decision. 

D. Demand Response Programs and Strategies 

Demand response programs and strategies have been offered by utilities in order to encourage 

consumers to use their energy efficiently and reduce energy consumption during peak periods to 

result in financial cost savings and increase on the system stability [36]. The advanced metering 

infrastructure (i.e., smart meter) is the core component to enable the capability for information 

flow to benefit both the consumer and the utility. Through participation of the demand response 

programs enabled by Smart Grid technologies, consumers are offered financial incentives and 

credits for their voluntary participation. However, if a utility signal is declined or ignored, a 
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penalty is invoked on the consumer. Most demand response programs have been conducted as 

part of pilot programs to test their effectiveness in performance as it pertains to the utility and the 

consumer. 

Consumers participating in demand response programs can either shift their loads to off-peak 

periods or simply reduce the load during peak periods to achieve demand response [25]. Research 

has been conducted to develop decision models in a semi-automated and fully automated 

environment to aid in making a calculated decision to meet the demand of the utility and the 

consumer. Automated demand response programs and strategies present the ability to reduce 

congestion and demand on the electric power grid in a more efficient way [37]. 

In this dissertation, the demand response strategies (i.e., Load Shut Down and Load Reduction) 

represent the acceptable actions to take in response to the request for reduction signals. In Chapter 

III, these strategies will be discussed in greater detail as we introduce the intelligent framework 

known as the Intelligent Energy Adaptive System (IDEAS) and all the individualized demand 

response models that contribute to its practicality to function on behalf of the consumer. Under 

the load shut down scenario, the utility sends a load shut down signal to the consumer to 

disconnect the most sizeable loads (i.e., HVAC system, hot water heater, etc.) from the network 

or connect the loads to a renewable generating source for operation.  Under the load reduction 

scenario, the utility sends a signal to the consumer to reduce its energy consumption by a certain 

amount [10]. Our ETHER models do not incorporate pre-programmed demand response strategies 

for energy reduction; however, the demand response strategy model discussed in Chapter III 

shows that based on the outcome of the scenario selection, optimization settings for the 

appliances are determined, which serves as a required input into the ETHER models for 

evaluation of the thermal response conditions.  
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E. Thermal Modeling Design 

The primary focus of our research is to predict the thermal response conditions within a residence 

using data specifically related to its physical attributes to gain insight into the behavioral aspects 

of energy use in an effort to achieve demand response. The investigation of thermal response has 

primarily been explored by using a thermal network design model. The thermal network model, 

shown in Figure II-3, uses an electric analog RC network circuit to predict and analyze conditions 

within a building’s structure for optimization through simulating processes of conduction, 

convection and radiation in the building under specific environmental conditions to achieve 

energy reduction [38], [39].  

 

Figure II-3: Simplified thermal network model 

The resistors, i.e., R1, R2 and R3, represent the thermal resistance describing the walls of the 

building or the obstruction of air flow through the structure.  The capacitors, i.e., C1 and C2, 

represent the thermal capacitance or heat storage within the structure. The sources, i.e., Tout and 

Tin, represent the outside air temperature and the mechanical ventilation (i.e., heating and 

cooling) source used to control the interior air temperature, respectively. The nodes, i.e., T1 and 

T2, represent the outdoor surface temperature node and the indoor surface temperature node, 

respectively. The following parameters which can be additives to the thermal network schematic 

above are most often used to help simulate the thermal response of the building structure: e.g. 1) 

the thermal effects of the outdoor air, 2) solar radiation as well as shading, 3) color and 

orientation of different exterior surfaces, 4) solar penetration and window shading devices, 5) 
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internal convective and radiative heat sources as well as natural and mechanical ventilation [38]. 

The challenge with this predictive thermal response modeling technique is that it is highly 

unlikely that the complete details of the building structure (i.e., thermodynamic properties of all 

the materials) are that well known or that the thermal characteristics can easily be predicted. 

With, these uncertainties, combined with the uncertainties of environmental condition predictions 

and the behavior of the consumers; prediction accuracy is strictly limited [40]. 

Our objective is to develop an approach that will permit the extraction of a set of ETHER models 

from observations of the building in operation (i.e., the building’s performance data); resulting in 

a set of self-constructing and self-refining models. The thermal network models are static in their 

formation. ETHER models, by contrast, can be constantly refined as operational and structural 

conditions change. Utilizing the ARIMA-based approach to develop the ETHER models 

represents a simple methodology using observational data to arrive at highly comparable and in 

most cases better prediction accuracy of the thermal response conditions. 

F. Observational Data Applicability 

Observational data has been used in many cases as a basis for inverse modeling. Inverse models 

are derived from empirical behavior based on a set of empirical parameters.  In essence, the 

observational data is used to “back out” parameters that provide the best representation for the 

chosen model [41]. Compounding the inverse modeling methodology with time series analysis, 

various models have been developed that produce accurate predictions of their desired dependent 

variable. Our ETHER models use observational data to develop a time series ARIMA-based 

model structure for forecasting interior conditions up to 6 hours in advance to achieve demand 

response.  

Kusiak et al. developed a multivariate time series model to predict power ramp rates of wind farm 

power over 10-minute intervals using observational data [41].  These researchers sought to extract 
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models based on observational historical data stored in the Supervisory Control and Data 

Acquisition (SCADA) system to enhance the management of the electric power grid and perform 

analysis to optimize the power ramp rate (i.e., dependent variable). Data mining approaches were 

used for evaluation to identify independent variables or predictors that greatly influence the 

power ramp rate. In comparison to our work, Kusiak et al. eliminated datasets that contained an 

excessive number of missing values for simplification and in an effort to maximize the prediction 

accuracy of the models. 

Contreras et al. developed ARIMA models to forecast day-ahead electricity prices to develop 

strategies for negotiation in the energy market [20]. These models were constructed using an 

ARIMA-based time series analysis methodology. This scheme was executed in five steps: 1) 

develop a hypothesis, 2) use observed data to develop a model, 3) estimate the demand 

parameters, 4) validate the hypothesis and 5) use model for forecasting.  The same sequence of 

steps was used to develop the ETHER models. Obtaining accurate predictions of the electricity 

prices can provide valued insight into the scheduled allocation and modification of energy 

consumption on the utility and consumer-side. This information can better equip an intelligent 

framework in acting autonomously on behalf of the consumer. 

Razak et al. developed a seasonal ARIMA model to conduct load forecasting using data mining 

techniques [21]. The researchers used data supplied by a utility to observe the behavior and load 

patterns based on seasonal influence and the variation of weekday versus weekend. 

Environmental conditions and consumer preferences were not factored in as inputs into the 

development of the models. As a result, the model accuracy was lowered. Validation of these 

models was conducted by using a similar goodness to fit measure (i.e. mean absolute percentage 

error (MAPE), shown in our work, to compare the measured data to the actual data provided by 

the utility.  Our ETHER models factor in the environmental conditions and the seasonal influence 

to achieve an acceptable set of models. 
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Each referenced model was built using historical observation data and focused on the prediction 

of a dependent series using time series analysis. Compounding each model could add to the 

enhancement of achieving demand response through utilization of an intelligent framework. In 

the next chapter, an intelligent framework is referenced to include various demand response 

models for the common purpose of ensuring financial savings, thermal comfort and energy 

reduction. However, this framework can easily be expanded to encompass the innovative work 

that has been proposed by various researchers in literature to aid in the achievement of demand 

response for the residential consumer.   
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III. Intelligent Demand Energy Adaptive System (IDEAS) 

Residential demand-side management (i.e., demand response) has been overlooked in some 

instances due to the reluctance or inability of the consumer to modify their energy consumption 

patterns. In most situations, residential consumers have neither all the required knowledge nor 

sufficient time to search for appliances to reduce and/or meet energy reduction demands. 

However, involvement in demand-side management by the residential consumer can assist the 

utility from bringing expensive peak plants on line to supply power, which would increase 

generation costs. Benefits related to demand-side management include shifting demand away 

from peak demand periods, reducing overall energy consumption and reducing the need for 

additional power plants [32].  The net results are cost savings and the reduction of energy wastage 

for both parties.  

The Smart Grid paradigm allows residential consumers to actively participate in demand response 

by enabling access to real-time information on energy usage through the deployment of new 

technologies (i.e., metering devices, etc.).  However, technologies that are deployed to residential 

consumers provide limited information (i.e. pricing and energy usage), leaving consumers to 

determine which modifications need to be made. In other words, these technologies do not 

provide a level of information that identifies the particular load appliance(s) that needs to be 

reduced to comply with the reduction signals. Therefore, the need exists for the implementation 

of an intelligent demand-side management system to promote active involvement and 

achievement of energy reduction, to identify particular load appliances for reduction and to 

benefit the consumer (i.e., financial incentive). 

An intelligent demand energy adaptive system (IDEAS), shown in Figure III-1, is needed to 

facilitate automated residential demand-side management of energy usage.  An automated 

system, such as this, is necessary to avoid penalties that can be enforced upon the consumer when 

they do not respond to a load reduction signal. For example, in the curtailable load demand 
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response program, consumers participate by committing to modify their load consumption in 

response to a request signal. The benefit for the consumer can be represented in different forms 

such as lower electricity prices, bill credits, etc.; however, a penalty is administered if the 

consumer fails to comply [32]. Automation of an intelligent system is also needed to act as an 

autonomous agent on behalf the consumer.  For example, in the direct load control demand 

response program, the utility determines the actions and implements various instructions to 

certain sizeable appliances within the residence [33]. The benefit to the consumer is a 

compensation fee for the inconvenience; however, the downside is the inconvenience factor (i.e., 

potential discomfort, the need to utilize an appliance that needs to be shutdown, etc.). It has been 

noted that 35 percent of consumers do not want utilities to control the appliances within their 

residence regardless of the cost savings and financial incentives [35], [32]. 

 

Figure III-1: Intelligent Demand Energy Adaptive System (IDEAS) 
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IDEAS, as shown in Figure III-1 would receive information from the utility regarding price 

schedules, needs for demand reductions, consumer incentives, etc. Additional information to 

IDEAS would include the consumer’s preferences (i.e., comfort levels, etc.) and physical 

conditions (i.e., temperature, humidity, number of people within the home, etc.). Assumptions are 

made that the environmental conditions (i.e., predicted exterior temperature) are provided over a 

24 hour period and the dynamic pricing notification is given an hour in advance.  Based on the 

information received, IDEAS would use this collected information to control (i.e., shut down or 

reduce) the controllable appliances in the residence.  

The IDEAS system is made up of internal models, shown in Figure III-2, that combine inputs to 

control appliances in order to achieve the consumer and utility goals. The overall IDEAS system 

has not been implemented as part of the research for this dissertation; however, the practicality of 

the system will be discussed by detailing the functionality and purpose of each model.  Our 

contribution to the notion of this intelligent framework is the Evaluation of Thermal Response 

(ETHER) models, which will be highlighted in this section; moreover, the methodology and 

structure of the ETHER models (i.e., Autoregressive Integrated Moving Average (ARIMA) time 

series methodology) will be discussed in a later chapter.  
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Figure III-2: Internal Models within the IDEAS system 

A. Pre-Programmed Demand Response Scenario Model 

The pre-programmed demand response scenario model receives all the external inputs to make an 

informed decision regarding the actions needed to reduce energy consumption. There are two 

demand response scenarios that have been primarily discussed in this dissertation:  Direct Load 

Control (DLC) and Price-Based Control (PBC).  In the DLC scenario, the utility has the ability to 

switch off and control appliances at times of peak demand.  In the PBC scenario, consumers 

receive advanced notice of varying prices so that they can choose which appliance settings to 

change [13].  The intelligent system will allow for modifications to both scenarios to achieve the 

same result which is the reduction of energy consumption.  Based on the DLC and PBC 

scenarios, the intelligent system will eliminate the intrusion of the utility company from 
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controlling certain appliances and eliminate the need for consumers to seek appliances to reduce 

in response to utility signals.  

The demand response scenario model automatically decides which load appliances should be 

reduced or eliminated to meet the goals of the consumer and the utility without human 

intervention.  The model is based on two scenarios: 1) reduction of appliance settings and/or 2) 

the shutdown of certain appliances. With these scenarios, optimization of the load profiles for the 

load appliances should also be investigated to target the amount of setting reduction. Figure III-3 

illustrates a conceptual design of the decision-based process for selecting the most appropriate 

scenario for energy reduction by utilizing the external input information. 

 

Figure III-3: Decision-based Process for the Pre-programmed Demand Response Scenario Model  

The varying price signals are sent from the utility based on electricity prices.  The price signal is 

used to serve as an indicator to control energy demand. Research has been conducted to look into 

a real-time pricing scheme which serves as a demonstration of autonomous control of consumer 

loads using a market mechanism at the distribution level [34]. In real-time and dynamic pricing 

schemes, the market, the utility, and the residence are connected to achieve demand response. The 

residence is connected to the market dispatch system at the distribution level, using Smart Grid 

information and technology communications, to receive bids and reflect hourly prices on 
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electricity use. Consumers, in turn, are able to view this information on an advanced metering 

device (i.e., smart meter) and are able to make load modifications based on economic preferences. 

The request for reduction signals are sent from the utility when there is a demand supply 

imbalance in the grid (i.e., reliability of the grid); this can be caused by a shortage of energy 

generation based on the demand of energy.  In addition, these signals are sent to the consumer to 

prevent the need to bring peak power plants on line to accommodate for peak demand periods.  A 

request for reduction signal can make the difference between a reliable operation of the electric 

power grid and the potential of experiencing rolling blackouts [36]. 

The local generation sources are evaluated for useable purposes to assist with the minimization of 

energy consumption from the electric power grid. These sources can be represented as 

photovoltaic panels, wind turbines, etc. The availability of the energy generation from these 

renewable sources are processed by the model to determine the necessary actions to take based on 

the scenario selection.  

The preset consumer preferences are also taken into consideration. The consumer input is 

essential to meeting their goals while selecting a scenario that will meet the goals on the utility as 

well. These preferences can span from personal comfort and convenience to economic 

preferences. This information assists in selecting a scenario that will tailor to the needs and wants 

of the consumer.  

The environmental conditions, mainly concentrating on exterior temperature and exterior 

humidity, are needed to provide additional information for evaluation in the decision-based 

process for scenario selection. For example, this information will assist in the scenario bartering 

process of selecting a reduction in the settings of the HVAC system vs. a complete shutdown of 

the HVAC system. The weather forecast parameters can be extracted from the National Weather 

forecast database and can be updated based on the real-time weather conditions.  
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After the evaluation of the inputs, a scenario (i.e. reduction or shutdown) is automatically selected 

to enable demand response. The selection of the scenario activates two additional internal models 

within the IDEAS system: 1) Predict Evaluation of Thermal Response (ETHER) Model and 2) 

Evaluate Financial Impact. The ETHER model will be discussed in the next section.  

B. Evaluation of Thermal Response (ETHER) Model 

The purpose of the set of ETHER models is to predict the residence’s thermal response using 

local input sensor data and output information from the pre-programmed demand response 

scenario (i.e., environmental conditions, time of day, load profiles, etc.). The ETHER models add 

value to the IDEAS system by providing information on the interior temperature conditions (i.e., 

thermal response) within the residence. This information can better assist the intelligent 

framework to align with the comfort preferences of the consumer. 

The baseline residence (i.e. ecoMOD1) used to develop the ETHER models is equipped with a 

total of 45 sensors.  The data collected by the input sensors includes: interior temperature, 

exterior temperature, power consumption (lighting, water heater, electronic devices and cooking 

appliances), humidity, CO2, water flow rates and solar hot water temperature, etc.).  In the case of 

residential consumers, studies have proven that developing models to achieve demand response is 

quite complicated due to the uncertain and inconsistent behavior of the consumer [37]. Therefore, 

by utilizing the data collected from the local sensors and the optimization of the load profiles 

based on the selection of the scenario, the set of ETHER models are used to predict the interior 

conditions. 

A set of eight ETHER models were constructed based on outside temperature and time of day 

conditions (shown in Figure III-4). For contextual purposes of this research, time of day refers to 

day time and night time (i.e., Day (6:00 AM – 7:59 PM) and Night (8:00 PM – 5:59 AM). The 

outside conditions are based on exterior temperature conditions (i.e. Hot (85
o
F +), Warm (70

o
F – 
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84
o
F), Cool (54

o
F – 69

o
F) and Cold (0

o
F – 53

o
F). A year’s worth of data was filtered and split 

into 8 datasets based on time of day and outside temperature ranges, where 70% of the data in 

each subset was used to build a training model and the remaining 30% was used to test each 

model structure. The outside temperature and time of day conditional models take into account 

the interior behavior of the residence based on the specified conditions (i.e., reduced setting of 

space heating and space cooling, etc.). Therefore, based on the time of day and outside 

temperature conditions, an ETHER model structure is selected that best fits the input conditions 

and used to predict the interior conditions in the residence up to 6 hours in advance.  

 

Figure III-4: Model selection process for the ETHER Models 

The time range for the time of day selected for this research is based on the daylight savings’ 

sunrise and sunset times. Daylight savings time accounts for nine months out of the year (i.e. 

from the second Sunday in March until the first Sunday in November). During daylight savings 

time, the clocks are moved forward an hour which essentially means an hour of daylight is moved 

from the morning to the evening [37]. With a longer duration of daylight, the need for artificial 
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lighting within the residence is reduced. Our research assumes that the selected time bounds do 

not reduce the quality of models or the integrity of the data to predict the interior temperature 

conditions when the clocks revert back to standard time.    

The exterior temperature ranges are selected based on the similarities of performance for interior 

space cooling and space heating within the residence. The descriptors for the temperature ranges 

(i.e., hot, warm, cool and cold) are loosely subjective to each individual; however, they are 

needed for model selection. In addition, the history weather website for the Charlottesville area 

[4] was used to verify additional environmental conditions that were needed for development of 

the models. 

Different loads (i.e., cooking appliances, electronic equipment, space heating and space cooling, 

etc.) are being monitored within the residence by the sensors. The profiles for each monitored 

load are provided to the ETHER models to aid in the process of interior temperature prediction.  

These profiles are an essential input needed to guide the preparation and continuous refinement of 

the models. 

The output of the ETHER models is the predicted interior temperature. Predictive interior 

temperature error bounds of +/- 1 degree F have been selected for this research. The predictive 

error bounds are based on the setpoint swing of the digital thermostat located in the residence. 

Typically, the setpoint swing or deadband for a residential thermostat is between 1 degree F or 2 

degree F; however, a larger setpoint swing (i.e. 4 degree F) will reduce the constant cycling and 

power consumption activity of the HVAC system. The setpoint swing is used to maintain the 

interior temperature at a thermal comfort level within the residence; thus, the same bounds were 

set for the model predictions. In general, there are a number of factors that must be addressed 

when defining conditions for human thermal comfort which include: metabolic rate, clothing 

insulation, radiant temperature, air temperature, humidity and air speed [33]. For the purposes of 
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this research, we are focused on defining conditions for human thermal comfort through the 

investigation of interior air temperatures. 

C. Financial Impact Model 

After the selection of the scenario, a financial model is also activated to evaluate the financial 

impact of the chosen scenario. Figure III-5 illustrates the process-oriented evaluation for the 

financial impact model. The purpose of this model is to provide financial knowledge to the 

intelligent framework to financially benefit the consumer and provide economical details that will 

aid in meeting energy demands. For instance, the shutdown scenario has been selected from the 

demand response scenario model; however, lighting is identified as a must run service [25] during 

the peak demand period of the day. The financial model will assess the elevated cost for energy 

usage during the peak period respective to the residence as well as provide the result of the cost 

savings which are generated from shutting off non-essential appliances. Evaluation of the 

financial impact of demand modifications can provide an opportunity to better manage energy 

costs, balance and optimize demand usage, and improve energy efficiency [40].  

 

Figure III-5: Model Process to evaluate the financial impact 

The following information will serve as inputs into the financial impact model: compensation fee, 

time of day and load profiles. The compensation fee is part of the consumer incentive package for 

reducing energy consumption in response to the utility signals (i.e., price variation and request for 
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reduction). The time of day indicator is needed to determine if the energy consumption is 

occurring during the peak hours of the day and to determine the varying prices of electricity 

during the specified time interval.  Thirdly, the load profile information is needed to identify 

which particular appliances were modified. The next step to determine the financial impact is to 

calculate the total energy reduction amount based on the modifications of the load settings. All 

this information is required to calculate the total cost savings for the consumer. 

D. Balance Consumer Preferences and Finances Model 

The purpose of this model is to balance the comfort preferences with the economic preferences of 

the consumer. Figure III-6 illustrates the decision-based process of aligning the consumer’s 

desired cost savings with their anticipated level of comfort. The level of thermal comfort is 

subjective amongst each individual consumer and there are many environmental, behavioral and 

personal factors that affect their comfort level [41].  Due to the fact that there are many variables 

and factors that affect the sensation of thermal comfort which makes it difficult to determine the 

measure of precision using models in an actual environment, an assumption was made that the 

actual interior temperature data collected from the buildings is a good indicator for the occupants’ 

comfort range and characterizes the thermal perceptions of the occupants. As validation of this 

assumption, Wan et al [59] stated the variation in the interior temperature affects the indoor 

thermal comfort levels. However, it is noted that humidity and interior temperature are two main 

environmental factors that impact the thermal comfort of an occupant. For this study, the interior 

temperature will be investigated as a considerable variable for comfort to later be coupled with 

the interior humidity for future work. 



53 

 

 

Figure III-6: Decision-based Process for the Balancing of Economic and Comfort Preferences 

The inputs into the balance consumer preferences and finances model are the outputs from the 

previously discussed models: ETHER and Financial Impact. The output of the ETHER models is 

the interior temperature of the residence which is predicted over a 6 hour forecast horizon based 

on load profiles, exterior influences and outside temperature and time of day conditions. The 

forecast of the interior temperature will aid the intelligent framework in determining how the 

reduction in certain load profiles impacts the thermal comfort levels of the occupant. The output 

of the financial impact model is the total cost savings based on the reduction of energy usage 

while factoring in the electricity price during the time interval specified for reduction. If the 

financial and thermal comfort conditions are acceptable, instructions are sent to the local 

appliances (i.e., HVAC, washer and dryer, dishwasher, etc.) to be reduced or shutdown. If the 

conditions are unacceptable, a new demand response scenario is requested for consideration. 

Combining the functionality of all the internal models presented in the IDEAS system increases 

the likelihood of energy reduction to meet the demands of the consumer and the utility. This 

system provides an autonomous decision-based framework to achieve the reduction of demand 

and energy costs and maintain thermal comfort levels for the consumer. 
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IV. Data Sources 

Over three year’s worth of data (i.e., interior temperature, exterior temperature, power 

consumption, humidity, CO2, work flow rates and solar hot water temperature, etc.) was collected 

from the ecoMOD 1 prototype house; however, only one year’s worth of data (i.e., 2009 data) is 

used for model development and evaluation purposes. This is primarily due to the excessive 

number of data points that were missing from the sensor recordings.  In addition, some recorded 

data points were outside of the protocol range for the specified sensors; this was an indicator that 

the data was not accurate in nature and perhaps the sensors were malfunctioning.  

The observational data used to construct the multivariate time series model is stored in the Energy 

Monitoring database on a FTP server via the internet. The data can be extracted as a CSV file or a 

Tab delimited file; for the purposes of this research, we chose to extract the data as a CSV file 

which obviates any transformational procedures for the purpose of data preparation. Table IV-1 

shows the orientation of the CSV file. Each column of data is labeled based on the reporting 

sensor and the rows correspond to a particular time, observed in the leftmost column [23].   

Table IV-1: Data Collection CSV File Orientation 

 

The frequency of data collection can be recorded on a minute to minute or hourly basis. For the 

purpose of our research, we used the minute data to primarily characterize the cycling activity of 

certain load appliances (e.g., HVAC compressor). Since the setpoint swing or deadband on the 

thermostat within the residence has a narrow band of variation, the HVAC tends to cycle more 

Date & Time  T1  T2  T3  T4  T5  T6

1/1/2009 0:00 73.6 66.3 65.2 73.3 70.6 71.0

1/1/2009 0:01 73.6 66.3 65.3 73.2 70.6 71.0

1/1/2009 0:02 73.6 66.3 65.2 73.3 70.6 70.9

1/1/2009 0:03 73.6 66.3 65.2 73.2 70.6 71.0

1/1/2009 0:04 73.7 66.3 65.2 73.2 70.6 70.9

1/1/2009 0:05 73.7 66.2 65.2 73.5 70.6 70.9

1/1/2009 0:06 73.7 66.3 65.2 73.6 70.6 71.0

1/1/2009 0:07 73.8 66.3 65.2 73.5 70.6 70.9
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frequently from an on to off status to accommodate the comfort level of the consumer. 

Understanding the operational behavior of sizeable loads within the home can provide insightful 

information and identify sensible factors that play an important role in determining which loads 

greatly impact the interior conditions of the residence. Consequently, one of the goals of this 

research is to determine which load appliances highly impact the interior temperature based on 

pattern recognition so that optimal settings can be achieved for these controlled independent 

variables.   

The output or dependent variable desired in the Evaluation of Thermal Response (ETHER) 

models is the interior temperature. The interior temperature variable is a composite function of 

the interior temperature sensors which assist in providing insight into the interior conditions 

within the residence. The inputs or independent variables used in the ETHER models are exterior 

temperature, power consumption (i.e. receptacles, lighting, appliances, etc.), humidity, CO2, work 

flow rates and solar hot water temperature. At this time, we will take a detailed look into each 

data source parameter to get a better understanding of the type of data that needs to be transferred 

into information for the purposes of this research. 

A. Interior and Exterior Temperature Data 

There are fourteen interior temperature sensors used for measurement collection of the interior 

temperature (shown in Table IV-2). These measurements provide information to evaluate the 

design of the house’s envelope in terms of energy efficiency [23]. Through the use of multiple 

sensors, we are able to determine how much variation in air temperature exists throughout the 

house. Table IV-2 shows the interior temperature sensor identification numbers and descriptions. 

The interior temperatures are measured in degrees Fahrenheit (
o
F).  The temperature span for the 

interior sensors is 40
o
F to 90

o
F. 
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From our preliminary analysis and cross-referencing previous research [42] conducted on the 

ecoMOD 1 house, it was determined that 13 interior temperature sensors are highly correlated 

with one another. For instance, Sensors T1 through T10 and Sensors T12 through T14 are all 

highly correlated. 

Table IV-2: Interior Temperature Sensor IDs and Sensor Description 

 

There are four exterior temperature sensors used for measurement collection of the exterior 

temperature conditions. Table IV-3 shows the exterior temperature sensor identification numbers 

and descriptions. The four sensors are oriented on the four facets of the residence. For our 

analysis, Sensor T21 is used as the true exterior temperature measurement.  Sensors T18 through 

T20 tend to be impacted by solar loading and other environmental conditions which decreases the 

reliability for obtaining true measurements. The exterior temperatures are measured in degrees 

Fahrenheit (
o
F). The temperature span for the exterior sensors is 0

o
F to 120

o
F. 

Table IV-3: Exterior Temperature Sensor IDs and Sensor Description 

 

ID Description ID Description

T1 1
st
 floor next to bay window T8 2

nd
 floor bathroom

T2 1
st
 floor near kitchen area T9 2

nd
 floor middle bedroom

T3 1
st
 floor beside front entrance T10 2

nd
 floor corridor

T4 1
st
 floor above kitchen cabinets T11 Landing (Stairway) Skylight

T5 1
st
 floor in laundry/bath area T12 2

nd
 floor east bedroom

T6 2
nd

 floor master bedroom in far corner T13 1
st
 floor at the base of the stairs

T7 2
nd

 floor master bedroom behind door T14 2
nd

 floor at the top of the stairs

Interior Temperature Sensors (
o
F)

ID Description

T18 West wall next to bay window

T19 East wall on 1
st
 story porch floor

T20 South wall on galvalumn surface

T21 North wall near 2
nd

 story porch

Exterior Temperature Sensors (
o
F)
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B. Power Consumption Data 

There are fourteen power consumption sensors used for measurement collection (shown in Table 

IV-4).  Each sensor is connected to an element (e.g., receptacles, appliances) in the main circuit 

breaker panel. These sensors are used to determine the approximate electrical consumption for the 

various loads within the residence. The power consumption of the loads is measured in Watts. 

One of the benefits in collecting power consumption data is to determine if the ecoMOD 1 house 

is achieving its goal of reducing residential energy consumption. Research has been previously 

conducted to investigate if the ecoMOD 1 house is more energy efficient than a typical residence 

[42].  

Table IV-4: Power Consumption Sensor IDs and Sensor Description 

 

From preliminary analysis of the data, it is shown in Figure IV-1 that the maximum top 4 power 

consumption loads are the HVAC air handler, conventional hot water heater, range (stove) and 

washer and dryer. Due to this finding, we would expect that the top 4 power consumption loads 

would be identified in the structure of the ETHER models as sensible factors that play an 

important role in impacting the interior conditions of the residence. With the identification of the 

specific load appliances in the structure of the ETHER models, the intelligent framework can 

explicitly target to achieve optimal settings of these appliances in response to the utility signals. 

ID Description ID Description

CT1 2
nd 

floor lighting and receptacles CT8 Conventional Hot Water heater

CT2 Water Systems and Fieldpoint Power CT9 1
st
 floor lighting and receptacles

CT3 1
st
 floor lighting and receptacles CT10 Range Hood and Dishwasher

CT4 Kitchen receptacles and microwave CT11 1
st
 floor lighting and receptacles

CT5 2
nd

 floor bathroom GFI receptacles CT12 Refrigerator

CT6 Washer and Dryer CT13 HVAC Outdoor (Compressor)

CT7 Range (Stove) CT14 HVAC Indoor (Air Handler)

Power Consumption Sensors (Watts)
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In previous research, the HVAC compressor and air handler sensor values were combined for 

analysis purposes. For the purposes of our research, we decided to evaluate each appliance 

individually, initially, to later be combined to be referenced as a HVAC component. The power 

consumption readings shown in Figure IV-1 gives an illustration of the maximum amount of 

power that was consumed by each appliance; however, it does not give a depiction of the total 

annual energy use for each appliance; this is due to the excessive number of missing values.  

 

Figure IV-1: Top 4 Power Consumption Load Appliances 

C. Humidity Data 

There are three humidity sensors used for measurement collection at the ecoMOD1 house; two 

are located indoors (i.e., one is on the main level of the residence and the second one is on the 2
nd

 

level) and one is located outside of the home (shown in Table IV-5).  The human comfort level is 

greatly influenced by the humidity level of air. Depending on the level of humidity, the same 

temperature setting may feel hotter or cooler for higher and lower humidity levels, respectively.  

Thus, it is important to be able to track, and potentially, control humidity within actively 
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conditioned indoor spaces. The humidity is measured in percentage (%).  The protocol humidity 

span for the sensors is 0% to 100%. 

Table IV-5: Humidity Sensor IDs and Sensor Description 

 

From preliminary analysis of the humidity data, it is shown in Table IV-6 that the indoor 

humidity sensors (i.e., Sensors T15 and T16) are highly correlated with one another. For the 

purposes of our research, a high correlation amongst variables is defined as a resultant correlation 

value of .85 or higher. From this finding, we can create a composite function for Sensor T15 and 

Sensor T16 to represent the interior humidity within the residence. The sig (2-tail) value 

represents the significance factor of the correlation and the N represents the total number of 

observations for each variable. 

Table IV-6: Correlation Values for the Humidity Sensors 

 

ID Description

T15 1
st
 floor at the base of the stairs

T16 2
nd

 floor at the top of the stairs

T17 North wall near 2
nd

 story porch

Humidity (%)
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D. Carbon Dioxide (CO2) Data 

There are two carbon dioxide (CO2) sensors used for measurement collection at the ecoMOD1 

house (shown in Table IV-7). One sensor is located on the main level of the residence and the 

second sensor is located on the 2
nd

 level. Carbon dioxide levels are largely dependent on the 

number of people breathing in a particular space. The carbon dioxide is measured in parts per 

million (ppm).  The protocol carbon dioxide span for the sensors is 0-2000 ppm.  

Table IV-7: CO2 Sensor IDs and Sensor Description 

 

For our analysis purposes, the CO2 data provides insight into the number of occupants that are in 

the residence during different times of the day.  Carbon dioxide can also provide a reasonable 

measure of air quality.  It is generally accepted that when levels exceed approximately 1000 parts 

per million (ppm), additional ventilation is required. Figure IV-2 illustrates the carbon dioxide 

readings within the residence during the morning hours for the month of February. 

ID Description

T22 1
st
 floor near bay window

T23 2
nd

 floor corridor

CO2 (ppm)
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Figure IV-2: CO2 Readings during the morning hours for the month of February 

E. Water Flow Data 

There are four water flow sensors used for measurement collection at the ecoMOD1 house 

(shown in Table IV-8).  The water flow data is collected by sampling the status of the flow 

meter’s reed switches. The reed switch opens and closes for every gallon of water that passes 

through the meter. The measurements are binary (i.e., 0 or 1) in value, which represent a gallon of 

water usage. Due to the nature of the data recorded for the water flow rate, an engineering 

decision was made that the water rate sensor data was not a sensible factor and provided minimal 

to no influence to the rate of change of the interior temperature. 

Table IV-8: Water Flow Sensor IDs and Sensor Description 

 

ID Description

F1 Rainwater

F2 City Water

F3 Cold Water to Solar Heat Exchange Tank

F4 Solar Loop

Water Flow (gal)
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F. Solar Hot Water Temperature Data 

There are four solar hot water temperature sensors used for measurement collection at the 

ecoMOD1 house (shown in Table IV-9). The solar hot water heating system functions as a pre-

heat for the conventional electric water heater, reducing the amount of energy needed to heat 

water in the house. Two of the solar hot water temperature sensors are highly correlated with one 

another. To reduce the redundancy of information, a composite function is computed between the 

sensors. The solar hot water temperature is measured in degrees Fahrenheit (
o
F).  With further 

analysis, it became apparent that the solar hot water temperature recordings were not sensible 

factors and provided minimal to no influence to the rate of change of the interior temperature. 

Table IV-9: Solar Hot Water Temperature Sensor IDs and Sensor Description 

 

Through detailed analysis and observation, it can be observed that the model output (i.e., interior 

temperature) is influenced by changes in the recorded model parameters (i.e., data sources). 

However, there are some immeasurable factors not listed in this chapter, including open windows 

or doors, electric fans for cooling, electric heaters for heating, etc., that could also provide some 

influence to the rate of change of the interior temperature. As a result, mapping the relationship of 

the interior temperature to its influence factors is a key component in achieving model accuracy 

of prediction.  

 

 

ID Description

T24 City Cold Water Input

T25 Heated Water Output to Conventional Tank

T26 Solar Loop Out of Heat Exchange Tank

T27 Solar Loop Return to Heat Exchange Tank

Solar Hot Water Temperature (
o
F)
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V. Variable Dependence 

Variable dependence pertains to understanding the relationship between the dependent and 

independent variables. In this section, we will investigate the importance of understanding the 

type of data collected from the residence and how to turn this data into information to increase 

model predictions. Accuracy of model predictions can improve decision making on behalf of the 

consumer by having them select which appliance settings to reduce, shut down or reschedule in 

response to price variation or request for reduction signals.   

The eight Evaluation of Thermal Response (ETHER) models used for forecasting are developed 

by observing the operational behavior inside the residence based on the outside temperature and 

time of day conditions over a full year; seasonal influence has been taken into consideration. The 

structure of each model is made up of both controllable and uncontrollable variables. The 

controllable variables are all the load components (i.e., lights, electronic devices, HVAC system, 

range (stove), microwave, etc.).  Examples of uncontrollable variables are exterior temperature, 

exterior humidity, etc.  Different identified variables in each model structure represent the loads 

that greatly influence the interior temperature conditions based on activity patterns and its 

respective statistical significance. As a result, each modeled system can be investigated so that 

appropriate modifications can be made to achieve the optimal settings for the controlled 

independent variables. The premise of establishing optimal settings is to allow for energy 

reduction during peak demand periods. Several experiments have been set up with observation 

data from the residence to test the accuracy of the forecasting models under varying conditions 

(i.e., different times of the day, environmental conditions, seasonal influence, modification of 

controlled load consumptions, etc.).  

Normally, in a demand response program, the utility looks to reduce energy consumption of the 

sizeable loads in the residence (i.e., HVAC, Hot water heater, etc.).  However, having the insight 

into which loads impact the interior conditions can help to pinpoint which loads to decrease 
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during demand response periods. The capability to predict interior conditions within the residence 

will allow optimal settings to be selected for the load appliances based on the contributing 

controllable variables. The methodology used for model development identifies the significant 

controlled variables that highly impact the interior temperature. In addition, the interior 

temperature is the primary dependent variable in this research; thus, having the appropriate 

method to assess the interior conditions can definitely affect the quality of the model’s prediction 

accuracy. 

There are four variable dependence approaches that were evaluated to increase the model 

prediction accuracy in our research, specifically targeting the daytime models. Figure V-1 shows 

a conceptual design of variable dependence approaches. Each daytime model is evaluated using 

all four of the variable dependence approaches.   

 

Figure V-1: Conceptual Design of the Variable Dependence Approaches 
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No Solar Loading

Approach

Solar Loading

Approach

Interior Humidity

Approach

Model Prediction

Evaluation

Variable Dependence

Selected Variable 

Dependence 

Approach



65 

 

Due to the affect of the sunlight during the daytime hours, the model accuracy seemed to decline 

compared to the nighttime models. Thus, different approaches were chosen to manipulate the 

assessment of the interior temperature and as a result, there were variations in the accuracy of 

predictions that were obtained. The approach that produces the best prediction accuracy results is 

selected as the primary approach to be used for further model development and forecasting. 

Example results for each variable dependence approach used for the Day Evaluation of Thermal 

Response (ETHER) models are shown. 

A. Aggregate Approach 

The aggregate approach consists of creating a composite function for the interior temperature 

variable with all fourteen interior temperature sensors (i.e., Sensor T1-T14), shown in Table V-1. 

In other words, all fourteen interior temperature sensors are averaged together to create the 

IntTemp variable that is used for model development and forecasting. 

Table V-1: Aggregate Approach – All Fourteen Interior Temperature Sensors 

 

From Table V-1, it can be observed that Sensor T11 is reporting a temperature reading that is 

approximately 16 degrees F higher than the maximum temperature reading reported by the other 

interior temperature sensors. An assumption was made to consider Sensor T11 readings as the 

true solar loading influence into the interior envelope of the residence. For that reason, this 

approach aims to evaluate whether the solar loading information combined with the other thirteen 

interior temperature variables can increase the model prediction accuracy. Figure V-2 shows the 

evaluation results of the Day Models using the Aggregate Approach. 

 T1  T2  T3  T4  T5  T6  T7  T8  T9  T10  T11  T12  T13  T14 IntTemp

75.9 72.2 72.8 75.5 75.4 74.8 75.7 74.9 79.2 77.2 92.3 74.2 74.0 77.9 76.6

75.9 72.3 72.9 75.4 75.5 74.8 75.8 74.8 79.2 77.3 92.1 74.2 74.1 77.8 76.6

75.9 72.3 72.9 75.5 75.4 74.7 75.8 74.8 79.2 77.3 92.2 74.2 74.0 78.0 76.6

75.9 72.3 73.0 75.5 75.4 74.8 75.8 74.8 79.2 77.3 92.2 74.1 74.0 77.8 76.6

75.9 72.4 73.0 75.5 75.4 74.7 75.8 74.7 79.1 77.3 92.2 74.2 74.0 78.0 76.6
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Figure V-2: Aggregate Approach – Evaluation Results of the Day Models 

As observed, the Day (Warm) model performed below the level of prediction accuracy of the 

remaining models. Typically, prediction measurements are within 2 degree F of measurements in 

literature, resulting in 80% or higher for prediction accuracy. As a method of simplification used 

within this study, missing values or values that were recorded outside of the protocol range of the 

sensors are removed from the datasets. Thus, an assumption was made that with predictions 

within 1 degree F of measurements, a prediction accuracy of more than 65% is desired for all 

resultant models.  

B. No Solar Loading Approach 

The interior temperature variable is a composite function of thirteen interior temperature sensors 

(i.e., T1-T14, excluding T11) due to high correlation amongst the sensors. Table V-2 shows the 

individual interior temperature sensors excluding Sensor T11 to calculate the IntTemp variable. 
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Table V-2: No Solar Loading Approach – Excluding Sensor T11 

 

As observed in the Aggregate Approach, Sensor T11 is highly impacted by solar loading 

conditions and is excluded from the data analysis process in the No Solar Loading Approach due 

to its discrepancies in interior temperature readings. Therefore, Sensor T11 is not factored in a 

dependent variable or an independent variable. In addition, excluding Sensor T11 results in an 

IntTemp variable that is approximately 1 degree F lower in magnitude. The aim of this approach 

is to evaluate if excluding the solar loading information from the IntTemp composite function can 

increase the model prediction accuracy. Figure V-3 shows the evaluation results of the Day 

Models using the No Solar Loading Approach. 

 T1  T2  T3  T4  T5  T6  T7  T8  T9  T10  T12  T13  T14 IntTemp

75.9 72.2 72.8 75.5 75.4 74.8 75.7 74.9 79.2 77.2 74.2 74.0 77.9 75.4

75.9 72.3 72.9 75.4 75.5 74.8 75.8 74.8 79.2 77.3 74.2 74.1 77.8 75.4

75.9 72.3 72.9 75.5 75.4 74.7 75.8 74.8 79.2 77.3 74.2 74.0 78.0 75.4

75.9 72.3 73.0 75.5 75.4 74.8 75.8 74.8 79.2 77.3 74.1 74.0 77.8 75.4

75.9 72.4 73.0 75.5 75.4 74.7 75.8 74.7 79.1 77.3 74.2 74.0 78.0 75.4
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Figure V-3: No Solar Loading Approach – Evaluation Results of the Day Models 

All of the resultant models produced a prediction accuracy of more than 65%. Compared to the 

results obtained with the Aggregate Approach, the Day (Hot) model accuracy reduced by 

approximately 3%; however, the remaining models had an increase in model prediction accuracy 

by more than 9%. Based on the results produced by using the No Solar Loading approach, this 

approach is used for all further model development, test and evaluation and data analysis 

procedures. 

C. Solar Loading Approach 

The interior temperature is a composite function of thirteen interior temperature sensors (i.e., T1-

T14, excluding T11), where Sensor T11 is evaluated as an independent variable. Intrinsically, the 

Solar Loading Approach uses the premise of the No Solar Loading Approach with the same 

calculation of the IntTemp variable; however, instead of obviating Sensor T11, this approach tests 

its influence of Sensor T11 as an independent variable. Figure V-4 shows the evaluation results of 

the Day Models using the Solar Loading Approach. 
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Figure V-4: Solar Loading Approach – Evaluation Results of the Day Models 

The aim of this approach is to examine if the solar loading information has an impact on the 

dependent variable series to increase the prediction accuracy of the ETHER models. As observed 

in Figure V-4, there is a declining effect in the model prediction accuracy compared to the 

resultant models produced in the Aggregate Approach and the No Solar Loading Approach. As a 

result, we can conclude that the Solar Loading Approach may not be the best method to use in an 

effort to increase model prediction. 
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In the Interior Humidity Approach, the composite interior humidity (i.e., Sensor T15 and Sensor 

T16) and the composite interior temperature variable (i.e., T1-T14, excluding T11) are both 

evaluated as dependent variables. Due to the identified assessment of the various approaches 

above, Sensor T11 is not being considered as a dependent variable or an independent variable. 

Therefore, the approach uses the basis of the No Solar Loading Approach to calculate the 

IntTemp variable. In addition, due to the high correlation between Sensor T15 and Sensor T16, 

the interior humidity is calculated by taking the average of these two sensors to create a 
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composite function. The aim of this approach is to observe the rate of change of the interior 

temperature conditions with having the interior humidity as an output parameter versus an input 

parameter. Figure V-5 shows the evaluation results of the Day Models using the Interior 

Humidity Approach. 

 

Figure V-5: Interior Humidity Approach - Evaluation Results of the Day Models 

The interior humidity is a factor that impacts the comfort temperature of an individual or a group 

[43]. The combination of temperature and humidity where occupants report their level of comfort 

is known as the comfort zone. In the previous mentioned approaches, the interior humidity has 

been evaluated as an independent variable; however, in the Interior Humidity Approach both 

interior temperature and interior humidity has been examined to assess the model prediction 

results. All of the resultant models, except for the Day (Warm) models, produced a prediction 

accuracy of more than 65%. As observed in Figure V-6, the Interior Humidity Approach produces 

comparable results to the prediction accuracy of the No Solar Loading Approach; however, the 

No Solar Loading Approach still out-performs the other variable dependence approaches. 
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Figure V-6: Comparison between the Interior Humidity Approach vs. the No Solar Loading 

Approach 

The evaluation of all four variable dependence approaches, shown in Figure V-7, contributed to 

mapping the relationships between the dependent and independent variables while manipulating 

the effect of the solar loading conditions.  

 

Figure V-7: Comparison between all Four Variable Dependence Approaches 
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As a result, the No Solar Loading Approach produced the best model prediction results of the 

interior temperature conditions out of the four variable dependence approaches that were 

examined. Now that an approach has been selected for further model development and 

evaluation, we will look at the research methodology used to develop each model. 
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VI. Research Methodology  

This chapter describes the methodology for developing the Autoregressive Integrated Moving 

Average (ARIMA) time series Evaluation of Thermal Response (ETHER) models used to predict 

interior conditions in an effort to achieve demand response within a residence. These models are 

based on time series analysis and provide reliable and accurate forecasts of interior temperatures. 

A good forecast of the interior temperatures can better equip an intelligent framework to choose 

the appropriate demand response scenario to minimize energy consumption without impacting 

thermal comfort levels of the consumer.   

Time series analysis focuses on determining future values based on known observations. A time 

series is a set of observations generated sequentially in time which are typically measured in 

uniform time intervals [42], [43], [21]. For instance, Khasnabis et al. [42] developed a 

multivariate time series model using observational data to predict power ramp rates of wind farm 

power over 10-minute intervals. Many models, detailed in literature, were built using historical 

observation data through time series analysis. Yet, these particular models were focused on 

prediction of wind speeds, electricity price and load forecasting, pattern recognition and power 

ramp rates. Based upon the forecasting capability observed from these models, our research uses 

the observations of multiple parameters which were recorded sequentially over equal time 

intervals to develop the multivariate time series ETHER models.  

A. Autoregressive Integrated Moving Average (ARIMA) Method 

In our work, the time series of the thermal response of a residence is analyzed using the 

Autoregressive Integrated Moving Average (ARIMA) method.  As documented in other 

literature, ARIMA methods are normally used to analyze time series due to their accuracy and 

mathematical soundness [20]. ARIMA represents a class of time series models that describes both 

stationary and non-stationary time series data where it combines several time series techniques 



74 

 

such as autoregressive models, differencing or integration, and moving average models to identify 

an acceptable model [44], [45]. Stationary time series data assumes statistical equilibrium that 

does not change over time which is fixed at a constant mean level and with constant variance. In 

contrast, non-stationary time series data has no constant mean level over time.  

In general, an ARIMA model is fitted to time series data to gain a better understanding of the 

collected data or to predict future data points in the series [46]. The overall sequence of the 

ARIMA methodology [20] used for the prediction of the thermal response is organized into the 

following steps:  

1) Identify a hypothesis to be tested in order to develop a model - The hypothesis in this 

research focuses on using data collected from a specially instrumented residence to 

develop a set of forecasting ETHER models to identify relationships or patterns of usage 

between independent variables that impact the interior conditions.  

2) Develop a model using observed data – Initially, a set of eight ETHER models were 

developed using the collected data from the residence.  The time series data was used to 

observe the relationships between the independent variables and the response variable. 

3) Estimate model parameters – Model parameters were estimated and statistically 

significant independent variables were selected by using the Statistical Package for Social 

Sciences (SPSS) software application. 

4) Check validation of the hypothesis – The hypothesis was validated by comparing the 

predicted interior temperature to the actual interior temperature conditions within the 

residence. The time series data was separated into a training dataset and a testing dataset; 

the fitted models were tested using the data from the testing dataset. 

5) Forecast using the developed model – Using the SPSS application, the developed time 

series ETHER models were applied to new datasets for forecasting. In turn, the 

forecasting accuracy of the models was validated by obtaining the prediction error. 
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If the hypothesis is found to be untrue, the model should be refined and model parameters can be 

re-estimated. Using the ARIMA method, predictions of interior thermal response conditions are 

conducted over a short term forecast horizon (i.e., up to 6 hours) to support decision making 

opportunities in adjusting the electrical demand in response to utility signals.   

The ARIMA model parameters (i.e., ARIMA (p,d,q)) are identified to provide insight into the 

number of autoregressive orders (p) in the model, the order of differencing (d) applied to the 

series before estimating models and the number of moving average orders (q) in the model. The 

autoregressive orders specify which previous values from the series are used to predict current 

values. For example, the autoregressive (AR) process of order p can be represented as [45]: 

                                                                                                                     (1)                       

   represents the response or dependent variable (i.e., interior temperature),    represents the 

model residuals (i.e., yt – yt-p),   are parameter estimates. The differencing becomes necessary 

when trends are present in the data and is used to remove their effect; this method is used to 

obtain stationary time series data. By using the differencing operator,  , the first order continuous 

difference can be expressed as [45]: 

                                                                                                                                   (2)                               

   represents the present interior temperature of the time series data,      represents the previous 

(i.e., t-1) time series interior temperature data and   is the backward shift operator. The moving 

average orders specify how deviations from the series mean for previous values are used to 

predict current values [46].  For example, the moving average (MA) process of order q can be 

represented as: 

                                                                                                                     (3)      
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    represents the interior temperature time series data,    represents the present model 

residual,      represents t-q time series model residuals and   is the parameter estimate which in 

practice is estimated from the data.          

To achieve greater flexibility in fitting the actual time series data, a combination of the 

autoregressive, differencing and moving average terms are advantageous to achieve an acceptable 

model [45]. Mathematically, the general form of the ARIMA model process is shown as a linear 

difference equation defined by (4), (5) and (6): 

                                          (4) 

where 

                                                                         (5)  

                                                 (6) 

   represents the interior temperature time series data,    represents the model residuals (i.e., yt – 

yt-q),   represents the backward shift or lag operator defined by          ,   and   are 

parameter estimates, and    represents the differencing operator where   represents the 

differencing order (i.e., 1, 2, etc.) and       [32]. For example, an ARIMA (2,1,4) model 

would be represented as the following equation:                            

                 . 

The above processes show the methodology for the dependent variable (i.e., interior temperature) 

time series data being affected by previous values of itself; however, the dependent variable can 

also be influenced by other time series data (i.e., independent variables).  Moreover, each time 

series of the collected data from the residence is connected with each other. The input or 

independent variables (i.e., exterior temperature, humidity, power consumption, CO2, etc.) used 
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in this research are represented as a transfer function model. The sequence of steps for developing 

an ARIMA transfer function model involves the same steps as described earlier: hypothesis, 

model development, parameter estimation, fitting check and forecasting [47].  

The general form of the ARIMA method for the fitted resultant transfer function models 

described in [45], [47] is used for this research is defined in (7), (8) and (9): 

                                                                                           (7) 

where 

                                                                                                                                             (8) 

                                          
                  

                               (9) 

   represents the interior temperature time series data,      represents the time series of the 

dependent variable,      represents the time series of independent variables,      represents the 

autoregressive operator,      represents the moving average operator,   represents the backward 

shift operator,    is represented as an ARIMA model,    represents the error term,    represents 

the input or independent variables. 

B. ARIMA Model Parameters 

The ARIMA Transfer Function method can be viewed as an effective and mature technique to 

identify the relevant independent variables that impact interior conditions within the residence. 

For model development, significant predictors (i.e., independent variables) are identified based on 

its influence of the time series data of the dependent variable. Using the SPSS software 

application, model parameter estimates are generated based on the time series data of the 

dependent and independent variable series. The software application uses maximum likelihood 

estimation to obtain all the estimated values of the parameters.  
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An example of the ARIMA model parameters and parameter estimates is shown in Table VI-1 

which highlights the output of the dependent variable (i.e., IntTemp) and the identified 

independent variables (i.e., CT1, CT3, etc.).  

Table VI-1: ARIMA Model Parameters and Parameter Estimates [35] 

 

Understanding the output data (i.e., model structure, lag values, parameter estimates, etc.) is 

essential in obtaining the fitted ARIMA Transfer Function ETHER model and forecasting model 

equations.  The sensor identification numbers discussed in Chapter IV are being used to represent 

the independent variables; each variable has its own model parameter estimate. The lag operator 

(i.e., Lag 0, 1 and 2) is equivalent to the backward shift operator which was discussed in the 

previous section. From evaluating the information presented in Table VI-1, the ARIMA Transfer 

Function model (i.e., ARIMA (0,1,2)) is identified as being the best fit model for the sample 

training dataset, where the numbers in the parentheses represent the autoregressive (AR) order 



79 

 

(p), the differencing (I) order (d) and the moving average (MA) order (q), (i.e. ARIMA (p,d,q)), 

respectively. 

C. ARIMA Transfer Function ETHER models 

In this section, we will take a look at the model structure for each model to better understand the 

rationale for the Day and Night models. Eight Evaluation of Thermal Response (ETHER) models 

are initially developed using observational data to predict interior conditions of the residence over 

a 6 hour forecast horizon. The ETHER models are needed to accurately represent the operational 

behavior of the residence for research and development purposes to include analysis and 

forecasting capabilities.  

The dataset (i.e., one year’s worth of data) used for this research was separated or partitioned to 

accommodate for solar loading and non-solar loading conditions. As a result, there are two sets of 

models formed: Day Models and Night Models. The Day models are developed based on the 

patterns of the observational time series data used to represent the actual performance of the 

residence conducted during the solar loading conditions of the day. During the daytime, the need 

and most importantly the use of artificial lighting is lessened. In addition, solar loading during the 

daytime hours can be viewed as a heating source for the interior envelope of the residence. The 

Night models are developed based on the same premise as the Day Models; however, targeting 

non-solar loading conditions. During the nighttime hours, artificial lighting becomes a necessity 

for a standard of living within the residence. Consequently, the developed models are reflective of 

the environmental conditions to provide an accurate evaluation of the interior conditions. In 

addition, the dataset used to develop each set of models factors in the seasonal influence for the 

entire year.  
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C.1. Rationale for Day & Night Model Techniques 

There are four techniques used to separate the datasets into Day Models and Night Models based 

on the time of day conditions. All four of these techniques have been examined in detail and will 

be evaluated later in the dissertation.  

C.1.1. Daylight Savings Time Technique 

The first technique is known as the Daylight Savings Time technique. The baseline ETHER 

model development (i.e., eight models) and analysis were conducted using this technique. Figure 

VI-1 shows the conceptual orientation of the ETHER models for the Daylight Savings Time 

technique.  

 

Figure VI-1: Conceptual Orientation of the Daylight Savings Time Technique 
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Daylight Savings Time is the practice of advancing the clocks forward one hour near the start of 

the spring season (e.g., March 13
th
) until the fall season (e.g., November 6

th
). The premise of 

Daylight Savings Time is that the evenings have more daylight and mornings have less. Daylight 

Savings Time allows the consumer to reduce evening usage of electricity and alter space heating 

and space cooling patterns.  

For the Daylight Savings Time technique, an average sunrise and sunset time was estimated from 

the beginning until the end of the daylight savings timeframe.  These times (i.e., Day (6:00 AM – 

7:59 PM) and Night (8:00 PM – 5:59 AM)) were used to frame the time intervals for the Day 

Models and Night Models. Since Daylight Savings Time accounts for approximately nine months 

out of the year, an assumption was made to allow the selected time bounds of the Day and Night 

Models to be applied to the remaining three months (i.e., December, January and February). At 

the end of Daylight Savings Time, the period reverts back to standard time.   

C.1.2. Equinox to Solstice Technique 

The second technique is known as the Equinox to Solstice technique. The equinox is defined as 

the time when the sun crosses the celestial equator and the length of the daylight hours and 

nighttime hours are approximately the same [49]. The equinoxes happen twice a year; there is a 

spring or vernal equinox that occurs around March 20
th
 and a fall or autumnal equinox that occurs 

around September 22
nd

. The astronomical definition of the solstice is when the sun has no 

apparent northward or southward motion, meaning that the sun stands still [49]. In other words, 

the solstice marks the conclusion of the increase or decrease in daylight hours depending on the 

time of the year. There is a summer solstice that occurs on June 21
st
 and a winter solstice that 

occurs on December 21
st
. 

The premise of the Equinox to Solstice technique is to split the year in half based on the changes 

in season and the variation in the length of the day. An average sunrise and sunset time were 
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estimated from the Spring Equinox to the Fall Equinox to account for the summer solstice (i.e., 

Day (6:15AM – 8:15PM) and Night (8:16PM - 6:14AM)) and from the Fall Equinox to the 

Spring Equinox to account for the winter solstice (i.e., Day (7:00AM – 5:59PM) and Night 

(6:00PM - 6:59AM)). These estimated times were used to frame the time intervals for the Day 

Models and Night Models.  

A total of sixteen ETHER models are based on this technique. Figure VI-2 shows the conceptual 

orientation of the ETHER models for the equinox to solstice technique. As observed, an 

additional input (i.e. the date) is needed for the Day & Night ETHER models; otherwise, the 

model selection process as described earlier is the same. The date serves as the primary indicator 

for selection of which set of models should be used for forecasting and analysis purposes. For this 

research, the date range for the Spring Equinox to Fall Equinox models is March 20
th
 through 

September 21
st
 and the Fall Equinox to Spring Equinox models is September 22

nd
 through March 

19
th
.   
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Figure VI-2: Conceptual Orientation of the Equinox to Solstice ETHER Model Technique 
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C.1.3. Seasonal Technique 

The third technique is known as the Seasonal technique.  This technique splits the year into 

quarters to accommodate for the four seasons (i.e., winter, spring, summer and fall). An average 

sunrise and sunset time were estimated for each season.  For example, the Winter season (i.e., 

Day (7:00AM – 6:00PM) and Night (6:01PM - 6:59AM)) is from December 21
st
 through March 

19
th
, the Spring season (i.e., Day (6:00AM – 8:30PM) and Night (8:31PM - 5:59AM)) is from 

March 20
th
 through June 20

th
, the Summer season (i.e., Day (6:10AM – 8:30PM) and Night 

(8:31PM - 6:09AM))  is from June 21
st
 through September 21

st
 and the Fall season (i.e., Day 

(7:00AM – 5:59PM) and Night (6:00PM - 6:59AM)) is from September 22
nd

 through December 

20
th
. These estimated times were used to frame the time intervals for the Day Models and Night 

Models.  

There are a total of thirty-two ETHER models that are developed with this technique. Similar to 

the Equinox to Solstice technique, the Seasonal technique needs the date as an input into the 

system for the model selection process for the Day and Night ETHER models. Figure VI-3 

highlights the conceptual orientation of the ETHER models for the Seasonal technique.  
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Figure VI-3: Conceptual Orientation of the Seasonal ETHER Model Technique 
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Figure VI-4: Conceptual Orientation of the Entire Month ETHER Technique 
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C.2. Rationale for Outside Temperature Conditions 

As shown in Figure VI-2 above, each model is separated according to daytime and nighttime and 

outside temperature conditions. Environmental conditions (i.e., outside temperature) play a key 

role in understanding the operational behavior of certain equipment and appliances with the 

residence as well as understanding how the consumer responds to accommodate for their standard 

of living. The Energy Information Administration [14] reported the outside temperature condition 

is one of the many factors that affect residential energy consumption. For this reason, in addition 

to separating the dataset based on time of day conditions, the datasets were also separated based 

on outside temperature conditions. These outside temperature conditions have been categorized 

into four groups: Hot (85
o
F +), Warm (70

o
F – 84

o
F), Cool (54

o
F – 69

o
F) and Cold (0

o
F – 53

o
F). 

The exterior temperature ranges were selected by observing the similarities of the operational 

behavior in the residence over an extended duration of time.  

Our research methodology is centered on separating the ARIMA model structures based on time 

of day and exterior temperature conditions in an effort to identify controllable and uncontrollable 

variables that impact the interior conditions. By utilizing power consumption loads and other 

controllable parameters that consume a significant amount of energy, the multivariate time series 

prediction ETHER models can become a basis for predictive control aimed at optimizing load 

profiles to reduce and/or manage energy consumption during demand response periods. Generally 

speaking, the ARIMA Transfer Function ETHER models used in our research can be viewed as 

an effective technique to explain and clarify the mapping of the relationships between the interior 

temperature and its influence factors.   
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D. Case Study - Evaluation of Day & Night ETHER Model 

Techniques 

In this case study, an evaluation of the Day and Night ETHER Model techniques is investigated. 

The selected test cases are uniform for the purpose of testing each technique used for model 

development and forecasting. To maintain uniformity amongst the test cases, the history weather 

website for the Charlottesville, VA area was utilized to extract similar climatic conditions. Eight 

test cases have been selected from each individual month of the year. The purpose of the eight 

test cases is to assess the prediction accuracy of the developed models under varying outside 

temperature and time of day conditions (i.e., clear conditions and precipitation or unfair 

conditions; all within and outside the allotted six hour forecast horizon) as shown in Table VI-2.  

Table VI-2: Eight test cases designed to evaluate model prediction accuracy 

ETHER Models   Outside Temperature and Time of Day (OTTD) Conditions 

Day 

  Clear (Within the 6 hour forecast horizon) 

  Inclement (Within the 6 hour forecast horizon)  

  Clear (Outside the 6 hour forecast horizon) 

  Inclement (Outside the 6 hour forecast horizon)  

      

Night 

  Clear (Within the 6 hour forecast horizon) 

  Inclement (Within the 6 hour forecast horizon)  

  Clear (Outside the 6 hour forecast horizon) 

  Inclement (Outside the 6 hour forecast horizon)  

 

Figure VI-5 and Figure VI-6 show the results for Day and Night ETHER models for the month of 

September, based on the description provided for each technique. The results for the remaining 

months can be found in Appendix XVIII. The Day (Warm) ETHER models and the Night (Hot) 
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ETHER models produced lower success ratio results compared to the other conditions. From 

analysis of the data, it was determined that this could possibly be due to the amount of missing 

data that was extracted from the dataset; approximately 10% of the data is missing. As mentioned 

earlier, the missing data or blanks found within the overall dataset were not replaced by methods 

of linear interpolation or mean of the series to fill in the missing sections. Our goal was to achieve 

a finite number of low-fidelity models to predict the interior temperature conditions to enhance 

decision making opportunities to achieve demand response.   

 

Figure VI-5: Evaluation of the Research Techniques for the Day ETHER Models 
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Figure VI-6: Evaluation of the Research Techniques for the Night ETHER Model 

With the Day and Night models, the Entire Month w/o OTTD technique was outperformed in 

most cases by the Entire Month w/ OTTD technique.  Thus, the Entire Month w/o OTTD 

technique was eliminated for further evaluation purposes. The Daylight Saving Time technique 

outperformed the Entire Month w/ OTTD technique.  Therefore, the Entire Month w/ OTTD 

technique was eliminated for further evaluation. The Equinox to Solstice technique (i.e., Fall to 

Spring Equinox and Spring to Fall Equinox) performs quite well; however, this technique does 

not display consistency in performance with the models being separate to accommodate for the 

year being split in half. As a result, the Equinox to Solstice technique was eliminated for further 

evaluation. As depicted in the figures, the Seasonal technique (i.e., Fall Season) model shows 

comparable results to the other model techniques. The shortfall of this technique is that there are a 

total of seventy eight models that are developed that require tedious manipulation of the data 

during the data cleaning and pre-processing phase to separate the data into the appropriate outside 

temperature and time of day conditions. Consequently, the Seasonal technique was eliminated for 

further evaluation. The Daylight Savings Time technique, on the other hand, developed fewer 

models (i.e., eight) and performs on the same scale for both the Day and Night ETHER models.  
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In the next chapter, the ARIMA-based ETHER models will be investigated based on goodness of 

fit measures to observe the model accuracy of the developed models in this research. 
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VII. Model Validation 

The Evaluation of Thermal Response (ETHER) models are trained and validated by using 

observational data in a historical period to test the accuracy of how well the ETHER models align 

with actual data collected from the residence. In the training and validation phase, enough data 

has to be taken into account to emulate the interior behavior of the residence based on the 

specified conditions (i.e., optimization of load profiles, etc.). In our research, enough data is 

defined as 70% of the observations in each dataset. In an effort to better understand the 

characteristics of the ETHER models and minimize the effects of data discrepancies, most of the 

observation data is used for training and the remaining data is used for testing [52]. Kusiak et al 

used a similar approach to build models based on observations for wind farms [3].  Table VII-1 

highlights the validation information (i.e., fit statistics) presented for one of the ETHER models 

(i.e., Night (Cold)) using 70% of the observation data to train the model. The fit statistic metrics 

indicate how well the developed model fit the data.  

Table VII-1: Example of Fit Statistics Metrics for the Trained Night (Cold) ETHER Model  

 

The R-squared value measures how well the ETHER model predicts the actual interior conditions 

of the residence. Statistically speaking, an r-squared value of 1.0 generally indicates a good fit. 

For that reason, the mean value presented in Table VII-1 indicates a near perfect fit of the data to 

develop the fitted ETHER model. The root mean squared error (RMSE) is the square root of the 

average squared errors. The rule of thumb is that the smaller the statistical value, the better the 

model [53]. The mean absolute percentage error (MAPE) provides a statistical measure of how 

Fit Statistic Mean

R-squared 0.998

RMSE 0.082

MAPE 0.044

MaxAPE 7.446

MAE 0.032

MaxAE 5.586
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large the error is, given that the value is always positive. The maximum absolute percentage error 

(MaxAPE) provides the single value of the maximum percentage error value that resulted during 

the development process for the model. The mean absolute error (MAE) is a statistical measure 

that averages the absolute value of the errors and the maximum absolute error (MaxAE) provides 

the single value for the maximum absolute error that occurred during model development. As a 

result of the values presented for the fit statistics, the fitted Night (Cold) ETHER model is 

acceptable for forecasting due to its prediction accuracy. 

The remaining 30% of the data in each dataset is used for forecasting purposes.  The data used 

during the forecasting period is not included in the model-building process; therefore, there is no 

redundant use of data. The data in each dataset is sectioned off into 6 hour time intervals for 

forecasting. In most cases, the forecasting time intervals overlap into the different time of day 

periods as well as outside temperature ranges. To that end, based on the outside temperature and 

time of day conditions, a model is selected that best fits the specified conditions to forecast up to 

6 hours in advance to test the accuracy of the model. Model accuracy justifies how well the 

models predict within their own bounds.  In addition, it gives a measure of how well the models 

can predict outside of their bounds as well. 

A. Goodness of Fit Measures 

There are six measures used in our research to measure the prediction accuracy of the ETHER 

models: success ratio, measure of effectiveness, predictive error (PE), root mean squared error 

(RMSE), mean average percentage error (MAPE), and mean absolute error (MAE). The success 

ratio, defined by (10), is a percentage measure of the accuracy of prediction to remain within the 

bounds of +/- 1 degree F.  

                                                  
                                     

                
                              (10) 
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These bounds were set to equate to the setpoint swing of the digital thermostat located within the 

residence. For example, if the setpoint temperature is 74 degrees F, the HVAC system will warm 

up conditions to shut off at 75 degrees F or cool down conditions to shut off at 73 degrees F. The 

validation of the forecast accuracy of the ETHER models is conducted by selecting eight test 

cases (i.e., eight random 6 hour intervals) per ETHER model to test the accuracy of the 

forecasting ETHER models based on different times of the day, varying environmental conditions 

and seasonal variation influence. Figure VII-1 shows the success ratio results for the Day and 

Night Models within 1 degree F of measurements.  

 

Figure VII-1: Success Ratio Results within 1 degree F for Day & Night ETHER Models 

The structure of the Day Models are ARIMA (0,1,18), (0,1,5), (0,1,0), (2,1,2) and the structure of 

the Night Models are ARIMA (0,1,0), (0,1,1), (0,1,0), (1,1,5), respectively. The Day Models 

show a success ratio of 66% or higher within the 1
 
degree F comfort band and the Night Models 

with a success ratio of 82% or higher within the 1
 
degree F comfort band. The Day Models 

produce the lowest prediction accuracy; however, this may be due to other factors (i.e., magnitude 

of missing data within the dataset, opening windows and/or doors for natural ventilation, electric 
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fans used for cooling, electric heaters used for space heating, etc.). Experiments were conducted 

with the additional interior temperature sensor (i.e., Sensor T11) that was highly impacted by 

solar loading conditions to represent the direct solar radiation into the building structure; 

however, the results of prediction accuracy were not improved. 

In literature, many researchers are concerned with forecasting accuracy within 2 degree C and 3 

degree C of measurements. Measurements recorded in literature are reported with units of Celsius 

and the measurements recorded in our work are reported with units Fahrenheit. Evaluation tests 

have been conducted to compare the forecasting accuracy of our models to be within 2 degree F 

and 3 degree F as well. However, for the purposes of comparison, the magnitude of the error 

predictions is examined.  

Mathews et al. performed hourly comparisons between predicted and measured interior 

temperature using a RC thermal network design model [28]. The results showed that more than 

80% of predictions are within 2 degree C of measurements and more than 95% of predictions are 

within 3 degree C of measurements [28]. Figure VII-2 shows the results for the Day and Night 

Models within 2 degree F of measurements.  

 

Figure VII-2: Success Ratio Results within 2 degree F for Day & Night ETHER Models 
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The forecast accuracy for the Day Models is more than 85% within 2 degrees F of measurements 

and the forecast accuracy for the Night Models is more than 86% within 2 degree F of 

measurements. Figure VII-3 shows the results for the Day & Night ETHER within 3 degree F of 

measurements.  

 

Figure VII-3: Success Ratio Results within 3 degree F for Day & Night ETHER Models 

The forecast accuracy for the Day Models is more than 97% within 3 degrees F of measurements 

and the forecast accuracy for the Night Models is more than 98% within 3 degrees F of 

measurements. From the results shown, the Day and Night ETHER models produce highly 

comparable results with those presented by Mathews et al.  

The measure of effectiveness, defined by (11), serves as the tradeoff metric to identify the 

percentage measure of accuracy to stay within the 1 degree F temperature bounds (i.e., success 

ratio) divided by the number of variables used for model development and forecasting.  

                                       
             

           
                                  (11) 
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Figure VII-4 illustrates the measure of effectiveness results for the Day and Night ETHER 

models.  

 

Figure VII-4: Measure of Effectiveness Results for the Day & Night ETHER Models 

The rule of thumb for the measure of effectiveness metric is the higher the percentage, the better. 

There are a total of thirty-one independent variables used as model parameters to develop the 

ETHER models. In our research, we want to develop the best fit models with the fewest number 

of parameters to minimize data discrepancies, reduce the magnitude of data, and increase model 

accuracy by decreasing the correlation amongst the variables.  

The prediction error (PE), defined by (12), is the difference between the actual time series data 

collected from the residence and the forecasts generated by the multivariate time series ETHER 

models.  

                                                                                                                                         (12) 

The prediction error is a statistical indicator that provides the size of the obtained error, positive 
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error metrics. The subsequent equations were discussed previously in the above section; however, 

these equations are highlighted here for understanding its mathematical relevance to our work.  

The RMSE, defined by (13), is the square root of the sum of the squares of the prediction errors.   

                                                              
   

 
                                              (13) 

The MAPE, defined by (14), is the average resultant percentage error used to compare different 

predictions.   

                                                                               
     

         
      

                                        (14) 

The MAE, defined by (15), is the average absolute difference between the actual time series data 

and the forecasts.  

                                                  
       

   

 
                                                          (15) 

All six of the goodness of fit metrics help to analyze and determine the accuracy of the developed 

models and its forecast capabilities. In addition to the success ratio and measure of effectiveness 

metrics, an evaluation of the accuracy of the ETHER models were also tested using the PE, 

RMSE, MAPE and MAE metrics. Table VII-2 shows the prediction accuracy of the Day and 

Night Models specifically highlighting the following goodness of fit metrics: PE, MAPE, RMSE, 

and MAE.  
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Table VII-2: Prediction Accuracy Results for Day & Night ETHER Models 

 

The largest prediction error above the measured interior temperature is 3.6 degree F in the Day 

(Hot) Model and the largest prediction error below the measured interior temperature is -3.9 

degree F in the Night (Hot) Model. Explicitly comparing the prediction performance results of the 

Day Models versus the Night Models in all six of the goodness of fit metrics, the Night Models 

perform quite well compared to the Day Models. The rationale behind the accuracy of prediction 

for the Night Models could be due to the uniformity of activity patterns within the residence at 

night during the off-peak hours. In addition, overall, the average interior temperature error in the 

Day and Night Models is well below 2 degree F, which is the typical interior temperature 

variation limit in the literature.   

B. Assumptions 

Since demand parameters vary from one residence to the next, using observational data for model 

development is very useful to factor in seasonal variation, deterioration of structural materials and 

the fluctuation of heating and cooling requirements [54]. Using 70% of the observation data to 

develop the ETHER models presents a feasible way to predict interior conditions over a short 

duration of time. In fact, the ETHER models demonstrate the ability to predict interior conditions 

while maintaining a desired comfort level for the occupants with 1 degree F of measurements. 

 Models MAPE (%) RMSE (
o
F) MAE (

o
F) PE Maximum (

o
F) PE Minimum (

o
F)

Day (Hot) 1.2 1.3 0.9 3.6 -2.3

Day (Warm) 1.0 1.2 0.8 3.5 -1.6

Day (Cool) 0.7 0.7 0.5 1.7 -2.0

Day (Cold) 0.7 0.9 0.5 2.0 -2.4

Night(Hot) 1.3 1.4 1.0 1.0 -3.9

Night (Warm) 0.6 0.6 0.5 1.7 -1.5

Night (Cool) 0.3 0.4 0.3 1.4 -0.8

Night (Cold) 0.5 0.4 0.3 0.8 -0.7
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The ETHER models can also assist in studying how changes in energy consumption can impact 

thermal comfort while trying to achieve demand response. 

The presented validation results showed that the Day and Night ETHER models are able to 

maintain a good level of prediction accuracy of the interior conditions within the residence. There 

are, however, four assumptions that were made for model validation purposes of our research.  

 70% of the data used for training is enough data to recognize activity recognition patterns 

that deal with the optimization of loads and varying environmental conditions. 

 The predictive error bound should be equivalent to the setpoint swing (1 degree F) of the 

digital thermostat to maintain the interior temperature at a thermal comfort level within 

the residence. 

 The selected forecast period (i.e., up to 6 hours) is an acceptable duration of time to allow 

for modifications of load appliances to reduce energy consumption. 

 The forty-five sensors used to collect measurements were strategically placed to capture 

the essential influential behavior of the environment within the residence. 

Thirty-one out of the forty-five sensors are being used as model parameters for development of 

the ETHER models.  Even though the goodness of fit metrics results in errors that are within our 

bounds, we would like to maintain the same level of accuracy or better while reducing the 

number of parameters and as a result, the magnitude of data. Accuracy of model predictions can 

provide the consumer with reliable information to make decisions in regards to energy usage and 

how best to achieve cost savings. In the next chapter, we will take a look at the evaluation of 

different model approaches to increase the accuracy of model predictions while minimizing the 

number of model parameters. 
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VIII. Evaluation Approaches 

The evaluation approaches used throughout this research are known as model reduction 

approaches. These approaches are designed to increase the accuracy of the model predictions to 

remain within the evaluation bounds (i.e., 1 degree F of measurements) by decreasing the number 

of variables and reducing the magnitude of data used for model development. The ability to make 

predictions successfully is important to providing reliable information to an intelligent framework 

to enhance decision making opportunities on behalf of the consumer. A set of eight forecasting 

Evaluation of Thermal Response (ETHER) models have been developed, with each model 

reduction approach using observational data from a residence to predict interior conditions over a 

6 hour forecast horizon. The advantage of being able to forecast conditions for the consumer will 

allow the opportunity for energy management practices and implementation of control strategies 

to reduce energy consumption and achieve cost savings.  

As noted earlier, the observation data is recorded on a minute to minute basis by forty-five 

sensors within the residence. This presents a significant challenge in that the quantity of data 

within the dataset as well as the collection of sensors used to obtain the data can be redundant or 

highly correlated in nature. If this challenge is ignored 1) over-monitoring due to an abundance of 

sensors will continue, 2) energy usage will continue to increase from lack of insight and 3) 

demand response may not be achieved. In an effort to obviate the impact of correlation amongst 

the variables, there are four model reduction approaches that are examined to evaluate the 

tradeoff between prediction accuracy and the reduction of information. 

The three model reduction approaches that will be discussed in detail in this chapter are: 1) the 

Statistical Package for Social Science (SPSS) Approach, 2) the Reduced Variable Approach and 

3) the Select (Reduced) Variable Approach. During the data preparation and processing phase, 

thirty-one sensors (which are referred to as variables in this research), were identified to be used 

as independent variables for model development. The remaining fourteen sensors excluding one 
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(i.e., Sensor T11) were averaged into a composite function to serve as the dependent variable 

(i.e., interior temperature with no solar loading). All of the model reduction approaches were 

examined in the SPSS software application tool, resulting in both controllable and uncontrollable 

demand parameters used for model development, forecasting and analysis purposes.  

A. Baseline Approach 

The SPSS Approach is the baseline approach used in this research. This approach is divided into 

three phases: 1) Import Phase, 2) Model Development Phase and 3) Forecasting Phase. All the 

variables shown in the Chapter IV as input sensors are used for model development through the 

use of built-in applications in the SPSS tool; the best fitting models are produced and used for 

forecasting.  

A.1. Import Phase 

In the import phase, the data is imported into the SPSS 16.0 for Windows® tool as a comma 

delimited file (i.e., CSV) as shown in Figure VIII-1.  The utilization of the CSV file format makes 

for a smooth data transfer into the SPSS tool. Prior to the transfer of data, the composite function 

for the dependent variable has previously been calculated in an Excel spreadsheet.  

 

Figure VIII-1: CSV File Format into SPSS 

A.2. Model Development Phase 

In the model development phase, the SPSS tool has a built-in procedure known as the Time 

Series Modeler, shown in Figure VIII-2.  
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Figure VIII-2: Time Series Modeler with Dependent and Independent Variables 

The Time Series Modeler is used to create models and produce forecasts [60]. All the variables 

that are present in the CSV file are shown within the Time Series Modeler for selection to 

facilitate the process of model development. This procedure includes an operating method, known 

as the Expert Modeler, which automatically determines the best fitting model based on the 

identified data series (i.e., dependent and independent variables). One of the advantages of using 

the Expert Modeler is that it eliminates the need for an analyst to use trial and error methods to 

identify an appropriate and acceptable model. Based on the indicated independent variables (i.e., 

thirty-one variables), the Expert Modeler selects the independent variables that have a statistically 
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significant relationship with the dependent variable series (i.e., interior temperature) based on 

outside temperature and time of day conditions [60]. The SPSS Approach allows the Expert 

Modeler to select and in most cases reduce the number of independent variables that are used for 

model development and forecasting purposes. 

A.3. Forecasting Phase 

Once the fitted model structure has been identified with the Expert Modeler, SPSS uses this 

model structure for forecasting up to 6 hours in advance. The developed model is exported and 

saved as an extensible markup language file (i.e., XML file) that stores all of the selected 

independent variables that make up the constructed ETHER model based on varying specified 

conditions. For the forecasting phase, the SPSS tool has a built-in procedure known as Apply 

Times Series Models, shown in Figure VIII-3. This procedure allows the developed ETHER 

model to be applied to predict interior temperature conditions over a 6 hour forecast horizon on 

more current data. 
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Figure VIII-3: Apply Time Series Models 

With the Apply Time Series Model procedure, the structure and the independent variable 

predictors (i.e., model parameters) for the developed ETHER model remains the same; the only 

variation is the change in the coefficients of each model parameter. Therefore, the models are not 

rebuilt. This further enables the Apply Time Series Model to save processing time to obtain 

prediction results. With a new active dataset or more current data imported into the SPSS tool, the 

“Reestimate from data” option is always selected to incorporate the changes in the load 

consumptions profiles, temperature and humidity values, etc. An assumption is made that the new 

dataset has the same variable names as those used in the model development phase.  If not, a new 

model will need to be developed to incorporate for the changes in the variable name. 
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A.4. Model Development & Forecasting Automation 

One of the stated goals of this research is to automate the model development and forecasting 

process to produce self-constructing and self-refining models to predict interior temperature 

conditions within the residence to maintain comfort levels. The development process of the 

predictive ETHER models is fully automated through the use of SPSS. The automation of the 

model development process alleviates the manual entry of data into SPSS, the selected processes 

for model development as well as the updating of forecasts when actual data becomes available.   

SPSS has its own command language that can be used to automate the process for model 

development and forecasting. A syntax file has been scripted which extracts data (i.e., 

temperature, humidity, carbon dioxide measurements, etc.) in a CSV file format and imports the 

data into SPSS where the data is processed in order to develop a time series model that represents 

the conditions of the residence. The command language syntax code has been written and 

generated for all three phases (i.e. data import, model development and forecasting). The syntax 

code for data import, model development and forecasting can be found in Appendix B through 

Appendix D, respectively. 

The automation process of the data import into SPSS is shown in Figure VIII-4.  The flowchart 

depicts the process used to read data into SPSS from the CSV file and format the values and 

variables accordingly for readability. Under the Identification of Variables header, there are three 

items listed to identify the data that is being read into SPSS. The variable type corresponds to a 

numeric, decimal, string, date, scientific notation, etc; decimals represent the number of 

significant digits after the decimal for the variable value and measure labels if the variable is a 

scalar, ordinal or nominal value. An assumption is made that all the dependent and independent 

variable values are scalar and numeric. The data import process has been validated based on the 

results obtained from manual data entry and pre-processing procedures. 
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Figure VIII-4: Data Import Procedure into SPSS 

The flowchart, shown in Figure VIII-5, shows the steps of creating the time series model structure 

in SPSS. The dependent and independent variables are selected based on the desired output for 

the residence. In our research, the dependent variable is the interior temperature and the 

independent variables are the remaining controllable and uncontrollable variables. Once the 

variables are identified for model development and the process has been executed, the fitted 

model structure is saved for forecasting purposes. 

 

Figure VIII-5: Model Development Steps in SPSS 

The ETHER forecasting process is a cyclic process which highlights the sequence of steps that 

are taken to constantly refine parameters as actual data becomes available, shown in Figure 

VIII-6. We envision real time data being collected from the input sensors to supply information to 

the set of ETHER models related to the independent and dependent variable series. The 
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parameters can then be re-estimated based on the actual data received prior to forecasting. As an 

input into the ETHER model, load profiles will be imported into the models for forecasting 

evaluation of the interior conditions in order to manage energy consumption to achieve demand 

response. Therefore, when actual data becomes available after a forecasting period, the data can 

be read into SPSS and the parameter coefficients and parameter values can be updated.  This 

allows for constant refinement of the parameters.  

 

Figure VIII-6: ETHER Model Forecasting Process 

Automation of the three phases highlighted within the SPSS Approach is essential for the 

remaining three model reduction approaches. The challenge with this approach is that SPSS does 

not automatically check for variables that are highly correlated, which is also referred to as 

multicollinearity. Multicollinearity means there is a strong linear relationship amongst the 

independent variables. As a result, it identifies some variables as statistically insignificant when 
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they should be significant [64]. Multicollinearity will not impact the model’s reliability; however, 

it will impact the selected predictors (i.e., independent variables) to be used for model 

development and forecasting. In addition, multicollinearity makes it difficult to assess the 

importance in determining the dependent variable series (i.e. interior temperature) [65]. In an 

effort to assist in the mitigation of the multicollinearity risk, a reduced variable approach has been 

developed to check for correlation amongst the variables during a preliminary evaluation and 

observe the anticipated increase in the model prediction accuracy. 

B. Reduced Variable Approach 

The reduced variable approach was designed to identify and obviate multicollinearity amongst the 

independent variables in an effort to reduce the number of variables that will be used to develop 

the ARIMA time series ETHER models. The reduced variable reduction approach has been 

divided into a total of three reduction methods: 1) Data Source Correlation, 2) Regression 

Collinearity Diagnostics - Variable Inflation Factor (VIF) and 3) Significance (p-value) indicator. 

The methodology of the reduced variable approach is shown in Figure VIII-7.  Each method is 

conducted within SPSS prior to model development.   

Initially, the reduction process was conducted manually to be later automated to reduce the 

tedious tasks of evaluating each model parameter for reduction. We found that the reduction 

methods are acceptable for identifying the main influential variables of the dependent variable 

series as well as the reduction of variables.  In addition, the variable reduction process benefited 

the research by providing insight on the identifying the top five variables (i.e., exterior 

temperature, interior humidity, exterior humidity, carbon dioxide and HVAC) that impact the 

interior temperature conditions. Due to these findings, the beginning phases of the variable 

reduction process have been automated using SPSS syntax code located in Appendix D. The 

variable reduction procedure was not automated in entirety due to the fact that the process did not 

eliminate the same sensors from all the developed ETHER models; however, the approach was 
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beneficial in identifying the main model parameters (i.e., top 5 variables) within each ETHER 

model.  
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Figure VIII-7: Variable Reduction Flowchart Methodology 
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B.1. Data Source Correlation Method 

The data source correlation method groups each data source into the same construct.  There are a 

total of six data sources (i.e., humidity, power consumption, exterior temperature, solar hot water 

temperature, carbon dioxide measurements and water flow) detailed in Chapter IV. The purpose 

of data source correlation method is to identify the variables that are of the same type or same 

scale to reduce the redundancy of information up front. A bivariate correlation test is performed 

in SPSS which identifies a strong (i.e., > = .85) or weak (i.e., < .85) correlation amongst the 

independent variables of the same construct. Lani [66] states the strength of a correlation ranges 

between the absolute value from 0 to 1; the closer the correlation is to 1, the stronger the 

relationship and the closer the correlation is to 0, the weaker the relationship. For purposes of the 

ETHER models, .85 has been selected as the cutoff correlation measure. If there is a weak 

correlation amongst all the variables, the independent variables are stored to be used in the next 

reduction method.  However, if there is a strong correlation, the variables are averaged together to 

create a composite function. This composite function is in turn used in the next reduction method.  

An example of the SPSS output [60] for the bivariate correlation reduction method is shown in 

Table VIII-1.  

Table VIII-1: Bivariate Correlation Results with the CO2 variables 

 

The Pearson coefficient gives the bivariate correlation measure which quantifies the strength 

between the variables.  The sig (2-tail) value represents the significance factor of the correlation. 
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The N represents the total number of observations for each variable used in the correlation 

reduction method. From the correlation matrix results in Table VIII-1, it can be observed that the 

first floor CO2 sensor and the second floor CO2 sensor are highly correlated with one another. As 

a result, these two variables would be averaged together to form a composite function.  This 

method helps reduce the number of variables used for model development and in turn minimize 

the amount of data. 

B.2.       Variance Inflation Factor (VIF) Method 

The second method used to help assess multicollinearity is the Regression Collinearity 

Diagnostics - Variance Inflation Factor (VIF).  The VIF measurement is obtained by running the 

linear regression collinearity diagnostics option in SPSS. The VIF measures multicollinearity in 

the model which indicates that the variable is almost a perfect linear combination of the 

independent variables already in the equation and that it should not be added to the regression 

equation [67]. The purpose of the VIF method is for further reduction of the variables to reduce 

redundancy amongst the independent variables. This method compares each independent variable 

to the remaining variables to test for correlation; however, in the data source correlation method, 

each variable is compared through a pair-wise (e.g. one-on-one) process. Therefore, each 

independent variable has a VIF value. VIF is defined by the following equation: 

                                                                         
 

                                                                          (16)                                                                 

where   indicates the correlation coefficient which is obtained by regressing each variable on the 

remaining independent variables or predictors [68]. 

There is no formal standard or consensus amongst statisticians for determining the magnitude of 

the VIF value that identifies the presence of multicollinearity; however, a crude rule of thumb, 

according to [69], [70], [71], suspects that a VIF greater than 10 represents severe 

multicollinearity. This rule has been noted in scholarly articles and statistical textbooks [72]. 
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Studies have also shown that a VIF value around or greater than 5 also signifies evidence of 

multicollinearity [64].  For our model reduction approaches, if the VIF value is greater than 5.0, 

the independent variable is removed and the method is repeatedly executed until all VIF values 

are less than 5.0. Therefore, a VIF value from 1.0 to 5.0 indicates a statistical significance to the 

acceptable model. The remaining variables are then used in the next reduction method. 

B.2.1 Case Study: Modification of VIF Cutoff 

Dr. Xitao Fan, currently the Chair Professor and Dean at the University of Macau in China and a 

former professor here at the University of Virginia, suggested that a case study be performed on 

the dataset to the identify the VIF cutoff due to the lack of formal standards used to indicate 

multicollinearity.  The model reduction approaches used in this research were discussed with Dr. 

Fan and validated per the following response, “Your approach of combining variables with strong 

correlations is correct, assuming that the variables being combined measure the same or similar 

construct.  In addition, VIF should give you very good indicate on about which variables should 

be considered as candidates for further removal.” Due to Dr. Fan’s statistical expertise, he 

suggested that a VIF value of 2.0 be considered “to make the decision for removal of correlated 

predictors.” The VIF value gives a factor of the how much the standard error will need to be 

inflated by to determine the regression coefficient (i.e., if the VIF value is a factor of 5.0, the 

standard error will be 5.0 times larger compared with the situation when the predictors are not 

correlated). 

A case study was performed to evaluate the results with a VIF value of less than or equal to 2.0 

and a VIF value of less than or equal to 5.0 (i.e., VIF < = 2.0 vs. VIF < = 5.0). With a VIF value 

of less than or equal to 2.0, more variables will be removed which means there will be a 

significant reduction in information used for model development and forecasting.  This case study 

helps to identify how sensitive the model prediction results are to the reduction of information. In 

Figure VIII-8, the success ratio results are shown using the Daylight Savings technique for the 
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Daytime models after reducing the variables using the Variable Reduction Methods. As observed, 

the VIF value of less than or equal to 5.0 resulted in marginally better predictions to stay within 

the 1 degree F of measurements bound out of the eight test cases tested for both procedures. 

Therefore, a VIF of less than or equal to 5.0 is used as the factor of choice for the additional 

models and test and evaluation procedures. 

 

Figure VIII-8: VIF Cutoff Evaluation Results 

B.3.       Significance (p-value) Method 

The significance (p-value) indication method is the third method for variable reduction.  This 

method is obtained by running a linear regression test on the remaining variables to observe their 

influence of the dependent variable (i.e. interior temperature). The purpose of the significance (p -

value) method gives an indication of the impact the each independent variable has on the 

dependent variable. The significance factor in SPSS has been set to .05 which means there is a 

95% confidence that the independent variable has a significant impact on the dependent variable.  

If the significance factor is very small (i.e., less than .05) then the independent variable has a 

significant influence on the dependent variable [73]. However, if the significance factor is large 
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(i.e., greater than .05) then the independent variable has no significant influence on the dependent 

variable. Therefore, if the significant factor value is greater than .05, the independent variable can 

be removed from any further evaluation. This method is repeatedly executed until all significance 

values are less than or equal to the confidence level.   

C. Select (Reduced) Variable Approach 

The select (reduced) variable approach is an extension of the reduced variable approach. 

However, in this approach, the water flow rate variables and the solar hot water temperature 

variables are removed during a pre-analysis procedure (i.e., intuitive engineering decision) to 

identify which variables provide minimal influence to the dependent variable series. Taking a 

holistic view of the residence, the water flow rate variables are binary in nature and the solar hot 

water is stored in insolated tanks; neither of which produce any meaningful information nor 

contributes to the dependent variable series.  

D. Case Study – Comparison of Evaluation Approaches 

To test the accuracy of the ETHER models, the three model reduction approaches were evaluated 

based on outside temperature and time of day conditions.  Approach 1 is referred to as the “SPSS 

Approach”; this is the baseline approach. In this approach, all the data for thirty-one independent 

variables are imported into SPSS and used to create the best fit model for each dataset. Approach 

2 is referred to as the “Variable Reduction Approach”. In this approach, the thirty-one 

independent variables are reduced based on the variable reduction procedure above in Figure 

VIII-7. After the variable reduction procedure has been executed, the remaining variables are 

imported into SPSS and then used to create the best fit model for each dataset.  Approach 3 is 

referred to as the “Select (Reduced) Variable Approach”.  In this approach, the water flow rate 

variables and the solar hot water temperature variables are removed during a pre-analysis 

procedure (i.e., intuitive engineering decision) to identify which variables provide minimal to no 
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influence on the dependent variables series. The remaining independent variables (i.e., power 

consumption loads, exterior temperature, humidity and carbon dioxide measurements) are then 

reduced based on the variable reduction procedure and imported into SPSS to create the best fit 

model for each dataset. 

One of the research goals in this dissertation is to reduce the number of variables used in the 

model development process; thus, a closer look at all three model reduction approaches for the 

Day and Night ETHER Models are required to determine which approach produces the best 

model prediction results. The goodness of fitness measures that were explained in Chapter VII 

were also used as evaluation metrics.  

Table VIII-2 shows the prediction accuracy given by the goodness of fit measures (i.e., MAPE, 

RMSE, MAE, Maximum PE and Minimum PE) for each Day Model using the Daylight Savings 

technique. The goodness of fit measures represents the size of error that is obtained using the 

different outside temperature and time of day ETHER models. From the values observed, the 

Select (Reduced) Variable Approach produces the best model prediction accuracy for all of the 

Day Models. 

Table VIII-2: Model Reduction Approaches – Goodness of Fit Measures for Day Models 

 

 Day Models Approaches MAPE (%) RMSE (
o
F) MAE (

o
F) 

PE Max 

(
o
F) 

PE Min 

(
o
F) 

H
o

t 

SPSS  1.2 1.3 0.9 3.6 -2.3 

Reduced Variable 0.9 1.0 0.7 3.0 -1.1 

Select (Reduced)  0.8 0.9 0.7 2.3 -1.3 

W
ar

m
 SPSS  1.0 1.2 0.8 3.5 -1.6 

Reduced Variable  1.3 1.3 1.0 3.2 -1.1 

Select (Reduced)  0.9 1.1 0.7 3.2 -1.2 

C
o

o
l SPSS  0.7 0.7 0.5 1.7 -2.0 

Reduced Variable  0.9 0.9 0.6 1.9 -2.8 

Select (Reduced)  0.7 0.6 0.5 1.9 -1.5 

C
o

ld
 SPSS  0.7 0.8 0.5 2.0 -2.4 

Reduced Variable  0.8 0.9 0.6 2.4 -2.5 

Select (Reduced)  0.8 0.9 0.5 2.3 -2.6 
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Figure VIII-9 shows the success ratio comparisons between the three model approaches in the 

Day Models. The success ratio indicates the performance accuracy of the model reduction 

approaches within each ETHER model. All the models have a success ratio of more than 66% 

within 1 degree F of measurements.  

 

Figure VIII-9: Model Reduction Approaches – Success Ratio for Day Models 

Figure VIII-10 looks specifically at the measure of effectiveness amongst the three approaches. 

This measure shows the comparison of the quality of the models to predict with a varying number 

of predictors (i.e. independent variables) used for model development and forecasting. With a 

reduction in variables, the magnitude of data is decreased and in addition, it helps the analyst 

determine the minimal number of variables that are required to obtain accurate model predictions. 

This will decrease over-monitoring of the residence and processing time for development and 

analysis. As observed, amongst the three approaches, the Selected (Reduced) Variable Approach 

results in the lowest number of predictors (i.e., independent variables) to be used for model 

development and forecasting. It can be seen from Table VIII-2 and Figure VIII-9 that the Select 
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(Reduced) Variable Approach produces good results overall; producing accurate predictions with 

the fewest number of variables. 

 

Figure VIII-10: Model Reduction Approaches - Measure of Effectiveness for Day Models  

Table VIII-3 shows the prediction accuracy using the three model reduction approaches for the 

Night Models.  

Table VIII-3: Model Reduction Approaches – Goodness of Fit Measures for Night Models 

 Night Models Approaches MAPE (%) RMSE (
o
F) MAE (

o
F) 

PE Max 

(
o
F) 

PE Min 

(
o
F) 

H
o

t 

SPSS  1.3 1.4 1.0 1.0 -3.9 

Reduced Variable 1.0 1.0 0.8 1.4 -3.1 

Select (Reduced)  1.0 1.1 0.8 1.0 -3.5 

W
ar

m
 SPSS  0.6 0.6 0.5 1.7 -1.5 

Reduced Variable  0.7 0.7 0.5 1.7 -1.5 

Select (Reduced)  0.7 0.7 0.6 1.8 -1.5 

C
o

o
l SPSS  0.3 0.4 0.3 1.4 -0.8 

Reduced Variable  0.4 0.4 0.3 1.5 -0.8 

Select (Reduced)  0.4 0.4 0.3 1.7 -0.7 

C
o

ld
 SPSS  0.5 0.4 0.3 0.8 -0.7 

Reduced Variable  0.5 0.4 0.3 0.9 -0.7 

Select (Reduced)  0.5 0.4 0.4 1.0 -0.7 
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It can be seen in Table VIII-3 that even with a significant reduction in information, both the 

Reduced Variable and Select (Reduced) Variable Approaches resulted in comparable and 

minimal prediction errors compared to the baseline SPSS Approach.  

Figure VIII-11 and Figure VIII-12 show the success ratio and the measure of effectiveness 

comparisons between the three model approaches in the Night Models, respectively. The success 

ratio and the measure of effectiveness results are shown to indicate the performance accuracy of 

the model reduction approaches within each ETHER model. All the models have a success ratio 

of more than 75% within 1 degree F of measurements. The success ratio for the Night Models are 

highly comparable with one another; however, from observing the measure of effectiveness 

graph, amongst all three approaches, the Selected (Reduced) Variable Approach results in the 

lowest number of predictors (i.e., independent variables) to be used for model development and 

forecasting. Even though the success ratio results are similar, the Select (Reduced) Variable 

Approach produces accurate predictions with the fewest number of variables.  

 

Figure VIII-11: Model Reduction Approaches – Success Ratio for Night Models 
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Figure VIII-12: Model Reduction Approaches - Measure of Effectiveness for Night Models 

Aforementioned, the objective of the developed ARIMA time series ETHER models is to provide 

prediction accuracy for the interior temperature conditions to be within 1 degree F of 

measurements, more than 65% of the time, over a 6 hour forecast horizon using the model 

reduction approaches. By obtaining accurate predictions, the ETHER models can be used to 

provide insightful information to the consumers or as part of an intelligent framework to make 

timely decisions in an effort to achieve residential demand response.  

Through the evaluation of the model reduction approaches, it became apparent that the Select 

(Reduced) Variable Approach produced the best model prediction results and resulted in 

containing the lowest number of predictors for model development. In the next section, the 

ETHER models developed from the Select (Reduced) Variable Approach is compared to the 

model development of using the top five variables that were common amongst all the developed 

ETHER. 
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E. Case Study – Select (Reduced) Variable Approach vs. Top 5 

Variables 

The top five variables (i.e. exterior temperature, interior humidity, exterior humidity, carbon 

dioxide and the HVAC components) were observed across all the Day and Night ETHER models 

that were developed during the variable reduction process.  These variables were noted as the top 

five due to their continuous presence within each model as well as their statistical significance 

factors. The advantages of using the top five variables are the reduction of sensors located in the 

residence which eliminates the challenge of over-monitoring, the decrease in the processing time 

for model development and forecasting and the elimination of the same variables across all the 

developed ETHER models. These advantages satisfy all the specified points for the variable 

reduction goal.  

The objective of this case study was to evaluate the accuracy of the model predictions by using 

the Select (Reduced) Variable Approach rather than the top five variables that provide a 

significant influence to the interior temperature conditions within the residence. Interior 

temperature conditions controlled by a heating, ventilation, and air-conditioning (HVAC) system 

within a building structure allows occupants to maintain their desired thermal comfort zone [80]. 

Thermal comfort can be defined as “a condition of mind that expresses satisfaction with the 

thermal environment” [81]. It has been observed that thermal comfort depends on a range of 

environmental, personal and behavioral factors. For example, clothing, age, air temperature, 

humidity, air movement, activity levels (e.g., working out, cleaning, and arguments, etc.) can be 

contributing factors of thermal comfort. Since the interior temperature within a building structure 

is highly influenced by variations of outside conditions as well as interior factors [82], the top 5 

variables, also referred to as the five thermal comfort variables, were identified as model 

development parameters to test for model prediction accuracy using the ARIMA process. In 

Figure VIII-13 and Figure VIII-14, the success ratios for the Day ETHER Models and Night 
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ETHER Models are evaluated by using the Select (Reduced) Variable Approach and the top five 

variables, respectively.   

 

Figure VIII-13: Select (Reduced) Variable Approach vs. Top 5 Variables – Day Models 

 

Figure VIII-14: Select (Reduced) Variable Approach vs. Top 5 Variables – Night Models 

Both approaches present comparable results for model prediction accuracy with more than 70% 
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between the prediction accuracy and the number of variables used for model development.  In 

some instances, the top five variables produce slightly better results. But, in most cases, the Select 

(Reduced) Variable Approach outperformed the top five variables; however, it does not align 

with all the specified points of achievement established for the variable reduction procedure. Yet, 

the top five variables approach uses the same variables to develop each ETHER model as well as 

it produces results that are more than 65% within 1 degree F of measurements, which is the 

baseline prediction accuracy chosen for this research. For further analysis of the Top 5 Variables 

Approach, in the next chapter, an evaluation of additional datasets will be examined to validate 

the Top 5 Variables Approach as well as the overall methodology and techniques used to 

construct the ETHER models. 
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IX. Evaluation of Additional Datasets 

In this section, our methodology is tested on data obtained from the Pavilion II residence and the 

University of Virginia Art Museum (i.e., Bayly Museum) with the Top 5 Variables Approach. 

The data was supplied by Scott Martin, a facilities management representative. A year of data 

(i.e., CY2011) is used to create each model using the Daylight Savings Time technique for each 

building. The data is collected on a fifteen minute basis rather than the minute to minute basis that 

was used for our baseline residence. Seventy percent of the data is used to train the models, while 

the remaining thirty percent is used for testing. None of the data used during the training phase is 

used in the test and evaluation phase of the models. Validation of the methodology and newly 

developed evaluation of thermal response (ETHER) models has been carried out by comparing 

the output data with the actual data collected for the interior temperature conditions. 

Both buildings are located on the grounds of the University of Virginia in Charlottesville, VA. 

The buildings vary in square footage, the number of rooms, and the construction materials in 

comparison to our baseline residence. Our baseline residence consists of two floors and a 

basement which includes three bedrooms, two bathrooms with a combination living/dining and 

kitchen area. The finished area of the home (excluding the basement) is approximately 1,244 

square feet.   

As previously mentioned, the top five variables are: exterior temperature, exterior humidity, 

interior humidity, carbon dioxide measurements, and the HVAC component. The buildings are 

equipped with sensors that align with the top five variables extracted from our baseline dataset, 

excluding the carbon dioxide measurement sensors. As a result, there are a total of four variables 

that is used for model development. The exterior temperature and exterior humidity data was 

collected by sensors at the Leake Building (i.e., the facilities building) that is also located on 

campus grounds.  
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A. Pavilion II 

The Pavilion II building was built in 1826 and has a gross square footage of 7,610. The building 

is equipped with four zone temperature sensors and four humidity sensors. The four zone 

temperature sensors are averaged together to create the interior temperature variable. The four 

humidity sensors are also averaged together to create the humidity variable for the entire space. 

The chilled water and the medium temperature hot water components are viewed as the source of 

cooling and heating for the building, respectively. The composite function of the chilled water 

and medium temperature hot water components is equivalent to the HVAC component for our 

baseline residence.  

During the data cleaning and pre-processing phases, it was observed that approximately 1% of the 

data was missing from the dataset. This could have been due to sensor malfunctions or recording 

errors. To align with the techniques used in our baseline dataset, the missing data or blanks found 

in the dataset were omitted. 

Eight ETHER models were developed based on the Daylight Savings Time technique to predict 

interior temperature conditions over a 6 hour forecast horizon. Figure IX-1 shows the results of 

succession to remain within the 1 degree F of measurements. As observed, the Day and Night 

ETHER models perform quite well, resulting in predictions of more than 77%.  
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Figure IX-1: Prediction Accuracy Results for Pavilion II using ETHER Models 

B. Bayly Museum 

The Bayly Museum was built in 1934 and has a gross square footage of 13,469. The building is 

equipped with twelve zone temperature sensors and ten humidity sensors.  Similar to the process 

described for the Pavilion II, the twelve zone temperature sensors are averaged together to create 

interior temperature variable and the ten humidity sensors are averaged together to create the 

interior humidity variable for the entire space. The chilled water and the medium temperature hot 

water components are also viewed as the source of cooling and heating for the building, 

respectively. 

During the data cleaning and pre-processing phases, it was observed that less than .5% of the data 

was missing from the dataset. Compared to the other two datasets evaluated in this dissertation 

(i.e., baseline (10% of missing data) and Pavilion II (1% of missing data)), this dataset has the 

lowest percentage of missing data. As a result, it is anticipated that there is a notable increase in 

prediction accuracy using our methodology as compared with the other results. 
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Figure IX-2 shows the results for the Day and Night ETHER models that were developed using 

the data from the Bayly Museum. The eight ETHER models provide a prediction accuracy of 

more than 88% to remain within the 1 degree F of measurements. 

 

Figure IX-2: Prediction Accuracy Results for the Bayly Museum using ETHER Models 

The evaluation of the additional datasets using our outside temperature and time of day 

conditional methodology helped to validate the originality and significance of our approach. The 

three buildings that were evaluated varied in size, year of development as well as structural 

materials. As mentioned earlier, it is difficult and quite expensive to build a “real” model of the 

system (i.e., thermal network design) to include thermodynamic properties of the materials, etc. 

Second, such a “real” model will degrade over time as the real system operation diverges from 

the modeled system. Therefore, our approach of using the observational data to automatically 

build and continually update our ETHER models, allows for addressing both of the limitations 

noted for a “real” modeled system.  
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X. Conclusions 

In this dissertation, we developed a methodology and a set of forecasting evaluation of thermal 

response (ETHER) models (based on an Autoregressive Integrated Moving Average (ARIMA) 

method) to predict interior temperature conditions within a residence. We envision the ETHER 

models to serve as an automated agent of an intelligent framework aimed at enhancing decision 

making opportunities with regards to residential demand response.  

Eight forecasting ETHER models have been constructed based on outside temperature and time 

of day conditions to predict interior conditions up to 6 hours in advance. For purposes of this 

research, time of day refers to day time and night time (i.e., Day (6:00 AM – 7:59 PM) and Night 

(8:00 PM – 5:59 AM)). The outside conditions are based on exterior temperature conditions (i.e., 

Hot (85
o
F +), Warm (70

o
F – 84

o
F), Cool (54

o
F – 69

o
F) and Cold (0

o
F – 53

o
F)). The time of day 

and exterior temperature ranges were selected by utilizing the history weather website for the 

Charlottesville area [4].  

In previous work, thermal response models have been represented as thermal RC networks to 

predict and analyze conditions within a building structure for optimization through simulating 

processes of conduction, convection and radiation in the building under specific environmental 

conditions to achieve energy reduction [1]. Given the increasing demand of energy, price 

scheduling and reduction demand signals are being sent from the utility to the consumer to 

explore optimal energy reduction schemes that can prove to be beneficial to both parties.  As a 

result, our anticipatory controlled thermal response model provides an opportunity to reduce 

electricity expenditures and maintain a level of comfort for the occupants by responding to 

pricing and demand reduction signals that vary at different times during the day [2].  

With the notion of the smart grid, there is a need for an approach on the consumer-side which 

adds further intelligence in order to achieve demand response. Since demand parameters vary 
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from one residence to the next, using observational data for model development is very useful to 

factor in seasonal variation, deterioration of structural materials and the fluctuation of heating and 

cooling requirements [28]. The methodology and forecasting ETHER models present a feasible 

way to predict interior conditions over a short time span and assist in studying the changes in 

energy consumption to achieve demand response. The model structure of the ETHER models 

identifies the controllable and uncontrollable variables that impact the interior conditions during 

the outside temperature and time of day conditions. Ultimately, the multivariate time series 

prediction models can become a basis for predictive control aimed at optimizing load profiles to 

reduce and/or manage energy consumption during demand response periods.  

The research shows that the ARIMA time series method can be used to obtain short-term thermal 

response forecasts to provide insight on comfort levels as well as assisting to identify the 

contributing controllable loads that consume energy and influence interior temperature 

conditions. The advantage of this research is the ability to forecast interior temperature conditions 

and identify contributing loads based on consumption recognition conducted in the residence 

during varying outside temperature and time of day conditions. Validation of the forecasting 

models has been carried out by comparing the models’ output with the actual data collected for 

the interior temperature conditions to be within 1 degree F of measurements. 

The evaluation approaches and techniques chosen to showcase the accuracy of the interior 

temperature conditions provide a successful outlook into which methods produced the best results 

on a consistent basis. Throughout the dissertation, case studies were shown to compare 

techniques and evaluation approaches. The techniques highlighted in this work compared the 

manipulation of the datasets with an increased number of developed models. Out of the five 

model development techniques that were mentioned, the Daylight Savings Time technique 

resulted with the best results. The model reduction approaches presented in this work detailed a 

variable reduction procedure to preclude highly correlated variables and minimize the quantity of 
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data and variables used for model development. Out of the three model reduction approaches, the 

Select (Reduced) Variable Approach provided the best means of prediction accuracy for the 

interior temperature conditions to be within 1 degree F, more than 66% of the time for the Day 

Models and more than 79% for the Night Models, over a 6 hour forecast horizon. In addition, the 

Select (Reduced) Variable Approach resulted in the fewest number of predictors to be used for 

model development without sacrificing prediction accuracy.  

Due to the accurate predictions obtained from the combination of the Daylight Savings Time 

technique and the Select (Reduced) Variable Approach, an investigation was conducted to see 

how comparable the results would be with a more increased reduction of information. The Top 5 

Variables Approach was then investigated for further analysis purposes on additional datasets. 

The Top 5 Variables Approach aligned with one of the goals of our research which was to 

minimize the number of variables and reduce the magnitude of data used for model development 

and forecasting. As shown in Chapter X, the top five variables using the Daylight Savings Time 

technique produced interior temperature conditions to be within 1 degree F, more than 85% of the 

time for the Day Models and more than 77% for the Night Models for Pavilion II. In addition, the 

top five variables using the Daylight Savings Time technique produced interior temperature 

conditions to be within 1 degree F, more than 88% of the time for the Day Models and more than 

91% for the Night Models. After further analysis of the top five variables within each dataset,  it 

was observed that as the number of missing data decreased within the dataset, the prediction 

accuracy for the Day and Night ETHER models increased.  

Our results indicate that the outside temperature and time of day conditional methodology using 

the Daylight Savings Time technique provides a means for prediction accuracy that is acceptable 

for model development and forecasting. The main practical conclusion is that developing the 

ETHER models from observational data assists to continuously adjust demand parameters to 

align with conditions within the residence to predict the interior temperature. 

As a product of this research, we were able to submit two manuscripts for journal publication 
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which are currently under review. These manuscripts highlighted the research methodology and 

model reduction approaches used to develop the ETHER models that predict the interior 

temperature conditions of the residence based on observational data. The titles of the two 

manuscripts are: 

 Submitted/Under review: Craft, S., Williams, R., Marshall, P., Dugan J.B., “Development 

of Forecasting Time Series ARIMA Thermal Response Models to achieve Residential 

Demand Response” 

 

 Submitted/Under review: Craft, S., Williams, R., Dugan J.B., “Model Reduction 

Approaches to Achieve Residential Demand Response” 

 

A. Contributions  

Based on the results achieved in this dissertation, the model development and forecasting 

methods present a compelling case for the applicability of this work thus far. The contributions 

that arise from this work include: 

 The developed modeling methodology identifies the exact load appliances that 

impact the thermal response of the residence. The identification of the controlled 

independent variables is essential for testing the optimal settings which are required 

for achieving demand response. This is different from the approaches proposed in the 

literature which focus mainly on pre-programmed strategies and customer 

preferences for operating appliances. 

 The automation of the modeling process allows for self-constructing and self-

parameterizing models to be created based on data collected from the residence. This 

eliminates the human interference factor and captures the essential data automatically 

for constant refinement. Consequently, based on outside temperature and time of day 

conditions, a model can be selected to give accurate predictions for interior 

temperature conditions. 
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 The variable reduction procedure reduces the number of sensors placed in the home 

to monitor activity within the structure.  This procedure contributes to the end-users’ 

knowledge regarding strategic placement of sensors to obtain useful information on 

the conditions of the residence. 

 The selection of the top five variables allows the consumer to reduce over-monitoring 

of his/her residence, decreases the cost of purchasing sensors for installation and 

presents an analyst with a more straight-forward approach to identify which variables 

are highly significant. 

B. Future Work 

In this section, potential ideas for an expansion of our work will be provided. For future work, our 

methodology and modeling approach techniques can be expanded by: 

 Coding the ARIMA modeling process in an embedded computing device to predict 

interior temperature conditions within a residence based on observational data collected 

from sensors. In Appendix A, information on the statistical algorithms is provided at a 

high level to serve as a roadmap of the process that needs to be executed within the 

embedded environment. This embedded computing device can be programmed to 

develop the ETHER models to serve as a prototype. One area of exploration could 

possibly be to investigate the processing speed and storage space required for continuous 

refinement of the models.  

 Writing a publication of a proposal to utilize the Intelligent Demand Energy Adaptive 

System (IDEAS) framework to bridge together all the demand response models that are 

currently present in literature. At present, researchers have proposed various demand 

response models to reduce energy consumption and achieve cost savings for the 

consumer. The IDEAS framework represents an intelligent agent that can act 

autonomously on behalf of the consumer to make decisions regarding demand reduction 
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to achieve demand response. Bridging together all the literary findings will also serve as 

a survey for the demand response field of study.  

 Performing an in-depth investigation on how humidity impacts the thermal comfort of 

occupants. Researchers can investigate psychometric charts and the effective temperature 

factors to obtain a basic understanding in this area. ETHER models were developed with 

both the interior humidity and interior temperature serving as dependent variables; 

however, in our body of work, these models were tested to observe the impact on model 

prediction results with having the interior humidity variable as a dependent variable 

rather than an independent variable.  

 Performing a sensitivity analysis on the variables used for model development. There are 

total of thirty-one sensors used to collect data.  Out of the thirty-one variables/sensors, 

five were selected as the top variables that influence the interior temperature conditions. 

A sensitivity analysis can be conducted to increase the understanding of why these five 

variables were selected and understand their relationship or influential importance to the 

output variable (i.e. interior temperature). 

C. Summary 

The scope of our work was focused on developing a finite set of low fidelity models using 

observational data to predict interior temperature conditions within the residence based on the 

variations of controllable and uncontrollable factors to aid the consumer in planning for energy 

consumption. The smart grid technologies enable utilities as well as consumers to have an open 

channel of communication in an effort to achieve demand response, especially targeting the 

residential sector. In the traditional utility environment, there are no mechanisms in place to help 

the consumer alter his/her consumption patterns. Literature has proven that if consumers are 

provided with mechanisms to help them observe their consumption, they are more acceptable to 

altering their energy usage.  With the adoption of the Smart Grid, mechanisms are provided to 
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help the consumer alter their consumption patterns to achieve demand response. The ETHER 

models are viewed as mechanisms to enhance the smart grid paradigm on the consumption side. 

With a better understanding of consumption patterns, utilities are able to design demand response 

programs to benefit the residential end-user and take advantage of the best practices within the 

smart grid paradigm. In addition, consumers are more equipped to make decisions regarding the 

reduction of energy usage of specific appliances and devices when mechanisms are provided to 

observe their consumption patterns.  

The ETHER models rely on the transmission of information through the advanced metering 

infrastructure to add value to the consumer. The external signals which are transmitted from the 

utility are received by an in-home controller or smart meter which sends alerts to the ETHER 

models to predict interior temperatures based on changes made to contributing loads within the 

building. The interior temperature is considered as the primary indicator for the achievement of 

thermal comfort. Thermal comfort is determined by a number of factors (i.e., gender, health 

status, humidity, etc.). Due to this fact, estimating thermal comfort levels is rather complex 

because of the subjective nature of the influential variables and the response of the individuals. 

Thus, using an outside temperature and time of day methodology coupled with the development 

of ETHER models using the ARIMA process presents a viable case for utilization of interior 

temperature prediction. 

The ETHER models are designed to add intelligence to the consumer-side to aid in the 

management of energy usage. Based on the variations of energy consumption of the contributing 

loads, the ETHER models are designed to predict interior temperature conditions so that real-time 

decisions can be made. Automation of the reduction of energy consumption can be achieved in an 

intelligent framework similar to the framework suggested in this dissertation (e.g. IDEAS). 

Having the ETHER models act as automated agents eliminates the human factor and increases 

decision making opportunities in an intelligent framework. 
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For residential consumers, anticipatory models are needed to maximize demand-side management 

to get the greatest value out of the smart grid. The ETHER models are a set of forecasting models 

using an outside temperature and time of day condition methodology to help make decisions on 

minimizing consumption, achieving thermal comfort levels and achieving cost savings on the 

consumer-side. Being able to test the methodology and ETHER models using data from 

additional buildings helped to validate the adaptability and practicality of our work.  
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XII. Appendix A - Embedded Environment 

As described in the Research Methodology chapter, the Autoregressive Integrated Moving 

Average (ARIMA) models for this research are developed in a software application tool known as 

Statistical Package for Social Sciences (SPSS). SPSS has statistical algorithms programmed 

behind its user interface to determine the stationarity of the data, identify the appropriate model, 

determine the estimation of the parameters, evaluate the model accuracy and apply the developed 

model to forecast on additional datasets. For the continuation of our research for future work, we 

envision the fundamental procedure of the ARIMA model development and prediction to be 

conducted in an embedded environment without the utilization of the SPSS tool. 

An embedded environment can be defined as a consortium environment that encompasses small 

computerized parts that are designed to perform specific tasks for an overall general purpose. For 

example, HVAC systems use thermostats that can adjust the thermal comfort levels for an 

occupant based on his/her standard of living specifications (i.e., environmental conditions, time of 

day, etc.). The general purpose of the embedded environment in the context of our research would 

be to predict the interior temperature conditions of the residence based on observational data 

collected from sensors using an ARIMA method. The functionality of the embedded device can 

be programmed with C++, Assembly Language or any other applicable programming platform. 

A roadmap for building ARIMA-based evaluation of thermal response (ETHER) models at the 

function level within an embedded environment will be described in this appendix. The various 

mathematical theories that can be used or applied to form the ARIMA models will be mentioned; 

however, a deep dive of each theory will not be provided within this dissertation. A brief 

overview will be provided which describes each step required to develop the ARIMA models 

using the statistical processes. The rationale and procedures rendered in the selection of the data 

and processes for model development and forecasting can be found in Chapter VI and Chapter 

VIII, respectively. Figure VII-1 shows a flowchart of establishing the ARIMA model. 
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Figure XII-1: Flowchart of establishing the ARIMA model 

A. Evaluation of Data 

In the evaluation of data step, the data is tested for trends and nonstationary behavior.  Typically, 

this test is performed by plotting the data as a scatter plot to observe its patterns or observing the 

variance and the mean. In practice, graphical representation of the data is a powerful method of 

evaluating and observing the nature of the data. The scatter plot uses pairs of the response 

variable series separated by a constant interval or an equivalent lag value [57]. If the data presents 

no evidence of a trend, the data is stationary in nature. If the data presents evidence of a trend, the 
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differencing technique is initiated to remove the trend. The process of differencing is iterative; 

that is, it is a process of trial and error. Commonly, the difference order is 0, 1, or at most 2, 

which represents the number of times it takes to differentiate the nonstationary series to achieve 

stationary behavior [62]. Once the data is stationary, the model identification process can start. 

B. Model Identification 

There are three functions, introduced by the Box and Jenkins approach, which are used to 

determine the form of the ARIMA Transfer Function ETHER models. These functions include: 

the autocorrelation function, the partial autocorrelation function and the cross-correlation 

function. The model identification step can be an iterative process that is conducted through trial 

and error methods.  Based on the results obtained from the functions, a number of different 

models can be formed and tested for validation.  

The autocorrelation function (ACF) and partial autocorrelation function (PACF) are both used to 

determine the form as well as determine the values for the ARIMA (p,d,q) model. The 

differencing order, d, has already been found in the previous step. The ACF can be represented as 

a bar chart plot of the coefficients of correlation between a time series and lags of itself. The ACF 

provides information on the moving average order (q) in the ARIMA model. The PACF, on the 

other hand, provides information to determine the p value in ARIMA model. If the ACF and 

PACF decay rapidly to zero with an increased lag, the data series is said to be stationary. The 

autoregressive (AR) and moving average (MA) terms are identified using the ACF and PACF 

functions to determine whether the AR and MA terms are needed to correct any autocorrelation 

that remains in the differenced series.  

The cross-correlation function (CCF) between the input and output is used to identify the transfer 

function models. The cross-correlation provides information on the denominator and numerator 

operators in the transfer function model. The denominator operator represents the times series of 
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the dependent series while the numerator represents the time series of the input or independent 

variables. 

C. Model Parameter Estimation 

In the previous step, the orders of the autoregressive (AR) and the moving average (MA) terms 

are investigated to obviate repeating patterns amongst the data series, the orders of the transfer 

function and the order of the differencing (d) term were investigated in the evaluation of data 

step.  Now that the general form of the ARIMA model has been estimated, the coefficients for the 

autoregressive, moving average, and transfer function parameters have to be estimated. 

The coefficients of the autoregressive, moving average, and transfer function terms can be 

estimated using different methods: maximum likelihood method or least squares method.  

Simulations have been performed by many statisticians to empirically investigate and compare 

the performance between the two different methods.  It has been found that the maximum 

likelihood method produces satisfactory parameter value approximations for small to moderate 

datasets and the least squares method is more commonly used for larger datasets [57]. Once the 

ARIMA model has been formed with the order of the autoregressive, differencing, moving 

average and transfer function terms and associated coefficients for the parameters, the model can 

be tested for accuracy. 

D. Model Accuracy 

The purpose of the model accuracy step is to assess the desired level of model adequacy. This is 

done by observing the difference between the model output and the actual data. Goodness of fit 

measures, which are discussed in the next chapter of this dissertation, are suggested for use to 

obtain a reasonable fit to the actual data. If the model accuracy is acceptable, the estimated 

parameters found in the model parameter estimation step are applied to the forecasting equation 
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which is modified by factoring in the lead time (i.e., t+h). If the model accuracy is not acceptable, 

the model identification step is re-examined. 

The mathematical processes described in this section provide an introductory look at building 

ARIMA models outside of statistical application tools.  For future work, each step can be 

expanded and elaborated in more detail. Understanding the core fundamentals of each step will 

help to foster implementation into an embedded environment.  
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XIII. Appendix B – Data Import Syntax Code 

GET DATA 

  /TYPE=TXT 

  /FILE='C:\Documents and Settings\username\File Directory\CSV File' 

  /DELCASE=LINE 

  /DELIMITERS="," 

  /ARRANGEMENT=DELIMITED 

  /FIRSTCASE=2 

  /IMPORTCASE=ALL 

  /VARIABLES= 

  DateT DATE9 

  T A4 

  F1 F1.0  

  F2 F3.1 

  F3 F3.1 

  F4 F3.1 

  CT1 F5.1 

  CT2 F4.1 

  CT3 F5.1 

  CT4 F6.1 

  CT5 F3.1 

  CT6 F6.1 

  CT7 F4.1 

  CT8 F6.1 

  CT9 F4.1 

  CT10 F3.1 

  CT11 F5.1 

  CT12 F5.1 

  CT13 F6.1 

  CT14 F5.1 

  IntTemp F4.1 

  T15 F4.1 

  T16 F1.0 

  T17 F4.1 

  T18 F4.1 

  T19 F4.1 

  T20 F4.1 

  T21 F4.1 

  T22 F5.1 

  T23 F5.1 

  T24 F4.1 

  T25 F4.1 

  T26 F4.1 

  T27 F4.1. 

  CACHE. 

  VARIABLE LEVEL  F1(SCALE). 

  VARIABLE LEVEL  F2(SCALE). 

  VARIABLE LEVEL  F3(SCALE). 

  VARIABLE LEVEL  F4(SCALE). 
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  VARIABLE LEVEL  CT1(SCALE). 

  VARIABLE LEVEL  CT2(SCALE). 

  VARIABLE LEVEL  CT3(SCALE). 

  VARIABLE LEVEL  CT4(SCALE). 

  VARIABLE LEVEL  CT5(SCALE). 

  VARIABLE LEVEL  CT6(SCALE). 

  VARIABLE LEVEL  CT7(SCALE). 

  VARIABLE LEVEL  CT8(SCALE). 

  VARIABLE LEVEL  CT9(SCALE). 

  VARIABLE LEVEL  CT10(SCALE). 

  VARIABLE LEVEL  CT11(SCALE). 

  VARIABLE LEVEL  CT12(SCALE). 

  VARIABLE LEVEL  CT13(SCALE). 

  VARIABLE LEVEL  CT14(SCALE). 

  VARIABLE LEVEL  T15(SCALE). 

  VARIABLE LEVEL  T16(SCALE). 

  VARIABLE LEVEL  T17(SCALE). 

  VARIABLE LEVEL  T18(SCALE). 

  VARIABLE LEVEL  T19(SCALE). 

  VARIABLE LEVEL  T20(SCALE). 

  VARIABLE LEVEL  T21(SCALE). 

  VARIABLE LEVEL  T22(SCALE). 

  VARIABLE LEVEL  T23(SCALE). 

  VARIABLE LEVEL  T24(SCALE). 

  VARIABLE LEVEL  T25(SCALE). 

  VARIABLE LEVEL  T26(SCALE). 

  VARIABLE LEVEL  T27(SCALE). 

 EXECUTE. 

 DATASET NAME DataSet1 WINDOW=FRONT. 

SAVE OUTFILE= 'C:\Documents and Settings\username\File Directory\filename.sav' 

  /COMPRESSED.  
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XIV. Appendix C – Model Development Syntax Code 

PREDICT THRU END. 

* Time Series Modeler. 

TSMODEL 

  /MODELSUMMARY  PRINT=[MODELFIT] 

  /MODELSTATISTICS  DISPLAY=YES MODELFIT=[ SRSQUARE] 

  /MODELDETAILS  PRINT=[ PARAMETERS] 

  /SERIESPLOT OBSERVED FORECAST 

  /OUTPUTFILTER DISPLAY=ALLMODELS 

  /AUXILIARY  CILEVEL=95 MAXACFLAGS=24 

  /MISSING USERMISSING=EXCLUDE 

  /MODEL DEPENDENT=IntTemp INDEPENDENT=Desired Variables 

     OUTFILE=' C:\Documents and Settings\username\File Directory\filename.xml' 

     PREFIX='Model' 

  /EXPERTMODELER TYPE=[ARIMA EXSMOOTH] TRYSEASONAL=YES 

  /AUTOOUTLIER  DETECT=OFF. 

XV. Appendix D – Forecasting Syntax Code 

GET DATA 

  /TYPE=TXT 

  /FILE='C:\Documents and Settings\username\File Directory\CSV File' 

  /DELCASE=LINE 

  /DELIMITERS="," 

  /ARRANGEMENT=DELIMITED 

  /FIRSTCASE=2 

  /IMPORTCASE=ALL 

  /VARIABLES= 

  DateT DATE9 

  T A4 

  F1 F1.0  

  F2 F3.1 

  F3 F3.1 

  F4 F3.1 

  CT1 F5.1 

  CT2 F4.1 

  CT3 F5.1 

  CT4 F6.1 

  CT5 F3.1 

  CT6 F6.1 

  CT7 F4.1 

  CT8 F6.1 

  CT9 F4.1 

  CT10 F3.1 

  CT11 F5.1 

  CT12 F5.1 

  CT13 F6.1 

  CT14 F5.1 
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  IntTemp F4.1 

  T15 F4.1 

  T16 F1.0 

  T17 F4.1 

  T18 F4.1 

  T19 F4.1 

  T20 F4.1 

  T21 F4.1 

  T22 F5.1 

  T23 F5.1 

  T24 F4.1 

  T25 F4.1 

  T26 F4.1 

  T27 F4.1. 

  CACHE. 

  VARIABLE LEVEL  F1(SCALE). 

  VARIABLE LEVEL  F2(SCALE). 

  VARIABLE LEVEL  F3(SCALE). 

  VARIABLE LEVEL  F4(SCALE). 

  VARIABLE LEVEL  CT1(SCALE). 

  VARIABLE LEVEL  CT2(SCALE). 

  VARIABLE LEVEL  CT3(SCALE). 

  VARIABLE LEVEL  CT4(SCALE). 

  VARIABLE LEVEL  CT5(SCALE). 

  VARIABLE LEVEL  CT6(SCALE). 

  VARIABLE LEVEL  CT7(SCALE). 

  VARIABLE LEVEL  CT8(SCALE). 

  VARIABLE LEVEL  CT9(SCALE). 

  VARIABLE LEVEL  CT10(SCALE). 

  VARIABLE LEVEL  CT11(SCALE). 

  VARIABLE LEVEL  CT12(SCALE). 

  VARIABLE LEVEL  CT13(SCALE). 

  VARIABLE LEVEL  CT14(SCALE). 

  VARIABLE LEVEL  T15(SCALE). 

  VARIABLE LEVEL  T16(SCALE). 

  VARIABLE LEVEL  T17(SCALE). 

  VARIABLE LEVEL  T18(SCALE). 

  VARIABLE LEVEL  T19(SCALE). 

  VARIABLE LEVEL  T20(SCALE). 

  VARIABLE LEVEL  T21(SCALE). 

  VARIABLE LEVEL  T22(SCALE). 

  VARIABLE LEVEL  T23(SCALE). 

  VARIABLE LEVEL  T24(SCALE). 

  VARIABLE LEVEL  T25(SCALE). 

  VARIABLE LEVEL  T26(SCALE). 

  VARIABLE LEVEL  T27(SCALE). 

 EXECUTE. 

 DATASET NAME DataSet1 WINDOW=FRONT. 

SAVE OUTFILE='C:\Documents and Settings\username\File Directory\filename.sav' 

  /COMPRESSED.  
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GET 

  FILE='C:\ Documents and Settings\username\File Directory\filename.sav '. 

DATASET NAME DataSet0 WINDOW=FRONT. 

PREDICT THRU END. 

* Apply Time Series Models. 

TSAPPLY 

   /MODELSUMMARY  PRINT=[MODELFIT] 

   /MODELSTATISTICS  DISPLAY=YES MODELFIT=[ SRSQUARE] 

   /SERIESPLOT FORECAST 

   /OUTPUTFILTER DISPLAY=ALLMODELS 

   /AUXILIARY  CILEVEL=95 REESTIMATE=YES 

   /MISSING USERMISSING=EXCLUDE 

   /MODEL FILE=' C:\Documents and Settings\username\File Directory\filename.xml'. 

GET DATA 

  /TYPE=TXT 

  /FILE='C:\Documents and Settings\username\File Directory\CSV File' 

  /DELCASE=LINE 

  /DELIMITERS="," 

  /ARRANGEMENT=DELIMITED 

  /FIRSTCASE=2 

  /IMPORTCASE=FIRST 360 

  /VARIABLES= 

  DateT DATE9 

  T A4 

  F1 F1.0  

  F2 F3.1 

  F3 F3.1 

  F4 F3.1 

  CT1 F5.1 

  CT2 F4.1 

  CT3 F5.1 

  CT4 F6.1 

  CT5 F3.1 

  CT6 F6.1 

  CT7 F4.1 

  CT8 F6.1 

  CT9 F4.1 

  CT10 F3.1 

  CT11 F5.1 

  CT12 F5.1 

  CT13 F6.1 

  CT14 F5.1 

  IntTemp F4.1 

  T15 F4.1 

  T16 F1.0 

  T17 F4.1 

  T18 F4.1 

  T19 F4.1 

  T20 F4.1 

  T21 F4.1 
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  T22 F5.1 

  T23 F5.1 

  T24 F4.1 

  T25 F4.1 

  T26 F4.1 

  T27 F4.1. 

  CACHE. 

  VARIABLE LEVEL  F1(SCALE). 

  VARIABLE LEVEL  F2(SCALE). 

  VARIABLE LEVEL  F3(SCALE). 

  VARIABLE LEVEL  F4(SCALE). 

  VARIABLE LEVEL  CT1(SCALE). 

  VARIABLE LEVEL  CT2(SCALE). 

  VARIABLE LEVEL  CT3(SCALE). 

  VARIABLE LEVEL  CT4(SCALE). 

  VARIABLE LEVEL  CT5(SCALE). 

  VARIABLE LEVEL  CT6(SCALE). 

  VARIABLE LEVEL  CT7(SCALE). 

  VARIABLE LEVEL  CT8(SCALE). 

  VARIABLE LEVEL  CT9(SCALE). 

  VARIABLE LEVEL  CT10(SCALE). 

  VARIABLE LEVEL  CT11(SCALE). 

  VARIABLE LEVEL  CT12(SCALE). 

  VARIABLE LEVEL  CT13(SCALE). 

  VARIABLE LEVEL  CT14(SCALE). 

  VARIABLE LEVEL  T15(SCALE). 

  VARIABLE LEVEL  T16(SCALE). 

  VARIABLE LEVEL  T17(SCALE). 

  VARIABLE LEVEL  T18(SCALE). 

  VARIABLE LEVEL  T19(SCALE). 

  VARIABLE LEVEL  T20(SCALE). 

  VARIABLE LEVEL  T21(SCALE). 

  VARIABLE LEVEL  T22(SCALE). 

  VARIABLE LEVEL  T23(SCALE). 

  VARIABLE LEVEL  T24(SCALE). 

  VARIABLE LEVEL  T25(SCALE). 

  VARIABLE LEVEL  T26(SCALE). 

  VARIABLE LEVEL  T27(SCALE). 

 EXECUTE. 

 DATASET NAME DataSet2 WINDOW=FRONT. 

SAVE OUTFILE='C:\Documents and Settings\username\File Directory\filename1.sav' 

  /COMPRESSED.  
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XVI. Appendix E – Re-estimation Syntax Code 

PREDICT THRU END. 

* Apply Time Series Models. 

TSAPPLY 

   /MODELSUMMARY  PRINT=[MODELFIT] 

   /MODELSTATISTICS  DISPLAY=YES MODELFIT=[ SRSQUARE] 

   /SERIESPLOT FORECAST 

   /OUTPUTFILTER DISPLAY=ALLMODELS 

   /AUXILIARY  CILEVEL=95 REESTIMATE=YES 

   /MISSING USERMISSING=EXCLUDE 

   /MODEL FILE=' C:\Documents and Settings\username\File Directory\filename.xml'. 

XVII. Appendix F - Variable Reduction Syntax Code 

COMMENT  - Correlation code for the data sources of the same construct 

 

CORRELATIONS 

  /VARIABLES=F1 F2 F3 F4 

  /PRINT=TWOTAIL NOSIG 

  /MISSING=PAIRWISE.  

CORRELATIONS 

  /VARIABLES=T15 T16 T17 

  /PRINT=TWOTAIL NOSIG 

  /MISSING=PAIRWISE.  

CORRELATIONS 

  /VARIABLES=T18 T19 T20 T21 

  /PRINT=TWOTAIL NOSIG 

  /MISSING=PAIRWISE.  

CORRELATIONS 

  /VARIABLES=T22 T23   

  /PRINT=TWOTAIL NOSIG 

  /MISSING=PAIRWISE.  

CORRELATIONS 

  /VARIABLES=T24 T25 T26 T27  

  /PRINT=TWOTAIL NOSIG 

  /MISSING=PAIRWISE.  

COMMENT – Code to the save output of the correlation matrix 

 

SAVE OUTFILE='C:\Documents and Settings\username\MyDocuments\SPSS\filename.sav’.  

SELECT IF ROWTYPE_="CORR". 
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SAVE OUTFILE='C:\Documents and Settings\username\MyDocuments\SPSS\filename.sav’.  

SELECT IF ROWTYPE_="CORR". 

SAVE OUTFILE='C:\Documents and Settings\username\MyDocuments\SPSS\filename.sav’.  

SELECT IF ROWTYPE_="CORR". 

SAVE OUTFILE='C:\Documents and Settings\username\MyDocuments\SPSS\filename.sav’.  

SELECT IF ROWTYPE_="CORR". 

SAVE OUTFILE='C:\Documents and Settings\username\MyDocuments\SPSS\filename.sav’.  

SELECT IF ROWTYPE_="CORR". 

    /COMPRESSED. 

 

COMMENT  - Code to extract and save values from the pair-wise correlation  

 

USE ALL.  

VARSTOCASES 

 /ID=T 

 /MAKE CVAL FROM T18 T19 T20 T21 

 /INDEX=Index1(CVAL) 

 /KEEP=ROWTYPE_ VARNAME_ 

 /NULL=KEEP. 

SAVE OUTFILE='C:\Documents and Settings\username\My Documents\SPSS\filename.sav'. 

 

COMMENT – Code to sort and save the values of the pair-wise correlation of the variables 

 

SORT CASES BY CVAL(A). 

SAVE OUTFILE='C:\Documents and Settings\username\My Documents\SPSS\filename.sav'.  

    /COMPRESSED. 

 

COMMENT  - Code to select and save the desired values within the correlation matrix.  

 

USE ALL.  

SELECT IF (CVAL<1). 

DATASET COPY  Filename.  

DATASET ACTIVATE  Filename.  

FILTER OFF. 

SAVE OUTFILE='C:\Documents and Settings\username\MyDocuments\SPSS\filename.sav’.  

 

COMMENT – Code to identify duplicate cases and sort matching groups in the correlation matrix  

 

* Identify Duplicate Cases.  

USE ALL. 

SORT CASES BY CVAL(A) VARNAME_(A) Index1(A).  

MATCH FILES  

  /FILE=*  

  /BY CVAL  

  /FIRST=PrimaryFirst  

  /LAST=PrimaryLast.  

DO IF (PrimaryFirst).  

COMPUTE  MatchSequence=1-PrimaryLast.  

ELSE.  

COMPUTE  MatchSequence=MatchSequence+1.  

END IF.  
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LEAVE  MatchSequence.  

FORMAT  MatchSequence (f7).  

COMPUTE  InDupGrp=MatchSequence>0.  

SORT CASES InDupGrp(D).  

MATCH FILES  

  /FILE=*  

  /DROP=PrimaryLast InDupGrp MatchSequence.  

VARIABLE LABELS  PrimaryFirst 'Indicator of each first matching case as Primary'.  

VALUE LABELS  PrimaryFirst 0 'Duplicate Case' 1 'Primary Case'.  

VARIABLE LEVEL  PrimaryFirst (ORDINAL).  

FREQUENCIES VARIABLES=PrimaryFirst. 

SAVE OUTFILE='C:\Documents and Settings\username\MyDocuments\SPSS\filename.sav’.  

 

COMMENT – Code to identify primary cases within the correlation matrix 

 

USE ALL.  

SELECT IF (PrimaryFirst=1). 

DATASET COPY  Primary_Cases.  

DATASET ACTIVATE  Primary_Cases.  

FILTER OFF.  

SAVE OUTFILE='C:\Documents and Settings\username\My Documents\SPSS\filename.sav'. 

DATASET ACTIVATE DataSet1.  

DATASET CLOSE Filename. 

DATASET ACTIVATE Primary_Cases. 

USE ALL. 

DO IF ((VARNAME_="T18") & (Index1="T20") & (CVAL >= 0.85)) 

   DATASET ACTIVATE DataSet1 

   COMPUTE Average = MEAN(T18,T20) 

END IF. 

 UPDATE FILE= 'C:\Documents and Settings\username\My Documents\SPSS\filename.sav’. 

 SAVE OUTFILE='C:\Documents and Settings\username\My Documents\SPSS\filename.sav’. 

 /COMPRESSED. 

   /DROP = T18 T20. 

& (Index1="T19")  

ELSE IF (VARNAME_="T18") & (Index1="T20") & (CVAL >= 0.85) 

   DATASET ACTIVATE DataSet1  

   COMPUTE Average1 = MEAN(T18,T20) 

USE ALL.  

IF ( VARNAME_="T18" & Index1="T19" & CVAL >= .85).  

DATASET ACTIVATE DataSet1.  

COMPUTE Average = MEAN(T18,T19). 

DELETE T18. 

DELETE T19. 

FILTER OFF. 

DATASET ACTIVATE Primary_Cases. 

USE ALL.  

IF ( VARNAME_="T18" & Index1="T20" & CVAL >= .85). 

DATASET ACTIVATE DataSet1 

COMPUTE Average=MEAN(T18,T20) 

DELETE T18 

DELETE T20. 
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FILTER OFF. 

 

COMMENT – Code to perform a regression test on the selected variables 

 

REGRESSION  

  /MISSING LISTWISE 

  /STATISTICS TOL 

  /CRITERIA=PIN(.05) POUT(.10) 

  /NOORIGIN 

  /DEPENDENT IntTemp 

  /METHOD=ENTER F2 F3 F4 CT1 CT2 CT3 CT4 CT5 CT6 CT7 CT8 CT9 CT10 CT1

1 CT12 CT13 CT14 T15 T16 T17 T18 T19 T20 T21 T22 T23 T24 T25 T26 T27.  

 



163 

 

XVIII. Appendix G – Evaluation Technique Prediction Results  

 

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

Day(Cool) Day(Cold)

January
Entire Month w/o OTTD Entire Month w/ OTTD Daylight Savings Time

Fall to Spring Equinox Winter Season

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

Night(Cool) Night(Cold)

January
Entire Month w/o OTTD Entire Month w/ OTTD Daylight Savings Time

Fall to Spring Equinox Winter Season



164 

 

 

 

 

 

 

 

 

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

Day (Cool) Day (Cold)

February
Entire Month w/o OTTD Entire Month w/ OTTD Daylight Savings Time

Fall to Spring Equinox Winter Season

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

Night (Cool) Night (Cold)

February
Entire Month w/o OTTD Entire Month w/ OTTD Daylight Savings Time

Fall to Spring Equinox Winter Season



165 

 

 

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

Day(Warm) Day (Cool) Day (Cold)

March
Entire Month w/o OTTD Entire Month w/ OTTD Daylight Savings Time

Spring to Fall Equinox Fall to Spring Equinox Spring Season

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

Night (Warm) Night (Cool) Night (Cold)

March
Entire Month w/o OTTD Entire Month w/ OTTD Daylight Savings Time

Spring to Fall Equinox Fall to Spring Equinox Spring Season



166 

 

 

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

Day (Hot) Day(Warm) Day (Cool) Day (Cold)

April
Entire Month w/o OTTD Entire Month w/ OTTD Daylight Savings Time

Spring to Fall Equinox Spring Season

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

Night (Warm) Night (Cool) Night (Cold)

April
Entire Month w/o OTTD Entire Month w/ OTTD Daylight Savings Time

Spring to Fall Equinox Spring Season



167 

 

 

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

Day (Hot) Day(Warm) Day (Cool) Day (Cold)

May
Entire Month w/o OTTD Entire Month w/ OTTD Daylight Savings Time

Spring to Fall Equinox Spring Season

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

Night (Hot) Night (Warm) Night (Cool) Night (Cold)

May
Entire Month w/o OTTD Entire Month w/ OTTD Daylight Savings Time

Spring to Fall Equinox Spring Season



168 

 

 

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

Day (Hot) Day(Warm) Day (Cool)

June
Entire Month w/o OTTD Entire Month w/ OTTD Daylight Savings Time

Spring to Fall Equinox Summer Season

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

Night (Hot) Night (Warm) Night (Cool)

June
Entire Month w/o OTTD Entire Month w/ OTTD Daylight Savings Time

Spring to Fall Equinox Summer Season



169 

 

 

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

Day (Hot) Day(Warm) Day (Cool)

July
Entire Month w/o OTTD Entire Month w/ OTTD Daylight Savings Time

Spring to Fall Equinox Summer Season

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

Night (Hot) Night (Warm) Night (Cool)

July
Entire Month w/o OTTD Entire Month w/ OTTD Daylight Savings Time

Spring to Fall Equinox Summer Season



170 

 

 

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

Day (Hot) Day(Warm) Day (Cool)

August
Entire Month w/o OTTD Entire Month w/ OTTD Daylight Savings Time

Spring to Fall Equinox Summer Season

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

Night (Hot) Night (Warm) Night (Cool)

August
Entire Month w/o OTTD Entire Month w/ OTTD Daylight Savings Time

Spring to Fall Equinox Summer Season



171 

 

 

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

Day (Hot) Day(Warm) Day (Cool)

September
Entire Month w/o OTTD Entire Month w/ OTTD Daylight Savings Time

Spring to Fall Equinox Fall to Spring Equinox Fall Season

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

Night (Hot) Night (Warm) Night (Cool)

September
Entire Month w/o OTTD Entire Month w/ OTTD Daylight Savings Time

Spring to Fall Equinox Fall to Spring Equinox Fall Season



172 

 

 

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

Day (Hot) Day(Warm) Day (Cool)

October
Entire Month w/o OTTD Entire Month w/ OTTD Daylight Savings Time

Fall to Spring Equinox Fall Season

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

Night (Warm) Night (Cool) Night (Cold)

October
Entire Month w/o OTTD Entire Month w/ OTTD Daylight Savings Time

Fall to Spring Equinox Fall Season



173 

 

 

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

Day (Hot) Day(Warm) Day (Cool) Day (Cold)

November
Entire Month w/o OTTD Entire Month w/ OTTD Daylight Savings Time

Fall to Spring Equinox Fall Season

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

Night (Cool) Night (Cold)

November
Entire Month w/o OTTD Entire Month w/ OTTD Daylight Savings Time

Fall to Spring Equinox Fall Season



174 

 

 

 

 

 

 

 

 

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

Day (Cool) Day (Cold)

December
Entire Month w/o OTTD Entire Month w/ OTTD Daylight Savings Time

Fall to Spring Equinox Winter Season

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

Night (Cool) Night (Cold)

December
Entire Month w/o OTTD Entire Month w/ OTTD Daylight Savings Time

Fall to Spring Equinox Winter Season



175 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 


