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Abstract

Through the development of numerous optical metrologies, this work seeks to provide

insight to one primary question: How does heat and energy transport occur across interfaces

composed of varying phases of matter? The projects within this dissertation consider this

question within all four phases of matter: Solid, liquid, gas, and plasma.

The vastly studied case of thermal transport across solid-solid interfaces provides itself

to be an ideal test-bed for the development of novel experimental techniques for quantifi-

cation and understanding of interfacial thermal resistances. Through one of these methods,

a tunable mid-infrared pump-probe system, this work demonstrates a unique energy trans-

duction process at metal-semiconductor interfaces, despite over a century of prior inves-

tigation; this process is manipulated for the modulation of plasmonic optical properties at

ultrafast time-scales. In moving to interfaces composed of non-condensed phases of matter,

I subsequently propose the application of these newly-developed techniques to the study of

solid-liquid, solid-gas, and solid-plasma interfaces.

In the case of solid-liquid interactions, the vast disparities between nanoscale interac-

tions and macroscale phenomenon are investigated. Additionally, through manipulation of

these nanoscale interactions and development of a ‘programmable’ biopolymer, we identify

a material system with the largest room temperature thermal switch ratio to-date.

In the solid-gas regime, these investigations extend to a much more fundamental level,

seeking to answer the nature of nanoscale heat transfer from a solid to a gas: Is this thermal

transport specular or diffusive? This question is elucidated upon by interpretation of ultra-

fast picosecond ultrasonic experiments with a newly-derived formulation for the acoustic

and diffuse mismatch models (AMM and DMM).

Finally, we consider the fourth phase of matter: plasma. While plasmas have long been

used for the synthesis and manipulation of materials because of their unique ability to de-

liver both energy and chemically-active species to the surface of a plasma exposed material
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- an attribute that separates them from other approaches to materials processing - this com-

plex nature has greatly inhibited experimental realizations of time-resolved plasma-surface

interactions. In this work, I demonstrate that non-contact thermoreflectance methods are

particularly well-suited for such investigations and provide a direct measure of the energy

transferred from an atmospheric plasma jet to a solid surface. Specifically, these measure-

ments provide a direct measure of the localized, transient thermal response of a a mate-

rial subjected to an incident plasma flux. In doing so, we demonstrate a regime in which

plasma-induced cooling of the surface can be enabled.
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Chapter 1

Introduction

1.1 Background

Energy transfer between two materials or media is the underlying mechanism behind

nearly every major modern technology. In the solid state, this is realized in examples such

as computers, electronic devices, and photovoltaic cells, where electron transfer across an

interface determines function. Of course, this transport of charge dictates conversion into

thermal energy through electron-phonon interactions (or Joule heating on the macroscale)

[10, 11]. The following heat transfer mechanisms that allow for dissipation of the the ther-

mal load across these solid-solid interfaces remains to be an intense area of research, par-

ticularly in nanoscale systems [12]. As an example, a select number of the various energy

transfer pathways and fundamental carriers that arise in at exemplary metal-semiconductor

interface are shown in Fig. 1.1. Although much less investigated, similar phenomena and

physical processes arise at interfaces composed of varying phases of matter (e.g., the in-

terface of a solid-liquid junction). For example, a pre-requisite of material corrosion is

ion transport across the interface of two media, typically at a solid-liquid interface. This

transfer of charge leads to the same processes as discussed above for solid-state electronic

devices. Likewise, photo-catalysis and the associated electron/hole exchange between the

excited solid and its surrounding medium (typically liquid) can be considered as almost the
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Figure 1.1: A brief summary of some of the energy transfer processes and fundamental
carriers that occur in standard metal-semiconductor systems.

inverse of this corrosive process. Ultimately, these nanoscale interactions and dynamics

between solids and liquids are the defining factors in a range of applications including, but

not limited to, microfluidics, chemical catalysis, and microelectronic thermal management.

The field of nanoscale heat transfer primarily focuses on addressing specifically the

transport of thermal energy in these nanoscale systems and their respective interfaces.

This explicit separation from the field of ‘traditional’ heat transfer is due to the variety

of physical processes and carrier dynamics that arise in these geometrically-reduced sys-

tems; a continuum-based interpretation of energy flow and thermophysical material proper-

ties breaks down, requiring a quantum mechanical-based formalism for understanding and

manipulating heat transfer in nanoscale systems. A particular focus of this community is

on the measure and interpretation of interfacial thermal resistances; as thermal conductivity

defines the ratio of heat flux to the temperature drop in a single material system, the thermal

boundary conductance of an interface defines the ratio of the heat flux to the temperature

drop across the interface. Despite this simple relationship, at the nanoscale this thermal
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boundary conductance defines the net power carried per unit area per unit temperature that

an ensemble of individual particles (or waves) carry across an interface. In other words:

this thermal boundary conductance is a summary value that is dictated by the quantum-

mechanical carriers and the amount of energy they transmit across an interface. In addition

to its relationship to the nanoscale nature of energy transfer, this thermal boundary resis-

tance is also a strong indicator or metric of other parameters of interest, such as the relative

strength of interfacial bonding, and thus extends its use to fields outside the realm of purely

heat transfer.

From the perspective of thermal transport, there are few techniques capable of rigor-

ously measuring these interfacial resistances, even for solid-solid interfaces. The most ver-

satile methods lie in the category of thermoreflectance metrologies, namely time-domain

thermoreflectance (TDTR) and frequency-domain thermoreflectance (FDTR) [13]. In the

time domain variation, this high repetition rate, ultrafast pump-probe technique paired with

a multi-layer solution to the heat equation [14] provides an experimental measure of all

the aforementioned processes: photon-electron excitations, electron-phonon scattering, and

phonon-mediated thermal transport. Despite being one of the more versatile methods for

studying and measuring energy transfer at interfaces, TDTR still remains highly limited in

its capabilities. First, this technique requires a thin metal film as a thermal-to-optical trans-

ducer for measurements, immediately limiting measurements to optically-polished solid

samples. Second, the aforementioned multi-layer solution to the heat equation used in

TDTR dictates the ability to separate interfacial thermal resistances from the thermal re-

sistance associated with particular ‘layers.’ This convolution inherently limits the ability

to precisely measure a thermal boundary conductance for interfaces where one material

composing the interface has low thermal conductivity (e.g., the resistance of the interface

is of similar order of the resistance of the material). While these two factors can hinder

the measurement of thermal resistances at interfaces composed of two solids, they play a

more drastic role at interfaces composed of other phases of matter, due to the inherently

low thermal effusivity associated with decreased atomic densities of liquids and gases.
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1.2 Statement of Objectives and Scope

The overarching objective of this work is to overcome these limitations in traditional

measurements of energy transfer through the development of novel experimental methods.

These experimental metrologies will not only quantify the interfacial resistances present at

boundaries composed of various phases of matter, but provide fundamental insight to the

physical mechanisms underlying energy transfer at these interfaces. Furthermore, a number

of these techniques and findings are utilized for engineering material systems with adaptive

properties. Each chapter of this dissertation is intended to be relatively ‘self-supporting,’

such that readers interested solely in specific aspects of interfacial energy transport (e.g.,

only personally concerned with say, plasma-solid interactions) can jump directly to that

chapter without major reliance on hundreds of pages of background and theory, though

such background and theory is certainly presented within for those interested. Therefore,

the remainder of this dissertation is organized as follows:

• Chapter 2: Theory of energy transfer and thermal transport: Background on

phononic heat conduction in both crystalline and amorphous materials. This chap-

ter provides the necessary framework and terminology presented in the remainder

of the dissertation, beginning with the phonon gas model for prediction of thermal

conductivity in crystalline solids, which then extends to the Allen-Feldman ‘diffu-

son’ formalism for vibrational heat transfer in amorphous solids. The chapter is then

finalized with a description of common models and interpretations of thermal bound-

ary conductances in phononic material systems.

• Chapter 3: Experimental measurements of energy transfer: Despite the presen-

tation of numerous metrology advancements throughout this work, a large fraction

of the measurements presented in this dissertation can be easily understood by those

familiar with transient thermoreflectance methods. As such, this chapter focuses

solely on a detailed description of the most common variation, time-domain ther-

moreflectance (TDTR), to provide those less familiar with such techniques the base-
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line knowledge necessary for interpreting such results. This includes a description

of the experimental system, the background theory and signal analysis, as well as

TDTR’s sensitivity to thermophysical parameters of interest. Additionally, the latter

half of the chapter provides an interlude on the necessity for advances in thermal

metrologies, namely wavelength-tunable approaches to transient thermoreflectance

measurements.

• Chapter 4: Solid-solid interfaces: This chapter introduces work on two alternate

metrics toward analysis of thermal boundary conductance, namely laser ablation

thresholds and picosecond acoustic measurements, which will be commonly referred

to throughout the remainder of the dissertation. Additionally, I present a novel energy

transduction mechanism that arises at metal-semiconductor interfaces, which relied

on the aforementioned wavelength-tunable approach to transient thermoreflectance

measurements to elucidate upon.

• Chapter 5: Solid-liquid interfaces: The first half of this chapter experimentally

applies the metrology techniques developed in Chapter 4 toward the measurement of

nanoscale energy transfer across solid-liquid interfaces. In particular, I investigate the

relationship between macroscale models of heat transfer to the measure of thermal

transmission at the nanoscale. The second half of this chapter manipulates such

nanoscale solid-liquid interactions for the development of a record-setting tunable

thermal conductivity switch, which is enabled through the infiltration of water to a

squid ring teeth (SRT)-based biopolymer.

• Chapter 6: Solid-gas interfaces: Picosecond acoustic measurements are extended

to solid-gas interfaces for the measurement of energy transmission across interfaces

composed of non-condensed phases of matter. These results are interpreted within a

newly-developed framework of the acoustic mismatch and diffuse mismatch models

(AMM and DMM, respectively), derived specifically for the transmission of acoustic

waves generated during a picosecond acoustic experiment and transmitted from a
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solid surface to the adjacent gaseous phase.

• Chapter 7: Solid-plasma interfaces: This chapter demonstrates a time-resolved

advance on our prior ‘steady-state’ thermoreflectance measurements of plasma-solid

interactions [15]. Through the development of a transient plasma-pump laser-probe

measurement technique, we provide the first nanosecond-resolved measurement of

energy transduction during plasma-surface interactions. Further, we experimentally

demonstrate the ability of an incident pulsed plasma jet to cool the surface of a ma-

terial.

• Chapter 8: Summary and future projects: The major conclusions of this disserta-

tion are summarized to reveal the connection between each study and the overarch-

ing goals of this research. Further, a description of several projects are proposed that

could expand upon the results of this work.
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Chapter 2

Theory of Energy Transfer and Thermal

Transport

It is important to consider the basic concepts and methods that are involved in this

thesis. This background begins with a summary of heat conduction in phonon-dominated

systems, including both crystalline materials and amorphous solids. These concepts will

then be extended to a brief review on the concept of energy transfer and interfacial ther-

mal resistances in solid-solid interfaces, the current state of thermal transport at interfaces

composed of varying phases of matter, and the techniques therein.

2.1 Homogeneous Media

In this section, we will only consider heat transfer in single-phase, homogeneous media.

These concepts will generate the terminology and framework necessary for understanding

energy transport at interfaces.

2.1.1 Thermal Transport in Crystals

The concept of energy transfer and thermal transport is most easily understood in the

framework of steady-state temperature gradients and invocation of Fourier’s Law in one-
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dimension. The rate of thermal transport, or the heat flux, Q, through a single material is

proportional to the steady-state temperature gradient, ∆T/∆x, across the length of the ma-

terial; the ratio these quantities, Q
(∆T/∆x) , is defined as the negative of the material’s thermal

conductivity, κ [16]. In transient conditions, this rate of thermal transport is described by

the heat diffusion equation,

Cv
δT
δ t

= ∇ · (κ∇T )+Qsource, (2.1)

where Cv is the volumetric heat capacity, t is time, and Qsource is a volumetric heat

source term that accounts for energy being added to the system. Thus, transient heat flow

within a material is now dictated by both i) the amount of energy required to heat the system

by a finite temperature (volumetric heat capacity) and ii) the rate of which this heat can be

dissipated within the material (thermal conductivity).

This macroscale perspective of heat conduction remains valid so long as the energy

carriers of the system can be described by an equilibrium energy distribution. At the mi-

croscale, this criterion is rarely met, as energy is fluctuating among different carriers at

all times - various carriers undergo scattering events within their own sub-populations as

well as inter-carrier scattering as a means of transferring energy. In the solid-state, a wide-

range of energy carriers can co-exist, including: electrons and holes (electronic carriers),

phonons (atomic vibrations), magnons (spin waves), and plasmons (plasma waves). As a

first-approximation, we can relate these various scattering events to the thermal conductiv-

ity of a material through a kinetic theory description [17], referred to as the phonon gas

model (PGM), by,

κ =
1
3

Ccν
2
τ, (2.2)

where Cc is the volumetric heat capacity of a given energy carrier, ν is the carrier

velocity, and τ is the average time between scattering events (e.g., relaxation time of a

given carrier). This first ‘grey’ approximation assumes that the all heat carriers maintain
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equivalent velocities, heat capacities, and relaxation times. In reality, there is a distribution

of these quantities, even among the same carrier population. Thus, the thermal conductivity

becomes a summation of these individual particle states calculated at each available energy

state, ε:

κ = ∑
ε

1
3

Cc,εν
2
ε τε . (2.3)

Different materials will typically transfer thermal energy via different primary carrier

populations. For example, in free-electron metals, the high electron density leads to an

electron-mediated thermal conductivity. In contrast, in insulators, the lack of electrons

makes the electronic contribution to thermal conductivity negligible; thermal conductivity

is dictated by lattice vibrations (phonons). Regardless, one can apply Eq. 2.3 to the respec-

tive carrier of interest, and, in theory, predict the thermal conductivity contributed by that

carrier population.

To calculate the thermal conductivity in Eq. 2.3, we require intimate knowledge of the

carrier population, velocity, and interaction rates. We will focus the following discussion

on derivation of these terms for phonons, though many of the formalisms can be easily ex-

tended to other energy carriers with some modifications (e.g., the next section will discuss

phonon dispersions, but those interested in electronic carriers are likely familiarized with

band diagrams which would provide analogous information).

Phonon Dispersion

In a crystalline solid, the highly ordered, periodic nature of atomic arrangement gives

rise to collective, wave-like vibrations of the atoms. These lattice waves carry the majority

of the energy in insulating crystals and are termed ‘phonons.’ As with other waves, we

can prescribe a dispersion to phonons, which establishes the vibrational frequency’s (ω)

dependence on wavevector (k).

To generalize this relationship, we will first consider a one-dimensional chain of atoms.

In this approximation, we treat the system as a simple harmonic oscillator such that we
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approximate the interatomic potential as a spring, with spring constant K, which holds

together adjacent atoms of mass m at an equilibrium distance, a; a cartoon schematic of

this representation is shown in Fig. 2.1.1a. This simplification allows us to invoke Hooke’s

Law (md2xi
dt2 = −Kxi, where x is the displacement of atom i about its equilibrium position)

and obtain a dispersion relation [18]:

ω(k) = (
4K
m

)1/2|sin(
ka
2
)|. (2.4)

This simple analytical function of a 1-D chain provides insight to a few key aspects

of the dispersion relation. First, the solution only exists for k between [−π/a,π/a]; this

wavevector range is defined as our first Brillouin zone. Second, the periodicity of the

system indicates that ω(k) = ω(π/a+k); an aspect we will rely on later when considering

scattering events and wavevector summations. The dispersion relation for this simple mass-

on-spring model is shown in Fig. 2.1.1b.
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As with other wave dispersions, this relation provides us a means of calculating the

group velocity of the phonon for calculation of thermal conductivity via Eq. 2.3. The

phonon group velocity, νg, is defined as

νg(k) =
δω

δk
. (2.5)

Recall: as the wavevector approaches zero, we are approaching infinite distances in

real-space. Thus, in the limit of k→ 0, where we are considering the frequency of long

wavelength phonons, νg→ νs, where νs is the sound velocity of the crystal.

In Fig. 2.1.1b, the dispersion relation is calculated for two potential scenarios: increased

spring constant (e.g., an increase in our ‘interatomic bonding’ potential) and an increased

atomic mass. These cases can be directly related to real crystals: materials with heavier

masses tend to have reduced group velocities, whereas materials with strong bonds tend

to have high group velocities, e.g., sound velocities. Thus, to maximize κ from Eq. 2.3,

we would seek crystals with strongly bonded, light atoms; this can be conceptualized most

easily by considering the thermal conductivity of silicon relative to that of diamond. In

these phonon-dominated systems, the relative light carbon atom capable of forming strong

sp3 bonds lends itself to over an order of magnitude larger thermal conductivity than that

of the much heavier Si atoms.

For many real crystals, the basis consists of more than one atom. In this case, our

approximation of a single atomic mass in a chain is no longer sufficient; we can gain

insight to this effect of varying atomic masses on the phonon dispersion by replacing every

other atom in the 1-D chain with a ball of mass M; as shown in the cartoon schematic of

Fig. 2.1.1c. This new basis leads to a phonon dispersion given by

ω
2(k) = K(

1
m
+

1
M
)±K[(

1
m
+

1
M
)2− 4

mM
sin2(

ka
2
)]1/2. (2.6)

This solution to the equation of motion gives rise to a second branch in the dispersion:

optical phonon modes are now present, as shown in the dispersion of Fig. 2.1.1d. These
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out-of-phase vibrations are unique in that they have a non-zero frequency in the limit k→

0. In addition to this new vibrational mode, the presence of this heavier mass leads to a

reduction in the group velocity and maximum frequency of the acoustic phonon branch.

It should thus not be surprising that crystals consisting of heavy-mass elements typically

have lower sound velocities as well as reduced thermal conductivities (as κ ∝ ν in our PGM

approximation above).

Phonon Heat Capacity and Density of States

Heat capacity is defined as the amount of energy required to heat a substance by a unit

of temperature; this can be conceptualized as the amount of energy that can be ‘stored’ by

a material. Mathematically, we can define this for a material at constant volume,

CV = (
δU
δT

)V , (2.7)

where U is the internal energy of the material, and T is the temperature. The internal

energy of phonons at a given frequency can be calculated from the amount of energy carried

by the phonon (h̄ω) multiplied by the phonon occupation at that frequency.

To determine this phonon occupation, we consider two functions: the phonon density

of states and the Bose-Einstein distribution. The phonon density of states provides us the

number of phonon energy states per unit volume per unit energy. For a given phonon

branch, j, the density of states, DOS j(ω) in an isotropic crystal is given as

DOS j(ω) =
ω2

2π2ν3
j (ω)

. (2.8)

The DOS(ω) only describes the number of available states that phonons can occupy.

To determine the number of occupied states, we must invoke a distribution function; as

phonons are bosons, their equilibrium occupation function is described by the Bose-Einstein

distribution,



13

fBE(ω,T ) =
1

exp( h̄ω

kBT−1)
, (2.9)

where h̄ is the reduced Planck constant and kB is Boltzmann’s constant. Thus, the

occupied density of states becomes DOS(ω) fBE(ω,T ).

Now, with a formalism for the occupation density, we can now return to our calculation

of internal energy; the internal energy of a given phonon frequency can thus described

simply as h̄ω ·DOS(ω) fBE(ω,T ). Then, the total internal energy is this internal energy of

each phonon, summed over all phonon modes. This can be written as

U = ∑
j

∫
ωmax, j

0
h̄ω fBE(ω,T )DOS j(ω)dω, (2.10)

where the summation accounts for each branch, j, of the phonon dispersion, and ωmax, j

is the maximum angular frequency of occupied phonons in the branch (for example, see

Fig. 2.1.1b). To obtain the lattice heat capacity, we take the derivative of U with respect to

temperature:

CV =
δU
δT

=∑
j

∫
ωmax, j

0
h̄ω

δ fBE(ω,T )
δT

DOS j(ω)dω =∑
j

h̄2

2π2kBT 2ν3
j

∫
ωmax, j

0

ω4 exp( h̄ω

kBT )

(exp( h̄ω

kBT −1))2
dω.

(2.11)

Scattering Rates

The last term in our phonon gas model calculation of the thermal conductivity of crys-

tals is the scattering rate of phonons, τ , or the frequency of which phonons undergo colli-

sions with something and changes either its momentum or energy (note, prior to a scattering

event, we deem the carrier to be propagating ‘ballistically’). In most materials at finite tem-

peratures, this something that the phonon scatters with can be a range of inclusions, includ-

ing but certainly not limited to: electronic carriers (electrons/holes), lattice defects (point

defects, dislocations, and even the material surface/boundary), as well as other phonons.



14

As such, there is not a single collision frequency, but typically a number of types of col-

lisions that must be accounted for. As such, when more than one source of scattering is

present, we can invoke ‘Matthiessen’s Rule’ where the scattering time of a given phonon

branch, j, is simply the summation of all possible scattering processes, i:

τ
−1
j = ∑

i
τ
−1
i, j . (2.12)

While a number of additional scattering processes can occur, the primary phonon scat-

tering processes that affect thermal conductivity in most materials are: phonon-phonon

scattering, geometric scattering, and point defect scattering. In an ideal (defect-free) crys-

tal of infinite dimensions, intrinsic phonon-phonon scattering mechanisms are the only

processes that affect thermal conductivity. These are primarily three-phonon scattering

events that can either conserve the phonon wavevector (normal processes) or through re-

sistive, momentum-destroying processes (Umklapp scattering) [19, 20]. Normal scattering

is a process that conserves momentum: two phonon wavevectors (k1 + k2) are summed to

produce a third phonon with equivalent momentum (k3 = k1+k2). Importantly, this process

lies within the first Brillouin zone such that k3 lies within [0,π/a]. On the other hand, Umk-

lapp scattering results in a wavevector k3 that requires translation to a point outside the first

Brillouin zone (recall: ω(k) = ω(π/a+ k)); this transformation relies on the addition of a

reciprocal lattice vector, G, such that k1+k2+G = k3, leading to a loss in phonon momen-

tum. While only Umklapp processes are resistive, and thus limit the thermal conductivity

of crystals, normal processes are lead to a re-distribution of the phonon population, which

in turn leads to an increased probability of Umklapp processes, and thus acts as an in-direct

contribution to thermal resistance. Normal processes vary linearly with phonon frequency,

ω , whereas Umklapp processes vary with ω2, causing Umklapp scattering to be the domi-

nant scattering mechanism for high frequency phonons. Given this, the scattering time for

intrinsic scattering mechanisms (both normal and Umklapp combined) commonly takes the

form [20]
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τ
−1
ph = Bω

2T exp(
−C
T

), (2.13)

where B and C are constants.

The next scattering mechanism, geometric scattering, is dominant in materials at low

temperature and in nanostructures. This occurs when phonons scatter at boundaries such

as surfaces, interfaces, and grain boundaries of crystalline systems. As such, it becomes a

major scattering mechanism when the material dimension approaches the scattering length

of phonons, with a scattering time given by [21]

τ
−1
b = (1− p)

ν

d
(2.14)

where d is the characteristic length of the geometry and p is a specularity parameter

that accounts for roughness of the interface and thus varies between 0 and 1.

The final scattering rate we will consider is phonon-defect scattering processes. In

general, 1-D defects (e.g., dislocations) do not induce significant thermal resistance, 2-D

defects are accounted for via the description of geometric/boundary scattering, and 3-D de-

fects typically do not affect the intrinsic thermal conductivity of a material, but are instead

accounted for with effective medium approximations. Given this, our primary considera-

tion here will be on point defects; the scattering time here will account for both ‘traditional’

defects such as vacancies and interstitials, but also applies to isotope atoms as well as alloy

atoms. This scattering time follows a Rayleigh scattering form, given by [20],

τ
−1
d = Aω

4, (2.15)

where A is a constant.

Thus, when considering these dominant scattering mechanisms, the relaxation time for

calculation of thermal conductivity is given by

τ
−1 = τ

−1
d + τ

−1
ph + τ

−1
b = Aω

4 +Bω
2T exp(

−C
T

)+(1− p)
ν

d
. (2.16)
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It is important to note that this semi-classical description of relaxation time is simply

a phenomenological formalism, and the constants A, B, and C are determined by fitting

the PGM (Eq. 2.3) with the above scattering rate to experimental data. Nonetheless, these

descriptors provide valuable insight to the various mechanisms that induce thermal resis-

tances in perfect crystals; we now have a basis for the roles of temperature, interatomic

bonding, and crystalline quality on the resultant thermal conductivity of a material through

the above relationships.

2.1.2 Formalism for Thermal Transport in Amorphous Media

In amorphous solids and low-density phases (liquids, gases, plasma), there is no long-

range atomic order and we can not prescribe a periodicity to the structure. Thus, we can

no longer describe vibrational modes as phonons, since the vibrational wavevectors are

poorly defined. Similarly, we can not describe group velocities or scattering rates due to

this lack of formalism. Thus, it becomes incredibly difficult to describe thermal transport

in amorphous media. While there have been fairly successful frameworks to which we can

model the thermal conductivity of amorphous solids, such as the ‘model of the minimum

thermal conductivity of solids,’ [22–24] in which the relaxation time in the PGM is taken

to be half a period of vibrational oscillation (e.g., the carrier mean free path is limited to

the distance of adjacent atoms, due to the lack of long-range order), there have been an

equivalent number of works showing the failure of such formalisms and approximations

[25–28].

Rather than attempting to understand energy transfer in amorphous media through ap-

proximations on transport theories used in crystalline systems (e.g., PGM), it is far more

appropriate to instead turn to alternative descriptions of vibrational modes. One means

of doing this is to describe the rate of heat transfer by the diffusivity of vibrational modes.

This generalization to diffusivity has no need for a well-defined wavevector and can thus be

applied to any vibrational mode (e.g., we can theoretically apply this to crystalline systems

with similar accuracy) [26]. Under this formalism, the quantized quasi-particle of atomic
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Figure 2.2: Phonon density of states for amorphous silicon calculated via lattice dynamics,
with the spectral region associated with each character of vibron being labeled accordingly.

vibrations is termed a ‘vibron’ [29].

Similar to our description of phonons, in which we have non-propagating, high fre-

quency oscillations (optical phonons) and typically propagating, but at lower frequencies,

there are acoustic phonons, vibrons can be either localized (locons) or extended (extendons)

harmonic normal modes. In three dimensions, the vibrational DOS typically exhibits sharp

changes in the number of available states at high frequencies (see Fig. 2.1.2 for an example

of the phonon DOS calculated via lattice dynamics using GULP [30]); this boundary in

the DOS is defined as the ‘mobility edge’ that separates these two kinds of modes. How-

ever, at lower frequencies (encompassed entirely by extendons), a second, less-pronounced

boundary, defined by Allen et al. as the ‘Ioffe-Regal crossover;’ this crossover separates

the spectrum in which ballistic propagation of modes occurs and wavevectors are reason-
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able defined and the frequency of which wavevectors are less-well-defined and diffusion

occurs [29]. In the low-frequency, ballistic regime, the extendons are termed ‘propagons,’

while extendons at in the diffusive regime are deemed ‘diffusons.’ These new definitions

of vibrational modes for amorphous media allow us to properly describe the characteristics

of vibrational thermal transport in terms of mode diffusivity.

Despite our new vocabulary, it is important to note that there remains much to be found

on the individual contributions of each mode to the thermal conductivity of various materi-

als. For example, in Allen et al.’s simulations [29], it was shown that propagons and locons

only make up 4% and 3% of the vibrational modes in amorphous silicon, respectively,

indicating that the thermal conductivity is heavily dictated by diffusons. Indeed, this is ex-

pected when considering the relative success of the aforementioned model of the minimum

limit to thermal conductivity, which approximates heat transfer rates through a diffusive,

random walk of vibrational modes. However, a number of works have demonstrated sig-

nificant contributions to thermal conductivity from propagons, including experiments in

amorphous silicon [31, 32].

2.2 Interfaces

Within the framework of steady-state temperature gradients and invocation of Fourier’s

Law in one-dimension as we performed for a single crystal, we define the heat flux, Q,

across an interface composed of two materials relative to the temperature difference across

the interface, ∆T = T1−T2, through the thermal boundary conductance (TBC, hk) associ-

ated with that interface via Q = hk(T1−T2). Similar to the factors that affect heat conduc-

tion in solids, this TBC is related to numerous factors, including the vibrational density of

states of the two media, defects, changes in bonding, and temperature [33, 34]. While these

factors can manifest themselves at any length scale, intimate knowledge of the atomic and

nanoscale features composing the media is necessary to truly understand conduction and

energy transfer.
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2.2.1 Thermal Boundary Conductance at Solid-Solid Interfaces

In the same way that carrier scattering leads to thermal resistance in a single material,

a thermal resistance arises at the interface due to carrier scattering at the interface. This

thermal boundary resistance at the interface of two solids that have phonon-mediated heat

conduction has historically been described through two predictive models: the acoustic and

diffuse mismatch models (AMM and DMM, respectively) [35]. These models calculate the

TBC based on the flux of phonons across an interface, where energy from the hotter side is

carried by the phonons across the interface into the cooler material.

As phonon transmission across the interface is binary, either the phonon transmits

across the interface or it does not, we will concern ourselves with the probability of this

phonon transmission, ζ . This transmission probability is dependent upon a number of fac-

tors such as the wavevector and frequency of a given phonon incident upon the interface,

the temperature of the system under consideration, and upon extrinsic factors such as the

‘quality’ of the interface. Under the assumption that the materials comprising the inter-

face are isotropic, we can describe ζ as a function of the phonon frequency, ω , the angle

of phonon incidence upon the interface relative to the interface normal, θ , and the phonon

mode, j. Further, if we approximate ζ as being temperature-independent, we do not require

consideration of anharmonic interactions; this allows us to only require calculation of the

transmission probability in one direction. For the consideration of a thermal boundary con-

ductance, we will relate this transmission to the heat current across the interface. The heat

current density incident upon the interface is the number of phonons with a given frequency

and incident angle that are incident upon a unit area per unit time, times the phonon energy

(h̄ω); this is summed over all frequencies and incident angles. Then, the gross heat current

density across an interface is this incident heat current times the transmission probability

of each phonon, ζ (θ , j,ω). This number of phonons incident from one side on unit area

per unit time is given by

N j(ω,T )
4π

dΩc j cos(θ), (2.17)
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where c j is the phonon propagation velocity of mode j, and dΩ = dφ sin(θ)dθ , where

φ is the azimuthal angle of incidence of the phonon. Additionally, N j(ω,T ) is the prod-

uct of the phonon density of states at the given angles and the Bose-Einstein distribution

function. Integrated over all angles, this simplifies to c jN j(ω,T ). Thus, the interfacial heat

current becomes

Qint =
1
2 ∑

j

∫
π/2

0

∫
ωmax

0
N1(ω,T )h̄ωc j×ζ (θ , j,ω)× cosθsinθdθdω. (2.18)

For small temperature differentials across the interface (T2−T1), the thermal boundary

conductance is then given as

hk =
Qint(T2)−Qint(T1)

(T2−T1)
. (2.19)

In principle, we can now calculate/predict the TBC of a given interface if we know

the transmission probability function, ζ . One of the primary factors in determining ζ for

a given interface is consideration of the overlap in the phonon density of states between

the two materials comprising the interface. In contrast to optically-induced transitions,

where electrons can only move from a filled to an empty state, phonons propagate across

an interface when there is an overlap in the relative states between the two materials. For

example, if one side of an interface has a low population of phonons at a given wavevector,

k, then there are few carriers of that wavevector to carry energy to the opposing side. As

we assume detailed balance at the interface, this also indicates that an equivalent number

of phonons will be capable of transmitting in the opposite direction, even if a large phonon

population exists at that wavevector in the second material (e.g., the thermal boundary

conductance is a constant number, regardless of what direction heat is moving). Thus, the

TBC tends to be larger for materials with strong overlap in the phonon density of states

between the materials comprising the interface due to an increased ζ .

While both the AMM and DMM reflect the relative overlap in the phonon density of
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Figure 2.3: Cartoon schematic on the type of phonon interactions with an interface of
two materials assumed in the acoustic mismatch model (AMM, left) and diffuse mismatch
model (DMM, right).

states between the two materials comprising the interface, the pre-requisites for which a

phonon of a given wavevector will transmit across the interface are quite different. More

specifically, the scattering processes assumed in the AMM and DMM are polar opposites.

On one end of the scattering spectrum is the AMM, where it is assumed that the interface

is ‘perfect’ with no defects or crystalline imperfections and that phonons only undergo

elastic interactions at the interface; this is akin to treating the lattice vibrations as a wave

in a continuum. As such, the AMM assumes there is no scattering at the interface; upon

reaching the interface, phonons can either undergo specular reflection, reflect and mode

convert, refract, or refract and mode convert (see Fig. 2.2.1a). Despite this simplification,

the AMM has found relative success in the describing interfacial thermal transport at low

temperatures (i.e., below the Debye temperature of either material comprising the interface)

[36, 37]. To describe the phonon interaction with the interface, we can calculate the angles

of reflection or refraction, as well as their respective probabilities, through an acoustic

analog to Snell’s law for light. Consider a phonon propagating from side 1 towards the

interface on side 2 at an angle of θinc from the interface normal. If the phonon were to

transmit, we can calculate the transmission angle, θtrans, through Snell’s law:
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sin(θtrans) =
c2

c1 sin(θinc) (2.20)

This relationship applies to any mode phonon; the phonon group velocity, c, must sim-

ply be accounted for accordingly. For example, if the incident mode is a longitudinal

phonon, but is converted to a transverse phonon after transmission, the fraction in Eq. 2.20

would simply be written as c2
t /c1

l . It is also important to recognize that the transmitted angle

cannot exceed 90◦, and thus ζ vanishes for cases where sin(θinc) is equal to c1/c2; there-

fore we must only consider angles below this critical angle. Returning to our discussion on

density of states overlap, we can note that when considering phonons incident upon the in-

terface from the side with greater phonon velocities, there is no critical angle, and phonons

with any incident angle have some finite probability of transmitting; if a phonon transmits

across the interface from a high velocity side to a low velocity medium, with probability

ζ , then a phonon from the other (low velocity) side will transmit with equivalent ζ back to

the high velocity side at equivalent angles.

From continuum acoustics, ζ can be derived at a fundamental level [38] for any incident

angle and mode. Most simply, we can consider phonons at normal incidence, where the

transmission probability takes the form [39]

ζ =
4Z2Z1

(Z1 +Z2)2 , (2.21)

where the acoustic impedance, Zi, is equal to the product of the mass density and sound

velocity, ρici. Most critically, we recognize that AMM relies on the bulk, continuum prop-

erties of the two materials comprising the interface for calculation of the phonon transmis-

sion function; there is no scattering of phonons at the interface and phonon dispersions

are not considered. Despite these extreme simplifications and assumptions, the AMM has

found relative success in modeling interfacial thermal resistances at low temperatures (e.g.,

solids interfaced with cryogenic helium) [36, 37].

As experimental measurements of TBC begin to strongly deviate from AMM predic-
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tions at increased temperatures, we must turn to somewhat more rigorous predictive mod-

els. Namely, we would like to relax our assumption on interfacial phonon scattering from

the AMM; phonon scattering is the origin of thermal resistances in bulk materials, and

thus should be expected to play a large role for interfacial thermal conductivities. As such,

we will consider the opposite extreme, in which we will model the transmission function

under the assumption that all phonons will be diffusely scattered at the interface. This

diffuse mismatch model, originally proposed by Swartz [37], assumes that any acoustic

correlations are ‘destroyed’ upon scattering with the interface, such that ζ becomes de-

pendent only upon the phonon density of states and the principle of detailed balance; the

‘mismatch’ in phonon density of states thus determines the phonon transmission probabil-

ity. This description can be conceptually related to Fermi’s golden rule: when a phonon

reaches the interface, it can either forward scatter or backscatter, and the scattering direc-

tion is determined by the relative number of states accessible by the phonon on each side

of the interface. In other words, a phonon incident upon the interface of two materials will

propagate (scatter) to the side with the larger number of states at the same frequency. This

is in strong contrast to the AMM, where a phonon density of states that is favorable to

forward scattering in DMM would be indicative of a large contrast in acoustic impedances

between the two media, and thus the same phonon would be reflected in the AMM formal-

ism. Furthering our conceptual picture of phonon scattering at interfaces, we should note

that in the AMM, ζ = 1 when two materials with identical acoustic properties comprise

the interface, as there is no impedance mismatch between the two media. However, the

transmission probability is reduced to 50% in the DMM for this scenario.

Quantitatively, we must only modify our transmission probability, ζ , when moving

from the acoustic to diffuse mismatch model. In the DMM, ζ can be calculated from the

principle of detailed balance and the consideration of diffuse scattering at the interface.

Following Swartz and Pohl [35], we define a diffuse scattering as an event in which a scat-

tered phonon’s wavevector and mode are fully independent of the pre-scattered phonon’s

wavevector and mode. In other words, diffuse scattering is when a phonon loses ‘memory’
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of its initial conditions upon scattering. From this definition, the transmission probabil-

ity of a given phonon is independent of the phonon’s wavevector and mode, and thus the

transmission probability for phonons incident from side 1 is simply

ζ1(ω) = 1−ζ2(ω), (2.22)

as, since the phonon forgets all details of its origin (the phonon does not know whether

it was incident from side 1 or side 2 upon scattering), the probability of reflection from one

side must equal the transmission probability of the opposite side.

We can calculate this transmission probability by consider the number of phonons per

unit area per unit time that leave side 1, given by

1
4π

∑
j

∫ 2π

0

∫
π/2

0
dθ cos(θ)sin(θ)dφc1, jN1, j(ω,T )ζ1(ω), (2.23)

where N1, j(ω,T ) takes the form of Eq. 2.17. Our definition of diffuse scattering indi-

cates that ζ is independent of the incident angle, which greatly simplifies Eq. 2.23, reducing

to:

1
4
(∑

j
c1, jN1, j(ω,T ))ζi(ω). (2.24)

Invoking the principle of detailed balance, we recognize that this flux must be equal to

the number of phonons that are leaving side 2 per unit area per unit time:

∑
j

c1, jN1, j(ω,T )ζ1(ω) = ∑
j

c2, jN2, j(ω,T )[1−ζ1(ω)]. (2.25)

And thus the transmission function can be obtained:

ζ1(ω) =
∑ j c2, jN2, j(ω,T )

∑1, j c1, jN1, j(ω,T )
. (2.26)

More advanced theories that are rigorous to an atomistic level, such as the atomistic

Green’s function method [40, 41], have more recently been implemented for gaining a



25

fundamental understanding TBCs at solid-solid interfaces. Additionally, ab initio cal-

culations have gained traction as a means to calculating thermal conductivity and TBC

[42, 43]. Nonetheless, these formulations tend to provide poor agreement to experimental

data, with first-principles calculations providing a modest improvement, indicating more

complex processes than considered in the models are at play [33, 44, 45]. Furthermore,

the above discussion solely applies to phonon-dominated conduction, and typically ne-

glects any role of electron-mediated energy transfer. While select works have shown that

electron-dominated conduction can play a major role in interfacial heat transfer [46, 47], it

has been traditionally neglected.

2.2.2 Energy Transfer Across Phases Composed of Varying Phases of

Matter

Energy transfer and TBC across solid/non-solid interfaces display a larger knowledge

gap when compared to the vastly-studied case of solid-solid interfaces. This knowledge gap

arises due to experimental measurement limitations, and only very recent developments

of the necessary models to provide insight to the fundamental mechanisms arising at the

nanoscale of solid-liquid interfaces. Nonetheless, these nanoscale interactions and dynam-

ics across various phases of matter are critical to an array of technologies and phenomena.

For example, these interactions at solid-liquid interfaces are ultimately the defining factors

in a range of applications including, but not limited to, microfluidics [48–50], chemical

catalysis [51–53], and microelectronic management [54, 55]. An increased understanding

of such nanoscale dynamics provides insight into the mechanisms of various interfacial

phenomena, such as protein folding and adsorption [56–58], cell formation [59, 60], and

other self-assembly processes [61–63]. While countless studies have focused on attempt-

ing to understand these solid-liquid interactions at the macroscale, common metrics such as

contact angle become over-simplistic and fail to realize the complex phenomena occurring

on the nanoscale. For example, works alluding to nanoscale effects at interfaces attempt



26

to relate measurements of the contact angle to chemical composition and molecular-scale

thermodynamic effects at the solid-liquid interface [64, 65]. Additionally, other works have

gone in the opposite direction: manipulating the molecular order at a solid-liquid interface,

such as structure and composition, to control macroscale wetting [63, 66]. While general

empirical trends have been observed that relate macroscopic measurements of solid-liquid

interactions to nanoscale interfacial properties, these trends assume that macroscopically

observable interactions scale to the nanoscale interfacial region.

To further complicate the picture, the aforementioned models used to predict and under-

stand heat transfer at solid-solid interfaces, outside of the AMM at cryogenic temperatures

[67], which have been formulated over a number of decades, can not be readily applied to

thermal transport at a solid/non-solid interface above ∼ 10 K. The lack of periodicity and

inability to define group velocities in disordered phases, such as in liquids and gases, ren-

ders these predicative models invalid. Only recently have the necessary models and theories

been developed to enable a more fundamental understanding of solid-liquid interactions at

the nanoscale [68]. Furthermore, as the density of the second phase decreases, there arises

a larger gap in previous literature and thus the fundamental understanding of energy trans-

fer across the two interfaces, further limiting the application of prior formalisms. In the

cases of energy transfer from a solid to a gaseous medium, only convective heat transfer

has been widely investigated as a means of energy transfer. Even so, experimental reports

on the heat transfer coefficients at these solid-gas interfaces remain sparse and highly lim-

ited. The ability to measure the TBC across such interfaces not only provides a critical

value necessary for engineering applications, but also elucidates the mechanisms that drive

energy transfer between the two phases of matter.

The fourth phase of matter, plasma, has been strongly neglected from a fundamental

heat transfer perspective. The select works investigating energy transfer from a plasma to a

solid have relied on macroscale measurements, typically operated in a steady-state regime

[69, 70]. In doing so, the micro- and nanoscale mechanisms that drive such energy transfer

cannot be well-understood.
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Chapter 3

Experimental Measurements of Energy

Transfer

Thermoreflectance spectroscopy is a robust technique that has been used to interrogate

the band structure and optical transitions in metals for decades [71–75]. In recent years,

these thermoreflectance methods have been extended to the field of nanoscale thermal trans-

port, and have become ubiquitous in their use for thermophysical characterization of thin

films and their associated interfaces. Namely, time-domain thermoreflectance (TDTR) and

frequency-domain thermoreflectance (FDTR) have gained traction as the principle meth-

ods for measurement of thermal boundary conductance of interfaces in nanosystems. Given

such, the framework of TDTR/FDTR has been extensively discussed in a number of sem-

inal works, reviews, and prior dissertations. Thus, only a brief scope of TDTR that is

directly pertinent to the remainder of the document is included in the following section;

this includes a description of the experimental build, the multi-layer heat equation that is

solved for thermophysical characterization, and background on the sensitivity of this ther-

mal model to the experimentally-acquired data..

In addition to TDTR/FDTR, which rely on solution of a multi-layered heat equation for

extraction of thermal boundary conductance, a description of wavelength-tunable pump-

probe approaches to interrogation of energy transfer in nanosystems is included in this
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chapter; these methods will provide direct insight to non-equilibrium processes such as

electron-phonon coupling and energy transduction occurring on < 500 ps timescales.

3.1 Time-Domain Thermoreflectance

3.1.1 Experimental System

The TDTR systems used in this work are both based on high-repetition rate, femtosec-

ond pulse duration Ti:sapphire oscillators (Spectra Physics Tsunami). This oscillator em-

anates a train of ∼90 fs pulses centered at a wavelength of 800 nm every 12.5 ns (e.g., 80

MHz repetition rate). These pulses are split into a ‘pump’ and a ‘probe’ path via polariza-

tion optics. The pump pulses are electro-optically modulated at a given frequency, f , (8.8

MHz unless noted otherwise) and focused to the sample surface. The probe pulses are sent

to a mechanical translation stage in order to create a temporal delay between the pump and

probe. These pulses are then aligned to be collinear with the pump pulse and focused to

the sample surface with a microscope objective; the focused beam has a Gaussian intensity

profile (e.g., fundamental transverse mode, TEM00). The thermoreflectance of the probe

(change in reflectivity due to a temperature change) is measured with a photodiode and

sent to a lock-in amplifier, where the EOM modulation is used as the reference signal for

lock-in detection, as a function of pump-probe delay time to obtain the thermal decay from

the metal transducer into the surrounding films. A cartoon schematic of TDTR is shown in

Fig. 3.1

We use two TDTR systems in this work: a ‘two-tint’ and a ‘two-color’ variation. Fol-

lowing frequency modulation, the two-color system uses a BiBO crystal to frequency dou-

ble the pump beam to a wavelength of 400 nm; the two-tint system keeps both the pump

and probe at ∼800 nm. The two-color system allows for a wider range of metal transduc-

ers to be used for measurements and simplifies spectral filtering of the pump and probe

beam. Otherwise, the systems are nearly identical. Standard metal film transducers are 80

nm of aluminum or gold, which are typically electron-beam evaporated onto the sample of
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Figure 3.1: Schematic of our two-color TDTR system.

interest.

3.1.2 Theory and Signal Analysis

The thermal analysis for TDTR given below will rely on two critical aspects of our

experiment: the known intensity profile of the pump pulse, TEM00, and the use of a metal

transducer/wavelength combination where the pump and probe interact with the surface of

the film. These factors ensure a well-described heat input on the transducer surface, given

by,

p(r) = A
2

πr2
0

exp(
−2r2

r2
0

), (3.1)

where r0 is the 1/e2 beam radius and A is a constant that accounts for the power ab-

sorbed at the metal surface (e.g., laser power and reflectance). Given the cylindrical sym-

metry of the pump and probe beams, we can use Hankel transforms to simplify the solution.

The Hankel transform of p(r) is

P(k) = Aexp(−π
2k2r2

0/2). (3.2)
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As we are considering a periodic point source as the heating event (high repetition,

modulated focused laser), we can apply the frequency-domain solution of the heat equation

for a semi-infinite solid:

g(r) =
exp(−qr)

2πΛr
, (3.3)

and

q2 = (iω/D), (3.4)

where ω is the angular frequency of the periodic heating source, Λ is the thermal con-

ductivity of the material, and D is the thermal diffusivity. The Hankel transform of this

solution, g(r), is

G(k) = 2π

∫
∞

0
g(r)J0(2πkr)rdr (3.5)

G(k) = (
1

Λ(4π2k2 +q2)
)1/2. (3.6)

From this, the distribution of the temperature oscillations on the surface, Θ(r) can be

determined via the inverse transform of the product of G(k) and P(k),

Θ(r) = 2π

∫
∞

0
P(k)G(k)J0(2πkr)kdk. (3.7)

These temperature oscillations, induced by the pump beam, are measured via the change

in reflectivity with the probe beam (e.g., thermoreflectance measurement). As the probe

laser also has a Gaussian intensity profile, with its own 1/e2 radius, r1, the thermore-

flectance response is a weighted average of the temperature distribution Θ(r) and the

probe’s spatial profile. This response is given by,

∆T =
4
r2

1

∫
∞

0
Θ(r)exp(−2r2/r2

1)rdr, (3.8)
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and

∆T = 2πA
∫

∞

0
G(k)exp(−π

2k2(r2
0 + r2

1/2))kdk. (3.9)

3.9 can be generalized to a layered geometry, rather than our initial solution of a semi-

infinite solid; the iterative approach has been outlined in a number of works in greater detail

[14, 76]. In considering a layered structure, we replace G(k) from 3.6 with a thermophysi-

cal property matrix:

G(k) = (
B+

1 +B−1
B−1 −B+

1
)

1
γ1
. (3.10)

For a number of layers, n, where n = 1 is the surface layer, each layer is described by

three parameters; the thermal conductivity, Λn, thermal diffusivity, Dn, and its thickness,

Ln. In this approach, the thermal boundary conductance between two layers is simply

modeled as a layer with zero thickness and zero heat capacity. With this in mind, the

matrix takes the form:

B+

B−


n

=
1

2γn

exp(−unLn) 0

0 exp(unLn)

×
γn + γn+1 γn− γn+1

γn− γn+1 γn + γn+1

B+

B−


n+1

,

(3.11)

un = (4π
2k2 +q2

n)
1/2, (3.12)

q2
n = iω/Dn, (3.13)

γn = Λnun. (3.14)

For extraction of thermophysical properties, namely thermal conductivity and thermal

boundary conductance, we are interested in analysis of TDTR data on time-scales associ-
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ated with thermal diffusion, e.g., t >∼ 100 ps. As the pulse duration of our experiment is

nearly three orders of magnitude lower than this time scale, we can approximate the laser

output simply as a series of delta functions, separated by the repetition rate of the laser, and

modulated at frequency, f . The lock-in amplifier evaluates frequency components of the

temperature change and probe intensity (3.8) at both f and− f . Additionally, the time delay

between the pump and probe, t, shifts the relative phase of the probe frequency spectrum.

Thus, the lock-in response takes the form,

Re[∆RM(t)] =C
m=−M

∑
M

(∆T (m/τ + f )+∆T (m/τ− f ))exp(i2πmt/τ), (3.15)

Im[∆RM(t)] =−iC
m=−M

∑
M

(∆T (m/τ + f )−∆T (m/τ− f ))exp(i2πmt/τ), (3.16)

where C is a constant that accounts for the thermoreflectance coefficient of the mate-

rial and absorbed power of the pump beam. The limit of the sum is set as M = 10τ/t.

As noted by Ref. [14], the real part of ∆RM(t) converges slowly, so an additional Gaus-

sian factor, exp(−π( f/ fmax)) where fmax is the maximum frequency considered in the

calculation, is multiplied to each term. Typically, choosing an fmax ≈ 10/tmin, where

tmin is the first pump-probe delay time considered in the analysis, achieves accurate re-

sults. Note, for pump-advanced TDTR systems (as used in the wavelength-variable sys-

tems described in the following section), an additional phase shift must be accounted for:

∆R(t) = ∆RM(t)exp(i2π f t).

To measure and extract a thermophysical parameter of interest, we model this response

function and use a least-squares fitting routine to vary terms in the property matrix until a

‘best-fit’ to our experimental data is obtained. In the next section, I discuss the sensitivity of

TDTR measurements to these thermophysical properties and the ability to reliably obtain

accurate values.
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3.1.3 Sensitivity to Parameters of Interest

In contrast to the vast amount of literature on the TDTR/FDTR thermal models, the dis-

cussion of sensitivity in prior works is quite brief and difficult for one to intuitively extend

to their own measurements. Thus, in this section, I aim to provide a more rigorous descrip-

tion of standard sensitivity analysis and its associated effects on the uncertainty/error bars

for various thermophysical parameters.

In order to measure a thermal parameter of interest when fitting the above multi-layer

heat equation to experimental data, the modeled curve should be dynamic with respect to

the thermal variable. In other words, if I vary the thermal variable from the best-fit value

by 10%, then the model should no longer match the experimental data if we are sensitive

to the parameter. In contrast, if my arbitrary 10% change in the thermal property produces

the exact same model as the pre-altered solution, then we are clearly unable to accurately

measure this property.

The sensitivity of the thermal model, V , to a physical parameter, x, is defined as [77],

Sx =
δV

δ ln(x)
. (3.17)

This sensitivity allows us to directly quantify the extent of which a change in the ther-

mophysical parameter of interest alters the thermal model used to fit TDTR data. The

magnitude of Sx defines the sensitivity to a given parameter; if a small change in x greatly

affects our thermal model, we should be able to accurately fit for the parameter. Note, the

sign of Sx is dictated simply by the response of the model to the change in parameter; nega-

tive values of Sx indicate that the thermoreflectance will decrease when the thermophysical

parameter is increased (or vice-versa). Of course, in TDTR, as we consider the temporal

decay of energy, we can plot Sx as a function of pump-probe delay time. In order to extract

two separate parameters, we not only want them to have large magnitudes of Sx at some

time delay, but also want the temporal function of Sx to have greatly different curvatures.

To put this in perspective, let us consider an example ‘calibration’ sample, where the
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Figure 3.2: a) Calculated thermal model for 80 nm Al/α-SiO2 with varying values for
the TBC; aside from the case of an unphysically-low TBC (black line), there is negligible
change in the model, indicating a lack of sensitivity to the TBC. b) Sensitivity (Eq. 3.17 of
the TDTR signal to various thermophysical parameters for the case of 80 nm Al/α-SiO2.

material constants are well-described in literature: 80 nm Al/α−SiO2. In this case, we

have a priori knowledge of the thermal conductivity for the two layers, as well as their heat

capacity, so if the best-fit model to our experimental data measures a thermal conductivity

outside of the known value for SiO2, then usually it is a signature that our alignment is

incorrect in some capacity. But what if I want to measure the less-studied thermal bound-

ary conductance of the Al/SiO2 interface? In theory, I can vary the TBC until the model

matches the experimental data.

In Fig. 3.2b, I have plotted the sensitivity, Sx, for three parameters in this simple sample

geometry, the thermal conductivity of the SiO2 (κSiO2), the thickness of the aluminum layer

(d1), and the thermal boundary conductance of the Al/SiO2 interface (T BCAl/SiO2). Even

in this simple geometry, we see that we are highly insensitive to the TBC of interest; we

can not accurately measure the TBC of an Aluminum/Silica interface. Though, this does

indicate that any assumption for TBC will not greatly affect the measurement of κSiO2 .

We can now think of this lack of sensitivity in terms of our best-fit model and quantify

our uncertainty of a measured value. In Fig. 3.2a, I have plotted the thermal model for

the above geometry using a range of TBC values. We can see that for any TBC value

above 50 MW m−2 K −1, the thermal model only undergoes small changes. So what
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range of TBC values are considered ‘acceptable’ fits to our data? To accurately quantify

the true uncertainty in our TDTR measurements, we consider the mean-square deviation

(MSD) of our multi-layer thermal model to the experimental TDTR data. For a single

unknown parameter, this simple consideration of the normalized residual, or the model’s

MSD, relative to the experimental TDTR data is sufficient (assuming the other parameters

are well-known); an increase in the normalized residual is equivalent to a poor fit to the

data. In most cases, a normalized residual of < 0.01 is considered a ‘very good’ fit to the

experimental data. For the Al/SiO2 case, accepting only TBC values within this residual

range leads to us only being capable of defining a lower bound - above 100 MW m−2 K−1,

the fits are still statistically representative of the experimental data.

In most cases for TDTR, we can reliably fit a single decay curve for two thermophysi-

cal parameters of interest. In these scenarios, the uncertainty is generated through what we

colloquially call ‘contour plots.’ To determine the uncertainty/bounds of these parameters,

we generate theoretical model curves with varying thermophysical parameters around the

best-fit values obtained with least-square minimization of our thermal model to the exper-

imental data. We can then quantify the difference between these curves similar to above,

using the normalized residual. Except, in this scenario, we consider MSD for all combi-

nations of the two parameters of interest. For example, in the Al/SiO2 scenario above, the

MSD is calculated for all values of TBC. If we want to simultaneously fit for the TBC

and κSiO2 , we now calculate the MSD for all combinations of TBC and κSiO2 (within some

physically-meaningful limits). An example contour plot is shown in Fig. 3.3 for this sim-

ple calibration scenario. In this case, the error bars of our data must encompass all values

within the black circle, which defines the combination of parameters that achieve MSD

< 0.01.

Unless otherwise stated, the sensitivity analysis described above is used to calculate the

error bars reported in this work; in many cases, the uncertainty associated with the thermal

model is overwhelmingly the primary source of error, rather than spot-to-spot deviations or

error due to instrument noise.
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3.2 Wavelength-Tunable Ultrafast Measurements

Traditional thermoreflectance techniques, described above, rely on a thin metal trans-

ducer atop the material of interest; the film is chosen such that it i) has a large absorption co-

efficient at the pump wavelength, and ii) has a large, but constant, thermoreflectance coef-

ficient at the probe wavelength (dR/dT ). These factors ensure that the pump is heating the

surface of the film (one of the criterion for the solution to the heat equation provided above),

and that the probe response is indicative of the sample temperature. While this can be

achieved with many noble metals, it certainly limits the applications of TDTR/FDTR. For

example, the requisite transducer inherently limits the interfaces available for study: TDTR

is primarily sensitive to the metal/substrate interface, not ‘buried’ interfaces that are critical

for understanding multilayer heat transfer. Further, investigation of non-equilibrium pro-

cesses, even in these noble metals, is extremely difficult to perform correctly: when elec-

trons and phonons are out-of-equilibrium, the thermoreflectance coefficient is ill-defined,

requiring apriori knowledge of dR/dTe and dR/dTp for accurate interpretation of pump-

probe data [78]. To overcome these limitations, a number of the works described in this

thesis rely on a wavelength-tunable pump-probe system that I have developed. The ability

to tune wavelengths allows for direct relationship between the optical response and carrier

sub-populations, allowing one to eliminate obscurities associated with thermoreflectance

coefficients. Moreso, they allow for ‘direct-probing’ of non-metals, which provides insight

to sub-layer energy transfer processes that are inaccessible via TDTR. An introduction to

these concepts and an example of the necessity for such systems is described below for the

measurement of the electron-phonon coupling factor in the prototypical material system,

Au.

Advantages to Single-Wavelength Approaches

Energy transfer among out-of-equilibrium particle populations is the fundamental basis

for a number of applications where temporally-short excitation sources are utilized. Exam-
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ples range from high-frequency, high-power electronics where electronic relaxation defines

the rate of charge transport [79, 80] and, at sufficiently high fields, induces dielectric break-

down [81–83], to photothermal therapies [84, 85] and material processing [86, 87] with

ultrafast sources, where the heat-affected zone is heavily dictated by the rate of which elec-

trons couple to vibrational states. The majority of understanding of these non-equilibrium

processes is rooted on interpretation of ultrafast pump-probe reflectivity measurements. In

metals, the relation between non-equilibrium energy transfer and optical response is most

commonly understood within the framework of the two-temperature model (TTM) [88]. In

a typical experiment, a sub-picosecond laser pulse excites the electron subsystem to very

large temperatures, while the lattice remains cold. Following a time determined by the

material’s electron-phonon coupling constant, G, these electrons gradually transfer their

energy to the material’s lattice; the two systems eventually reach equilibrium and diffusive

heat transfer processes ensue. The most common method in which to interrogate these

electron and phonon dynamics during and after sub-picosecond laser heating is through

monitoring the reflectivity of a time-shifted probe pulse. The transient change in reflec-

tivity of the probe pulse due to the heating from the sub-picosecond heating event is then

assumed to be a measure of the transient temperature changes in the metal. Without invok-

ing physical models, the probe reflectance change due to these pump-induced temperature

excursions is given simply by [89]

∆R
R

=
R(T )−R(T0)

R(T0)
(3.18)

where R is the reflectivity prior to excitation at an initial temperature of T0, and R(T ) is

the probe reflectivity at the excited temperature, T . Inclusion of the TTM simply re-states

this relationship as a function of the individual temperatures of the electron and phonon

subsystems, e.g., R(Te,Tp). The magnitude of reflectivity change due to these tempera-

ture excursions is thus defined by the thermo-reflectance coefficients, dR/dTe and dR/dTp.

Through these relations, one can, in theory, directly relate the measured reflectivity to the

temperature transients of the two subsystems.
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While the basis of this approach is straight-forward, knowledge of these thermo-optic

coefficients is crucial towards accurately understanding the non-equilibrium energy transfer

dynamics and measuring thermophysical properties such as G. Without a priori knowledge

of dR/dTe and dR/dTp, which are also both wavelength and temperature dependent, it is

difficult, if not nearly impossible, to accurately separate these optical coefficients from the

thermophysical properties of interest. This issue has lead to a large discrepancy in reported

values of the electron-phonon coupling factor, G, via pump-probe measurements. In the

case of gold, due to its relatively flat density of states around the Fermi energy and its

high Debye temperature, one should expect a constant G at elevated temperatures above

the Debye temperature, given by [90, 91]

G =
π2m∗eC2

s ne

6τ(Te)Te
(3.19)

where m∗e is the effective mass of the electrons, Cs is the speed of sound, ne is the elec-

tron number density, and τ(Te) is the electron relaxation time. In many cases, τ(Te)∼ 1/Te,

leading to the expectation of a constant G [92]. Regardless of analytical derivations and

theoretical/computational studies, many experiments report a G that is not constant as a

function of fluence/electron temperature. Likewise, experiments performed under nearly

identical conditions, such as similar electronic temperature excursions, report differing val-

ues for G [1, 47, 93–98]. These differences have been hypothesized to be driven by fluence-

dependent electron scattering processes in parallel to the electron-phonon interaction, non-

thermal relaxation of the excited electron system, or steady-state heating that would occur

due to pulse accumulation from high repetition rate laser pulses but not in lower repetition

rate amplified systems (i.e., measurement artifacts). Clearly, a self-consistent experimental

understanding of the role of electron temperature on the electron-phonon coupling factor

in gold is missing, leaving theories of electron-phonon coupling in metals during non-

equilibrium conditions unverified.

Thus, the questions that we seek to answer in this work are: i) what is the cause of

the wide range of values and dsicrepencies reported for G of gold? and ii) how does
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the electron-phonon coupling factor of gold vary with electron temperature during non-

equilibrium conditions when Te 6= Tp?

Most pump-probe systems are based on a visible-to-near infrared lasers, commonly

centered at a wavelength of 800 nm. The static optical properties of Au at these wave-

lengths, and most metals, are in-fact dominated by free electrons and are well described by

the Drude model [99]. Given this, it is commonly, albeit potentially incorrectly, assumed

that the change in optical properties due to temperature excursions lie within this Drude

regime. For a given temperature excursion, there are two physical considerations. The first

temperature-dependent term is the plasma frequency, defined as

ωp =

√
nee2

m∗eε0
, (3.20)

While the effective mass, m∗e can have a temperature dependence, it is typically negli-

gible for free, intraband electrons. Rather, the number density, ne, has the most prominent

temperature dependence, as it is directly related to the thermal expansion coefficient of

the lattice. The second temperature dependence arises in the scattering rate of the free

electrons, which is commonly estimated through Matthiessen’s rule, τ
−1
f = AeeT 2

ee+BepTp,

where Aee and Bep are constants related to the temperature dependencies electron-electron

and electron-phonon scattering rates, respectively.

There are a number of intrinsic flaws associated with this approach. First, while the

Drude model applies to NIR wavelengths under static conditions (e.g., 800 nm), the opti-

cal response following short-pulse excitation is strongly dependent on interband transitions

under conditions of strong electron-phonon non-equilibrium due to smearing of the Fermi-

Dirac distribution at elevated electron temperatures [100–102]. Thus, the Drude model

is not expected to be applicable. Further, the temperature coefficients lack a wavelength

dependence, indicating the perturbation of the optical response due to a temperature ex-

cursion lacks a wavelength dependence, which is well-known to not be the case. Finally,

these scattering coefficients are derived from low-temperature resistivity methods [103];

in the original work where Aee is defined, the coefficient is explicitly defined as not being
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Figure 3.4: Compilation of previous literature values for the measured electron-phonon
coupling factor of thin Au films as a function of excited electron temperature are shown
as solid symbols, models and DFT calculations are shown as lines. The experimental re-
sults are based on ultrafast pump-probe experiments with probe wavelengths in the visible,
typically <800 nm.
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applicable to radiation frequencies corresponding to visible light [104].

Recent works have avoided these models, and instead rely on perturbation theory to

relate the electron temperature to interpret transient reflectivity data at visible wavelengths

[102]; this approach provides one of the more accurate determinations of the electron-

phonon coupling factor [105]. In fact, Hohlfeld et al. directly monitored the temporal

evolution of the Fermi-Dirac distribution in Au following short-pulse excitation, provid-

ing a direct measure of the electron temperature. In doing so, they provide a commonly-

referenced value for the electron-phonon coupling factor (G = 2.1×1016 W m−3 K−1) [1].

While this approach is highly accurate, it is far from straight-forward; this approach re-

quires pump-probe data to be acquired at a large number of wavelengths centered about the

interband transition of the metal of interest to directly measure the electron temperature.

Furthermore, in metals with more complex band structures than that of Au, where multiple

electron transitions occur in a small energy range, the ability to directly relate reflectance

to the change in electron distribution can be extremely difficult [102].

Nonetheless, these inadequacies provide crucial information towards measurement of

electron-phonon interactions via ultrafast pump-probe measurements. As referenced above,

the temperature of the phonon subsystem contributes significantly to the transient reflectiv-

ity signal, and is weakly dependent on wavelength. In the regime of which reflectivity is

considered to be intraband in nature, and thus the Drude model is applicable, one obtains a

nearly constant thermoreflectance coefficient, which is dominated by the temperature rise

of the phonon subsystem. Conversely, the temperature of the electron subsystem and its

associated thermo-optic coefficient is strongly dependent on wavelength, due to its strong

dependence on interband transitions, but trends toward zero at photon energies far from in-

terband transition threshold [101, 102]. Given such, we expect that for probe wavelengths

far from the interband electronic transitions in a metal, that the thermoreflectance is domi-

nated, if not solely proportional to, the lattice temperature of the metal.

In this work, we investigate the role of interband contributions applied to transient op-

tical responses in ultra-fast pump-probe experiments using both experiments and first prin-
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ciple calculations. We interrogate the temporal dynamics of ∼20 nm Au on insulating sub-

strates following excitation with a 400 fs, 520 nm pulse using probe wavelengths spanning

from 0.85 eV to 4.35 eV (1500 nm - 285 nm) as a means of separating the contributions

of the electron and phonon subsystems to the perturbed optical response. Furthermore, we

perform ab initio calculations to understand the role of intra- and interband contributions

to the modulated optical response. In doing so, we find that the electron-phonon coupling

factor of Au is in-fact constant at least up to electron temperatures of ∼2,000 K, consistent

with Eq. 2 and free electron theory. In doing so, we posit that the variations in the reported

values of G in Au from prior literature could be obfuscated from interband transitions lead-

ing to inaccuracies in the thermo-optical model. We summarize an array of literature values

for the electron-phonon coupling factor of Au in Fig. 17.1.

In excellent agreement with a wealth of literature, we find the ultrafast transient dy-

namics to be strongly dependent on the probe wavelength in the visible; an example is

demonstrated in Fig. 4.12. Even in cases of constant pump fluence, ensuring a constant

electron-phonon coupling factor, and thus constant temperature transients for the two sub-

systems, for each probe wavelength, the signals are vastly different. This observation is

traditionally attributed to a variation in thermo-optic coefficients for each wavelength; as

the wavelength approaches resonance with an electronic transition, dR/dTe increases. In-

deed, a least-squares minimization of the TTM to our experimental data demonstrates that

dR/dTe is strongly dependent on the wavelength of the probe, at least for visible wave-

lengths. Conversely, the phonon-contribution to modulated reflectance, dR/dTp, is weakly

coupled to wavelength. Additionally, at most visible wavelengths, dR/dTp is found to be

orders of magnitude greater in magnitude than dR/dTe, in agreement with prior works [78].

We perform a least-squares minimization routine to fit the TTM to our experimental

data as a function of wavelengths and fluences, with three variations of free-variables. In

one case, as done in most prior works, we use literature values for the thermo-optic coef-

ficients, and solely fit for the electron-phonon coupling factor. Additionally, we perform

these calculations with a constant electron-phonon coupling factor, but instead fit for the
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Figure 3.6: Relative contribution of direct interband transitions to the probe response of Au
at an absorbed fluence of 1 J m−2 (left) and 10 J m−2 (right) for wavelengths of 600, 700,
900, 1100, and 1300 nm.

thermo-optic coefficients. Finally, we repeat these calculations with both the thermo-optic

coefficents and electron-phonon coupling factor as free variables. These results are sum-

marized in the following discussion.

As expected, fitting for both the thermo-optic coefficents as well as the electron-phonon

coupling factor shows perfect agreement with our experimental data, however un-physical

as this approach may be. Conversely, a constant electron-phonon coupling factor, while

fitting for the thermo-optic coefficients or application of the perturbed Drude model, fails to

capture the experimental data at wavelengths close to the interband transition; this approach

is found to show good agreement only for wavelengths above ∼700 nm for the fluences

used in this work. Similarly, fitting for G while using the Drude approach causes the TTM

calculations to deviate greatly from the experimental data as the interband transition is

approached.

To understand the origin of this deviation, we perform ab initio calculations of the

excitation, relaxation and time-dependent optical response using the approach detailed in

Ref. 106. Briefly, we combine density-functional theory and maximally localized Wannier

functions[107] to evaluate contributions of direct interband and phonon-assisted intraband

transitions to the carrier distributions (pump excitation) and time-dependent complex di-

electric function (probe response) of the metal.[108, 109] The hot carrier energy distribu-

tion is evolved using the Boltzmann Transport Equation (BTE) with an ab initio collision
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integral including electron-electron and electron-phonon scattering. This parameter-free

approach predicts the time-dependent optical response of the metal after pump excitation

in quantitative agreement with ultrafast experiments on different plasmonic geometries and

materials.[106, 110]

The computational framework described above provides the temporal evolution of the

complex dielectric function, separated into direct and indirect contributions as

ε(ω, t) = εdirect(ω, t)+ εindirect(ω, t), (3.21)

where ω is the frequency of the probe beam. Implementing this dielectric function into the

Fresnel equations provides a modulated response given by

dR(ω, t)
R(ω, t)

=
g′(ω,0)
g(ω, t)

(dεdirect(ω, t)+dεindirect(ω, t)). (3.22)

As shown in Fig. 7.2, we find that interband contributions to the modulated response

dominate the optical response at ultrafast time-scales for wavelengths less than ∼700 nm,

invalidating the application of the Drude model to pump-probe data. Furthermore, with

increasing fluence, smearing of the Fermi-Dirac distribution leads to a large interband con-

tribution to the modulated response, even for wavelengths initially far from the d-to-s-band

transition in Au. Attempting to fit these first principle results with a TTM leads to similar

issues as found in our experimental data; when the interband contribution to the modulated

response becomes significant, the perturbed Drude model and/or fitting with a constant G

fails.

These first-principle calculations, as well as extrapolation of the wavelength depen-

dence in the thermo-optic coefficients for visible wavelengths elucidates a means to avoid

thermo-optical models that are not widely applicable; for probe wavelengths sufficiently

far from electronic transitions, the optical response becomes truly free-electron-like. This

Drude-like response ultimately lacks sensitivity to the electron temperature, and is instead

indicative of solely the temperature of the phonon subsystem. Additionally, this free-
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electron response is linearly proportional to the lattice temperature. This has the advantage

of the changes in reflectivity being driven by relatively smaller temperature rises, since

the heat capacity of the lattice is orders of magnitude lower than the heat capacity of the

electrons. Thus, the nonequilibrium dynamics due to large excursions can be monitored

through the much smaller temperature rises of the lattice. In most pump-probe experiments

that interrogate these nonequilibrium dynamics of materials in the reversible, non-damage

fluence/temperature regime, these lattice temperature rises can be minor, and less than a

few hundred Kelvin. This greatly simplifies the thermo-optic analysis used in relating the

electron and phonon temperature rises to the measured changes in probe reflectivity, in

that in this limit of perturbatively-small temperature changes, a linear relationship can be

assumed between the changes in reflectivity and change in temperature. This linear rela-

tionship will remain true for relating dR(Tp) to the lattice temperature rises even during

large electron temperature changes where dR(Te) is a more complex, nonlinear function of

Te [78].

Therefore, assuming the transient probe thermoreflectivity response is in the pure Drude,

free-electron regime, the measured change in reflectivity is directly proportional to the tem-

perature evolution of the phonon subsystem, given by

Cp
δTp

δ t
= ∇(κp∇Tp)+G(Te−Tp) (3.23)

where Cp and κp are the heat capacity and lattice thermal conductivity of the lattice, re-

spectively. For sufficiently thin films, the thermal conductivity term can be neglected, as the

film is homogeneously heated at time-scales corresponding to electron-phonon coupling.

Thus, in directly monitoring the temperature evolution of only the lattice, the exponential

rise time in the modulated signal is equivalent to Cp/G.

We experimentally demonstrate this hypothesis at wavelengths far from the interband

transition, even following ultrafast excitation, using probe wavelengths in the UV and NIR,

corresponding to photon energies of 4.35 eV and 0.85 eV, respectively. At these wave-

lengths, the electronic temperature must be in excess of 5000 K to allow interband tran-
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sitions to affect the optical response of the probe. As shown in Fig. 7.3a and Fig. 7.2 the

transient response is vastly different from the typical response at visible wavelengths; there

is no presence of a ‘hot-electron’ peak, followed by a decay over a few picoseconds. Rather,

there is a clear exponential rise in the signal, qualitatively similar to the expected increase

in lattice temperature following pulsed excitation. Indeed, using the same least-squares

minimization routine as performed for probe wavelengths in the visible, we find a constant

electron-phonon coupling factor for both UV and NIR probes, regardless of fluence. Ad-

ditionally, the rise-time is in excellent agreement with our first principle calculations. This

finding of a constant G is in contrast to a number of experimental works, including our own

data at visible wavelengths. Nonetheless, the finding of constant electron-phonon coupling

factor is in excellent agreement with computational and theoretical approaches for the elec-

tron temperatures observed in this work, as well as works that directly monitor the decay

of the Fermi-Dirac distribution [1]. We attribute the discrepency between our data far from

interband transitions and previous experimental works/our visible data to the assumed re-

lations defining the thermo-optic coefficients at visible wavelengths. We compare our data

to an array of literature values for the electron-phonon coupling factor of thin Au films and

nanoparticles, and show excellent agreement with works that directly monitor the electron

temperature evolution of Au [1]. Additionally, G measured via probe wavelengths far from

the smeared Fermi-Dirac distribution is relatively constant, in agreement with both recent

ab initio [111], one of which relies on the same computational metholodologies described

within this work [109] and analytical calculations (Eq. 2); these data are summarized in

Fig. 7.3b.

Conclusion

We demonstrate through a combination of pump-probe measurements with wavelengths

spanning UV (285 nm) through the NIR (1500 nm) paired with ab initio calculations that

the electron-phonon coupling factor of Au is constant up to electron temperatures of at

least 2000 K. At wavelengths far from the interband transition of Au, the modulated probe
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Figure 3.7: a) Experimental pump-probe data at a wavelength of 1300 nm for fluences
corresponding to electron temperature rises of ∼1100 K (black squares) and ∼2200 K
(blue circles and magenta diamonds). demonstrate the transient reflectivity is dominated
by the lattice temperature of the Au, thus eliminating interband contributions. b) Measured
electron-phonon coupling factor from this work’s ultrafast pump-probe experiments (sym-
bols), ab initio calculations (dashed red and dotted black lines), and calculated from Eq. 2
(solid blue line). At visible probe wavelengths, the measured G displays anomalous non-
linearities due to an incorrect application of the Drude model, whereas probe wavelengths
that measure far from perturbations of the Fermi-Dirac distribution (e.g., probe via intra-
band excitations) is relatively constant as a function of electron temperature, up to electron
temperatures of ∼2500 K. We find a constant electron-phonon coupling factor that is in
excellent agreement with previous works that directly monitor the electron temperature
distribution [1].
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response is dominated by the lattice temperature and allows one to avoid convoluted optical

models to interpret the transient response. Additionally, although the static optical response

of Au can be described through the Drude model, Fermi-smearing invalidates the use of a

perturbed Drude model to describe the modulated response for most visible wavelengths.
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Chapter 4

Solid-Solid Interfaces

In this chapter, I will introduce two alternative approaches towards the analysis of ther-

mal boundary conductance, namely the utilization of the laser ablation threshold and trans-

mission of acoustic waves as metrics of relative changes in TBC. Additionally, through the

implementation of a mid-infrared pump-probe method, I demonstrate a novel energy trans-

duction mechanism that can arise at metal-semiconductor interfaces during cases of strong

electron-phonon non-equilibrium. The work presented in this chapter has been published

in peer-reviewed journals, namely Physical Review B[7], Applied Physics Letters[112], and

Nature Nanotechnology[113].

4.1 Background

Thermal transport at solid-solid interfaces remains to be a highly-studied research topic

due to the technological necessity for engineering specific interfacial resistances paired

with the complex underlying physics driving thermal conductance at interfaces. The most

widely used and most versatile method for measuring the TBC at solid-solid interfaces

remains to be transient and frequency-domain thermoreflectance techniques (TDTR and

FDTR, respectively). While TDTR lends itself toward the measurement of TBC and energy

transfer across interfaces, it relies on a multi-layer solution to the heat equation for analysis
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of pump-probe data. While additional drawbacks to this method will be presented through

this dissertation, one of the more obvious issues is the lack of physics elucidated upon

simply from extraction of a TBC.

4.2 Role of Interfacial Thermal Resistances During Laser-

Processing of Thin Films

4.2.1 Introduction

Ablation, from a thermodynamic standpoint, is the process of evaporative material re-

moval when a critical temperature is reached. However, laser-induced ablation has become

a general term referencing any laser-induced mass removal, with expected ejection mecha-

nisms ranging from non-thermal, photomechanical spallation [3, 114, 115] to a thermally-

driven vaporization process [116, 117]. This mixture of mechanisms and definitions has

clouded the current understanding of the basic heat transport processes that drive material

ablation [3, 115, 118], especially when considering thin films and nanocomposites. On

the nanoscale, the high densities of inclusions, defects and interfaces can lead to thermal

transport properties in materials that can be drastically varying from those intrinsic to their

respective bulk phases [12, 119]. Thus, an understanding of the heat transport processes

that drive material ablation in nanosystems is lacking; this lack of understanding is am-

plified by the aforementioned ambiguities in the role of diffusive thermal transport and

thermal resistance in bulk materials during laser ablation.

Diffusive heat transport generally drives ablation processes in materials when the char-

acteristic energy deposition time (i.e., pulse width, tp) is much greater than the electron-

phonon equilibration time (τep) [3]. In this temporal regime, the electrons and lattice are

in equilibrium during the majority of the laser pulse absorption; thus, the assumption of

Te ∼ Ti is valid, where Te is the electron temperature and Ti is the ion temperature. In this

“thermal ablation” regime [3], thermal expansion limits the ablation threshold, hence defin-
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ing the condition that the absorbed laser energy must be fully converted into the energy of

the broken bonds in some thickness defined by a thermal penetration depth of the pulse

(δT = (αtp)
1/2, where α is the thermal diffusivity). In this regime, the thermal ablation

threshold, which determines the onset of the material removal process, follows the well

known
√

tp pulse width dependence [114, 120], given by [3]

FT≈
(αtp)

1/2εbna

A
, (4.1)

where εb is the atomic binding energy, na is the number density of atoms in the target,

and A is the absorptivity of the material.

The threshold fluence given in Eq. 4.1 is derived by performing a basic energy balance

with the absorbed laser pulse and the heat equation used to describe diffusive thermal trans-

port in a homogeneous material [3]. This threshold applied to thin films and nanosystems

is thus questionable, as previously mentioned, the heterogeneity induced from interfaces

and inclusions can lead to thermal transport properties to be vastly different from that of

the homogeneous bulk phase [12, 119]. For example, when film thickness approaches δT ,

interfaces and boundaries adjacent to these thin films can pose significant thermal resis-

tance that impede heat flow out of locally heated volumes in thin films. Indeed, this finite

thermal boundary conductance, hK, can represent a limiting thermal resistance in a wide

array of thin films and nanosystems [33, 35, 121, 122]. Furthermore, for thermal abla-

tion conditions (i.e., when tp >> τep, as previously mentioned), thermal diffusion could be

dominated by the thermal boundary conductance as opposed to the thermal properties of

the film or substrate. For example, characteristic time scales associated with the interfa-

cial temperature drop [67] driven by hK are estimated as τint =Cd/hK, where C and d are

the heat capacity and film thickness of the thin film material [123]. For a homogeneously

heated Au film where d≈100 nm (the ballistic penetration depth of electrons after laser ir-

radiation in Au is ∼100 nm) [1], the time scale necessary for complete diffusion of energy

across an Au film on a substrate is ∼5 ns, assuming hK is ∼50 MW m-2 K-1 [124–126].

Thus in the regime where this timescale is two orders of magnitude greater than laser depo-
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sition time (e.g., when using picosecond pulses), the thermal energy deposited by the laser

pulse would be initially confined in the volume of the film. As thermal ablation processes

occur up to nanosecond times scales [127] and are greatly affected by the ablated material’s

temperature [118], energy diffusion, limited by the interfacial thermal resistance, would be

expected to play a role in such processes in thin films.

To the best of our knowledge, this effect of thermal confinement during thermal ablation

conditions has never been experimentally and systematically investigated, leaving a large

void in the understanding of how Eq. 4.1 applies to thin film systems for predicting ablation

thresholds. Qualitatively, in this temporal regime where the deposited laser energy is con-

fined in the thin films due to a thermal boundary resistance at the film/substrate interface,

it would be expected that lower applied fluences would be necessary for ablation to occur,

as less energy from the absorbed laser pulse is necessary for equivalent power densities in

a thin films compared to its bulk counterpart. Thus, in this regime with increasing interface

conductances, thermal energy is better coupled to the substrate, and the ablation threshold

should correspondingly increase.

An additional consideration in applying Eq. 4.1 to thin films lies in the binding en-

ergy terms, εb, as the interatomic cohesion forces of a pure material are not the only

forces present in the thin film on substrate system. This is evident throughout literature

[2, 128, 129] for laser ablation in liquids; the overlying liquid layer mechanically confines

the system and becomes an additional force that the spalled material must overcome, thus

leading to an increase in the relative ablation threshold for that material. In this context, for

thin films, the binding energy term must also be related to the interfacial bonding environ-

ment between the film and the substrate as the film must overcome the work of adhesion at

this interface. Note, this interfacial bond strength can be intimately related to the thermal

boundary conductance across solid/solid interfaces [121, 130–135].

This work seeks to elucidate the role of diffusive thermal transport mechanisms during

short-pulse laser ablation of thin films. When the film thickness approaches the length and

time scales associated with energy diffusion, thermal boundary resistances are expected to
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Figure 4.1: a) A schematic of the experimental set-up for the ablation threshold exper-
iments. The Au/substrate sample is placed in a liquid cell for threshold measurements
in water. b) A schematic of the experimental set-up for our TDTR measurements. c) A
schematic of the computational domain representing a thin film (red and yellow atoms) on
a substrate (blue atoms) described by the Lennard-Jones potential.

influence the ablation threshold of a material. In this work, we experimentally demonstrate

the failure of Eq. 4.1 for predicting the ablation threshold for thin films. By obtaining the

ablation threshold of gold thin films deposited on various substrates with varying thermal

boundary conductances across the Au/substrate interfaces, we find that the thermal con-

finement within the film controls both the damage threshold and the heat-affected zone.

4.2.2 Methods

Sample Fabrication

We conducted the thermal ablation threshold and thermal boundary conductance mea-

surements on 65 nm Au films on different substrates with varying interfacial resistances.

The Au films were electron-beam deposited on fused silica (SiO2), silicon, nickel, titanium,

sapphire (Al2O3, and copper substrates; all substrates were purchased from MTI corpora-

tion. Prior to deposition, the substrates are rinsed with acetone, ethanol, and methanol then

subsequently dried with nitrogen gas. Note, no efforts to remove native oxides on certain

substrates were undertaken.



56

Picosecond Laser Ablation

The single-pulse ablation threshold experiments utilized a 25 picosecond Nd:YAG laser

operating at its fundamental wavelength of 1064 nm as shown in Fig. 4.1a. The beam size

is experimentally determined with the knife-edge method for both air and liquid environ-

ments. We also use the beam waist, ω0, as a fitting parameter during threshold measure-

ments for confirmation of the spot size at the target surface; the two methods are in good

agreement for bulk targets. In the case of our thin films, as discussed in detail later, we find

that the best-fit value for the beam-waist increases with increasing thermal boundary con-

ductance. This phenomenon is attributed to in-plane thermal diffusion during the ablation

process. The thermal ablation threshold for these 25 picosecond pulses is determined in

each Au/substrate system by measuring the induced damage area as a function of incident

laser fluence. The results are then fit to [4]

D2 = 2ω
2
0 ln(

F
Fth

) (4.2)

where both ω0, the beam waist, and Fth, the ablation threshold are used as free parameters

to the best-fit, while D is the diameter of the ablation area and F is the applied fluence

and are experimentally measured. The ablation measurements were performed in both

air and water environments; in the liquid environment, the target was submerged in 15

mm of pure DDI water utilizing a flow cell, as described in [2, 136], to avoid scattering

with pre-existing nanoparticles. The subsequent damage area was measured using dark-

field optical microscopy which matches the damage areas measured via scanning electron

microscopy. This method of measuring damage areas has been shown to provide similar

and accurate results to other methods of determining damage and ablation thresholds [137].

It should be noted that our ablation ’crater’ depth is limited to the thickness of our films and

there is no visible damage to the substrates in values used for the threshold measurements;

we emphasize the lack of visible damage to the substrate in our measurements, as there

may be underlying microstructure alteration and formation of defects not observable in
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our microscopy characterization. Further, we find redeposition of ablated material on the

substrate surface, indicative of droplet formation. This finding implies that at least one

mechanism leading to thermal ablation in this work is phase explosion; the possibility of

this phase-transformation occurring simultaneous to other ejection processes is discussed

later.

Time-Domain Thermoreflectance

For measurement of the interfacial thermal resistance, we utilize a two-color TDTR

scheme, as described in more detail elsewhere [93, 138, 139] and graphically depicted in

Fig. 4.1b.Our TDTR system is centered around a Spectra Physics Tsunami Ti:Sapphire os-

cillator, emanating ∼90 fs, 800 nm (center wavelength with 10.5 nm bandwidth) pulses at

an 80 MHz repetition rate. The output of the oscillator is split into pump and probe paths.

The pump, after passing through an electro-optical modulator and a second-harmonic gen-

eration crystal, is converted to a modulated pulse train of 400 nm pulses; in this work, we

modulate the pump train at 8.8 MHz. The probe pulses are mechanically delayed to known

time intervals relative to the pump pulse. We monitor the in-phase and out-of-phase volt-

ages from the reflected probe pulses at the frequency of the pump modulation frequency

with a lock-in-amplifier. These lock-in signals are related to the surface temperature of the

Au film, and are related to the thermal properties of the samples, including the Au/substrate

thermal boundary conductance [77, 123, 140, 141]. The in-phase data is fit to a thermal

model where the thermal boundary conductance is our free parameter [14, 93, 142]; the

thermal conductivity of the film and substrate are obtained from literature values [143–145]

and the film thicknesses are determined from profilometry measurements. The measured

thermal boundary conductance and associated error is obtained from measuring five spots

on the film.
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Molecular Dynamics Simulations

To explore the nanoscopic mechanisms responsible for dictating thin film damage, we

perform molecular dynamics (MD) simulations on representative thin films with varying

boundary conditions with the region defined by substrate atoms. For our MD simula-

tions, we employ the widely used 6-12 Lennard Jones (LJ) potential, U(r) = 4ε[(σ/r)12−

(σ/r)6], where U is the interatomic potential, r is the interatomic separation, and σ and ε

are the LJ length and energy parameters, respectively. The cutoff distance is set to 2.5σ

(for computational efficiency) with the time step for all simulations set to 0.1 fs. As we

are interested in understanding the effects of TBC on the damage area in thin films in gen-

eral, the use of LJ potential is sufficient to provide qualitative insight. For the thin films, the

length and energy parameters are modeled for argon with σs=3.405 Å and εs=10.3 meV and

the atoms are placed in an fcc structure with a lattice constant of a0=1.56σ . The substrate

atoms are also placed in an fcc lattice with the same lattice constant, and the energy and

length parameters are set to σs=3.405 Å and εs=10.3 meV, respectively. To mimic a weakly

bonded interface, the film-substrate energy parameter is set to ε f−s=2.6 meV, whereas, for

the strongly bonded interface, ε f−s=10.3 meV. The sizes of the computational domains are

30a0×30a0×20a0 with periodic boundary conditions applied in all directions. The mass

for all atoms is set to 40 g mol-1.

Initially the computational domains are equilibrated under the Nose-Hoover thermostat

[146], and the number of atoms, volume and temperature of the simulation are held con-

stant followed by the NPT integration, which is the isothermal-isobaric ensemble with the

number of particles, pressure and temperature of the system held constant for a total of 1.5

ns at 0 bar pressure and 70 K temperature. To melt a region of the thin film, we heat the

atoms contained in a cylindrical area in the center of the thin film at a temperature of 300

K (under the NVT ensemble, with the number of particles, volume and temperature held

constant) for a total of 1 ns after equilibration, while the NVT integration at a temperature

of 70 K is simultaneously applied to the rest of the computational domain; note, the melting

temperature of LJ argon is 87 K [147]. A schematic of the computational domain is shown
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in Fig. 4.1c, where the red atoms represent the thin film, the yellow atoms represent the

melted region in the thin film and the blue atoms represent the substrate.

After we melt the cylindrical region in the thin film, the atoms in the thin film region are

allowed to equilibrate under the NVE integration, which is the microcanonical ensemble

with the number of atoms, volume and the energy held constant, while the substrate atoms

are simulated under the NVT integration. We monitor the melted regions of the compu-

tational domains with the varying boundary conditions between the film and the substrate

atoms to shine more light on the influence of the different mechanisms that dictate diffu-

sive damage of thin films. The results of these simulations are discussed in detail in the

following section.

4.2.3 Results and Discussion

Figure 4.2.3a shows the measured thermal ablation threshold values for the various Au

films as a function of substrate thermal conductivity. The lack of substrate dependence

suggests that the thermal properties of the substrate are not primary factors dictating the

different ablation thresholds in the thin Au films; note, we find a similar lack-of-trend is

found in the thermal ablation threshold as a function of substrate effusivity. Furthermore,

even if a general monotonic decrease trend could be gleaned from Fig. 4.2.3a, these data

would suggest that the faster in which heat is being transferred away from the heat-affected

zone and into the bulk of the substrate heat sink, the lower the ablation threshold, which

is counterintuitive from a simple energy balance argument. This suggests another energy

diffusion mechanism must be limiting the ablation threshold in these films on substrate

systems.

As we discussed previously, due to the typical times scales of thermal diffusion, we

hypothesize that the thermal boundary conductance, hK, at the Au/substrate interface im-

poses the limiting resistance that will dictate thermal ablation of the Au films under these

conditions. We plot the thermal ablation threshold in ambient conditions as a function of

measured hK for the various Au/substrate interfaces in Fig. 4.2.3b. We find that the ablation
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Figure 4.2: a) Measured ablation thresholds of Au films as a function of the associated
substrate’s thermal conductivity. b) The thermal ablation thresholds as a function of the
measured thermal boundary conductance between Au films and the labeled substrates. The
gray bar represents range of previously reported values for the ’bulk’ ablation threshold of
Au in air [2, 3].

threshold of these systems scales linearly with their respective thermal boundary conduc-

tances as shown in Fig. 4.2.3b, supporting our hypothesis that hK at the film/substrate inter-

face can influence the thermal ablation threshold more directly than the substrate thermal

properties. The measured thermal boundary conductances agree well with previously re-

ported values for various Au/substrate interfaces [124–126, 133, 139]. The thermal bound-

ary conductance is a diffusive thermal resistance that is well known to impact the overall

heat transport in thin films and nanosystems. Thus, our data suggest that thermal abla-

tion thresholds in this picosecond regime are related to the heat transport mechanisms that

underpin the diffusive thermal resistance at the film/substrate interface.

In the ”bulk” limit of ablation thresholds, previous experimental [2] and computational

[3] works have determined threshold values for bulk Au targets through numerous methods,

with reasonable agreement at 0.210 J cm-2 and 0.245 J cm-2, respectively, in ambient condi-

tions; the experimental value was reported as slightly lower than theory due to a roughened

surface, leading to an enhancement in photon absorption [2, 148]. Under these circum-

stances, Eq. 4.1 is valid as only the properties of a pure substance must be considered (in

particular, a constant thermal diffusivity and cohesion energy can be assumed). Thus, in the
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limit where interfacial resistances are large and thus confine thermal energy to the volume

of the thin film, the ablation threshold approaches the previously measured bulk damage

threshold.

The primary mechanisms driving laser ablation of thin films is typically discussed in

terms of delamination and ejection of condensed material due to thermo-mechanical ef-

fects at the interface [149, 150]. Though, even in the case of laser-induced forward transfer

(LIFT), previous experimental works using picosecond pulses have shown the process to

follow melting dynamics in fashion similar to that of nanosecond melting of thin films

[151]. Furthermore, as shown by numerous computational works, at higher fluences, phase

explosion (or an analogous phase-transformation such as explosive boiling, whereby the

material is transformed into a metastable liquid state) occurs and is the primary mechanism

for material ejection [129, 152, 153]; a mechanism occurring independent of the ablated

material’s thickness. As our threshold measurements are derived from a fit to Liu’s equa-

tion over a large span of applied fluences, it is likely that a complex mix of these dynamics

occurs within the heated volume simultaneously, potentially dependent on fluence. This

is further supported by two observations of the damaged region: Redeposition of ablated

material and delamination of the surrounding film. Droplet formation during ablation, a

consequence of explosive boiling or phase explosion, is known to lead to redeposition of

such droplets on the target surface, which we observe in our microscopy images. Further-

more, we find delamination outside the area in which material is ejected, indicating that a

thermomechanical mechanism occurs simultaneous to phase explosion. Nonetheless, re-

gardless of mechanism, as Eq. 4.1 is derived from a basic energy balance, the binding term,

εb, references the energy necessary to overcome some adhesive force. Typically, this term

implicitly references the binding energy between two atoms within a material (i.e., atomic

disintegration). In a thin film system, the interfacial atoms have some adhesive force be-

tween the film and substrate, which can be overcome. During a gas-phase transformation,

these interfacial atoms would play less of a role, making the binding energy a more neg-

ligible term, as the disintegration energy in the bulk of the film would be the dominant
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adhesive force to be overcome for the material’s ablation threshold. This does not imply

the interface is to be neglected; should heat be efficiently dissipated into the substrate, the

Au film could rapidly drop below the temperature necessary for the phase-transformation,

and remain adhered in condensed phase. On the contrary, should mechanical spallation be

the primary ejection mechanism, one would expect the interfacial adhesion to be the dom-

inating term, as it is the weakest energy to overcome, and the bulk of the film would spall

once reached. As discussed later, the measured value of thermal boundary conductance is

known to be related to both phonon mismatch at the interface as well as interfacial bonding.

Thus, the TBC reflects both dissipation rate and adhesion of the film.

To study this hypothesis in more detail, we repeat the ablation threshold experiments

on the same Au/substrate systems while submerged in 15 mm of DI water, as depicted by

the open circles in Fig. 4.2.3. The thermal ablation thresholds are higher for the Au films

when submerged in liquid as compared to the air experiments, but only for the Au/substrate

systems with the highest hK’s; in other words, as the thermal boundary conductance is

lowered (resistance is increased), the presence of the liquid on the Au has a reduced effect.

In the limit of Au/Si (lowest hK), the liquid layer does not affect the ablation threshold.

This further supports our discussion regarding diffusive heat transport across the nanoscale

interfaces as the underlying mechanisms affecting thermal ablation. The addition of the

liquid layer, and resulting Au/water interface conductance, creates an additional parallel

path for thermal transport out of the Au film. In Fig. 4.2.3, an additional thermal boundary

conductance of 50± 30 MW m-2 K-1 is assumed for the Au/liquid interface [142, 154, 155].

As can be seen, the lower values for hK (higher resistances at the Au/substrate interface),

such as Au/Si, the additional thermal pathway is not large enough to drastically affect this

threshold, and it does not deviate far from the theoretical minimum value found in previous

literature [2]. Though the nominal value of ablation threshold for Au on Si substrates

appears independent of environment, the large error associated with both the measured

threshold and previous measurements of thermal boundary conductance at a solid/water

interface leaves the possibility of it being within the linear range found in the solid/solid
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Figure 4.3: Ablation thresholds against the thermal boundary conductance in air (black
squares) and liquid (open circles) environments, where the Au/liquid interface is assumed
to have a thermal boundary conductance of 50 ± 30 MW m-2 K-1; as the liquid provides
a parallel path for thermal transport, the Au/water interfacial conductance can be summed
with the measured Au/substrate interface.

interfacial conductances. Additionally, although they can not be accounted for in error

bars, phenomena leading to damage outside of thermal effects should be considered during

ablation in a liquid environment. For example, cavitation and plasma confinement are

hypothesized to lead to secondary erosion effects during laser ablation in liquids [2].

Furthermore, given the relatively modest increase in pressure with the addition of water

on the Au surface (∼150 Pa), we do not believe this change in thermal ablation threshold

upon liquid submersion is due to an increase in mechanical confinement from the additional

pressure. While an increase in ablation threshold has been observed during laser ablation

in liquids [2, 152] due to mechanical confinement of the spalled material, previous work
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by Losego et al. [133] has shown that pressures on the order of MPa are necessary for

spallation to occur for 80 nm Au films. This suggests orders of magnitude more pressure

from the liquid addition would be necessary to impact the thermal ablation threshold if the

liquid was mechanically confining the thermally excited Au.

As an additional experiment to support our assertion that the thermal boundary conduc-

tance at the Au/substrate interface is the limiting factor impacting thermal ablation thresh-

olds, we considered the measured damage area of the Au films on the different substrates,

as shown in Fig. 4.2.3. The damage area trends inversely to thermal boundary conductance

(i.e., higher damage areas for the Au/substrate samples with lower hK at a set fluence).

In the time scale of the diffusive damage (i.e., nanoseconds [156]), competing thermal

diffusion processes are occurring, namely, diffusion across the Au/substrate interface and

in-plane thermal diffusion in the Au film. A reduction in thermal boundary conductance

promotes increased in-plane diffusion of the deposited energy, which leads to an increase

in damaged area. This hypothesis is further supported by the increasing best-fit value of the

beam waist, ω0, with increasing thermal boundary conductance as shown in Fig. 4.2.3. As

Eq. 4.2 is derived for one-dimensional transport, a fitted value larger than the experimental

beam-waist would be expected should lateral transport begin to play a substantial role in the

ablation process. In the original derivation of Eq. 4.2, Liu found sound agreement between

the measured area of a laser-induced amorphous region and the incident laser-energy pro-

file, indicating negligible lateral thermal transport during picosecond-laser-induced phase

transformations [4]. As we find the beam waist in his interpolation model to deviate from

the experimentally-measured beam waist, which is held constant during the ablation exper-

iments, this further supports our posit regarding a thermal boundary conductance-limiting

thermal ablation threshold in these films. For example, at a set fluence, one would expect

that a larger beam waist results in a lower effective fluence, thus decreasing the damage

area at a constant incident power; this is equivalent to a constant beam waist with power

dissipated from the thin film to a supporting substrate due to enhanced cross-plane thermal

transport.
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Figure 4.4: Observed damage areas of each Au/substrate system at a fluence of ∼0.94 J
cm-2 and the beam-waist value obtained from fitting to Eq. 2. With increasing thermal
resistance at the interface, there is an increase in in-plane thermal diffusion, leading to
larger damage areas and deviation of Liu’s interpolation model [4].
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Given this, it is evident that Eq. 4.1 cannot accurately be applied to nanosystems and

thin films without modification of various terms; the threshold is very clearly dependent

on the thermal boundary conductance present at the film interface. Thus, we turn our

discussion now to the underlying nanoscale heat transport mechanisms that are impacting

thermal ablation of thin films, which will lead to the necessary understanding required

for future studies to derive thin film equivalents of Eq. 4.1. Thermal transport across a

thin film and its underlying substrate, and hence the measured hK, can be influenced by

numerous factors, which has been reviewed in detail in previous works [33, 121]. Most

notably in relation to our thermal ablation data, we focus on the following three factors

that can drive changes in thermal boundary conductance: i) lattice temperature, ii) phonon

spectrum mismatch and iii) interfacial bonding.

i) Temperature: Assuming elastic phonon scattering at the Au/substrate interface [157–

161], the phonon thermal boundary conductance from the Au film to the substrate will

follow temperature trends similar to that of the lattice heat capacity of Au. In other words,

the thermal boundary conductance will be relatively constant above the Debye temperature

of Au (∼165 K). Due to the relatively weak mechanical bond at the Au/substrate interface

(especially given the fact that we make no effort to remove native oxides on some of the

substrates) [125, 133, 139], we do not expect inelastic processes to dominate the measured

hK across these interfaces [132, 162]. Furthermore, on these thermal ablation time scales,

we do not expect hot electron-interface or substrate coupling to play a role, as the time scale

for this excited electron-phonon processes has been shown to only influence heat transport

within a few picoseconds after laser heating [95, 96, 139, 163]. Along these lines, previ-

ous works have shown that after electron-phonon equilibration following pulse excitation,

which takes place within a few picoseconds in Au, the thermal boundary conductance is

dominated solely by phonon interaction between the film and substrate [139, 161, 164].

Thus, even though these thermal boundary conductance measurements have not been ex-

tended to the high-temperature regime representative of when thermal ablation occurs, it

is unlikely the trend in hK vs. substrate would shift. Therefore, we surmise that the trends
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Figure 4.5: Thermal boundary conductance plotted as a function of the Au/substrate cutoff
frequency ratios determined by phonon dispersion plots obtained in literature.

in hK shown in Fig. 4.2.3 to be representative of the phonon resistance mechanisms influ-

encing thermal ablation. To understand the underlying phonon coupling that influences our

measured thermal ablation thresholds, we now focus our discussion on the role of phonon

spectrum mismatch and interfacial bonding effects.

ii) Phonon spectrum mismatch: To a decent first approximation, the phonon energy

transmission across solid interfaces can be related to the spectral overlap of the phonon

densities of states between the film and substrate [35, 124, 165]. This could indeed be

the limiting factor in our thermal ablation measurements, which is apparent in the trends

in Fig. 4.2.3, which plots the thermal boundary conductance across the various Au/substrate

interfaces vs. ratio of phonon cutoff frequencies between Au and the substrate (ωmax
Au /ωmax

Substrate

). In general, hK scales as the phonon spectra between the Au and substrate become better
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(a) (b) 

Figure 4.6: Top view of the computational domains with atoms colored according to their
centrosymmetry parameter for the (a) weakly bonded and (b) strongly bonded interfaces.

overlapped, which his consistent with several prior works [166, 167]. However, as we dis-

cuss below with regards to the mechanical coupling at the Au/substrate interface, we can

not rule out changes in the bonding environment.

iii) Interfacial bonding: The influence of interfacial bonding on thermal boundary con-

ductance has been well studied [33, 121, 130, 134, 168–171], and previous works have

reported on bonding effects at Au/substrate interfaces [125, 126, 133]. In general, the

thermal boundary conductance across interfaces can be influenced by both the phonon

spectrum overlap (discussed above) and the interfacial bonding. Most notably, Losego

et al. [133] demonstrated a direct relationship between the thermal boundary conductances

across Au/self assembled monolayer/quartz interfaces and interfacial pressure determined

via laser spallation experiments. This would suggest that the thermal ablation threshold in

our measurements are a measure of interfacial bonding, which directly impacts the mea-

sured thermal boundary conductance.

Clearly, based on our discussion of ii and iii above, we can not distinguish between

the roles of interfacial bonding and phonon spectrum overlap on the origin of the substrate
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dependence of thermal ablation thresholds in the thin Au films. Thus, to gain more insight

into the nanoscopic mechanisms driving thermal ablation in these thin films, we conduct

molecule dynamics simulations. The parameters of these simulations are discussed in detail

in Section II.D. These simulations are utilized as toy models to explore the individual roles

of the previously mentioned factors involved in the role of interfacial thermal transport on

diffusive damage of thin films. To visualize the defected region in the computational do-

main after melting the region in the thin film and allowing the structure to evolve under

the various ensembles, we make use of the centrosymmetry parameter, which is a mea-

sure of the local lattice disorder around an atom [172]. For an atom on an fcc lattice site,

surrounded by the 12 nearest neighbor atoms on a perfect lattice, the centro-symmtry pa-

rameter will be zero, while for defects and dislocations, the centro-symmetry parameter

will be high. We color the atoms based on this criteria (where the most blue atoms are

described by a centro-symmetry parameter that is for a perfect lattice position and the red

atoms represent a highly defected atom). Figure 4.2.3 shows the top surface of the thin

film for a weakly bonded (Fig. 4.2.3a) and the strongly bonded (Fig. 4.2.3b) interfaces at

150 ps after melting. As is clear, for the weakly bonded case, the defected region is larger

compared to the strongly bonded case, which is qualitatively in line with our experimental

results on the measured damage area of Au films on different substrates. This suggests that

the interfacial bonding (and therefore, the hK) can influence the damaged area in thin films.

To understand the relative effect of increasing hK on the defected area, while the interfa-

cial bonding is set to that of the strongly bonded case, we increase the mass of the substrate

atoms to 280 g mol-1. This effectively shifts the spectrum of the phonon density of states

(DOS) of the substrate atoms to lower frequencies and increases the overlap between the

DOS of the thin film (as shown in Fig. 4.2.3a). Note, increasing the mass of the atoms

from 40 g mol-1 to 280 g mol-1 reduces the thermal conductivity. However, the better spec-

tral overlap between the thin film and the substrate region for the case where the substrate

atoms have a prescribed mass of 280 g mol-1 ensures that hK is increased [132]. Figure

4.2.3b shows the top view of the computational domain with the atoms colored according
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Figure 4.7: (a) Phonon density of states for atoms representing the thin film system and the
atoms representing the substrates with 40 (black) and 280 (red) g mol-1. (b) Top view of the
computational domains with atoms colored according to their centrosymmetry parameter
for the case where the substrate atoms have a prescribed mass of 280 g mol-1. The better
spectral overlap between the thin film region and the substrate atoms with a mass of 280
g mol-1 ensures that hK is higher compared to the case where the substrate atoms have a
lower mass.

to their centrosymmetry parameter. The defected area for the computational domain with

the better spectral overlap is greatly reduced compared to the case with the lower hK in

Fig. 4.2.3a and Fig. 4.2.3b.

4.2.4 Conclusion

In conclusion, the thermal ablation threshold in metal thin films is found to be depen-

dent on the interfacial thermal resistance of the system. While our results suggest thermal

confinement in the thin film is the primary ablation mechanism for picosecond laser pulses

of thin films, it is likely that changes in interfacial bonding are also playing a role in the

obtained threshold values. For weakly bonded systems in our simulations, the defected

area surrounding the melted region is larger compared to that of a strongly bonded sys-

tem, which is qualitatively in line with our experimental results on the measured damage

area of Au films on different substrates. This suggests that the interfacial bonding (and

therefore the hK) can influence the damaged area in thin films. Furthermore, when the
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interfacial bond strength is set to that of the strongly bonded case, we increased hK by

shifting the phonon density of states (DOS) of the substrate to better overlap the DOS of

the thin films. The defected area for the computational domain with better spectral overlap

(and therefore larger hK) is greatly reduced compared to the case with the lower hK. While

this model finds excellent agreement with our experimental results, where lower thermal

boundary conductances ultimately lead to increased defected regions, ii and iii above can

not be separated; both interfacial bonding and spectral overlap lead to similar results while

the opposite term is held constant. Additionally, although typically applied for in-situ mea-

surement of beam-waist where systems are dominated by 1-D transport, we find variation

in the waist-parameter in Eq. 4.2 of Liu’s model to provide a relative measure of transverse

thermal transport for thin-film systems.

4.3 Thermal Conductance and Picosecond Acoustics in Plasma-

Processed Layers

4.3.1 Introduction

The predominant failure mechanisms in thin film optical devices/materials arises from

thermomechanical effects within the lens, mirror, etc[173, 174]. For example, a typical

mirror is comprised of a thin aluminum film on a given substrate; upon reflection of light, a

portion of the photon energy is absorbed by the metal film, which creates a temperature rise

on the surface[175]. To avoid the aforementioned thermomechanical failure, it is common

to utilize a high thermal conductivity substrate to dissipate heat from the film surface into

the bulk of the substrate[176], and thus avoid damaging effects. While this works in certain

regimes, a large number of works have shown that the damage threshold from high-power

laser interactions[177], flip-chip photodiodes[178], and other electronic devices does not

necessarily scale with the thermal conductivity of the underlying substrate. Rather, the

thermal resistance of the interface[33, 35] between the thin film and its supporting substrate
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becomes a limiting factor and defines the threshold of which these devices or material

systems undergo thermal failure.

Aluminum is a good choice of material for UV optics due to its excellent reflectivity

to wavelengths as short as 90nm. Unfortunately, the native oxide layer that readily forms

on aluminum severely degrades the performance of aluminum reflectors. A promising so-

lution is the use of fluorine-containing layers that protect the aluminum from oxidation

and provide high transmission[179–181]. Further, aluminum fluoride layers are useful as

barrier coatings in advanced Li-ion battery architectures, where localization of large tem-

perature rises and thermal runaway are predominant failure mechanisms[182]. To-date,

the thermal properties of aluminum fluoride thin films have yet to be reported, leaving the

potential for unknown thermal degradation of these materials. In this work, we measure

the thermal properties of thin aluminum oxyfluoride (AlOxFy) layers on the surface of alu-

minum films on glass substrates using time-domain thermoreflectance (TDTR); this optical

pump-probe technique measures both the thermal resistance of the AlOxFy layer, as well

as the thermal boundary conductance (TBC) associated with the interface composing the

AlOxFy and its underlying aluminum substrate[14, 183]. Furthermore, this method allows

for measurement of picosecond ultrasonics, providing additional insight to the mechanical

and adhesive properties of the AlOxFy film[133, 184, 185].

4.3.2 Methods

AlOxFy layers were prepared by plasma treatment of bare Al coatings on glass in the U.

S. Naval Research Laboratory’s (NRL) Large Area Plasma Processing System (LAPPS)[186,

187]. The system makes use of linear hollow cathode electron sources to generate sheet-like

electron beams with typical current densities of 1-5 mA cm−2, and beam energies between

1-5 keV. Co-axial magnetic fields of 100-300 Gauss are used to collimate the electron beam

and thus improve uniformity along its length[188]. These parameters are sufficient to pro-

duce uniform plasma sheets compatible with typical wafer-scale systems (diameter > 300

mm). LAPPS is able to generate uniform, very low electron temperature, Te, (< 1 eV),
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plasmas with densities in the range of 1010-1012 cm−3, thus providing the ability to de-

liver a well-controlled flux of ions characterized by very low energies (< 5 eV) to material

surfaces located adjacent to plasma sheet[189]. The low ion energies serve to preserve sur-

face morphology and practically eliminate ion-induced damage during processing. For this

work, LAPPS was combined with an auxiliary discharge, which serves to dissociate the

working gas as it enters the reactor and provides additional control over the ratio of ions to

reactive neutrals incident on the surface[190].

Gas mixtures of argon (Ar), sulfur-hexafluoride (SF6), and ammonia (NH3) were used

to treat aluminum thin films deposited on glass. This gas mixture was passed through an

inductively couple plasma (ICP) discharge source operating at 350 W, which significantly

increases the relative concentration of F radicals in the reactor[190] compared to the use

of the electron beam alone[191, 192]. This mixture was chosen to provide both a large

flux of F atoms and HF radicals to the surface. The latter is likely formed through hy-

drogen abstraction from the NH3 molecule by F atoms. Evidence for the production of

gas-phase HF, known to be highly effective at removing oxygen from surfaces and fluori-

nating Al2O3[193, 194], is shown in Fig. 4.3.2.

The material systems studied in this work is 80 nm thick aluminum electron-beam

evaporated on quartz substrates at a chamber pressure of 10−6 Torr; the quartz substrate is

alcohol cleaned followed by an O2 plasma treatment prior to deposition. The native oxide

layer developed on the surface due to exposure to the ambient prior to plasma treatment.

Pre and Post-treatment X-Ray Photo-electron Spectroscopy (XPS) measurements, shown in

Table 1, indicate a plasma exposure of 240 sec. transforms the native oxide layer (Al2O3)

into a Fluorine-rich (AlOxFy) layer at the surface. From analysis of the high-resolution

spectra (not shown), we estimate the AlOxFy layer to be less than 5 nm in thickness. That

is to say, the plasma treatment involves the conversion of the native oxide layer, Al2O3, into

an AlOxFy layer of comparable thickness. As was the case for a variety of material systems

in previous works[195, 196], F concentration scales with dose and so, it is reasonable to

expect that F concentration increases with plasma exposure times.
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Figure 4.8: (left) Schematic of LAPPS configuration with auxiliary inductively coupled
plasma radical source. (right) UV spectrum of Ar/SF6/NH3 plasma showing the presence
of excited HF molecules.
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To enhance the sensitivity in our thermal model used in TDTR, we electron-beam evap-

orate an additional 80 +/− 4 nm Al film on to the AlOxFy layer. This additional film thus

acts as our optical transducer during the thermal measurements and provides symmetry

about the AlOxFy layer, as equivalent TBCs on both Al/AlOxFy interfaces can be assumed.

To assure sample-to-sample consistency, both the initial Al film and final Al transducer

for all samples are created in a single deposition. The remaining ∼ 5% deviation in film

thickness across the sample surface is the primary source of uncertainty in our TDTR mea-

surements and obtained values of thermal conductance through the oxyfluoride layer and

its respective interfaces.

4.3.3 Results and Discussion

As shown in Fig. 4.3.3, we find over a two-fold decrease in the measured thermal con-

ductance after 240 seconds of plasma treatment; this thermal conductance is comprised of

the thermal resistance of the interface layer itself (Al2O3 or AlOxFy) as well as the TBC be-

tween the top and underlying Al films. In other words, assuming no change in the thermal

conductivity of the passivation layer relative to the native oxide, the thermal conductance

of an Al/Al2O3 interface is found to be approximately two times greater than the thermal

conductance across an Al/AlOxFy interface; more on this TBC reduction is discussed be-

low. More rigorously for this experimental geometry, the measured thermal conductance,

G, can be represented as a series thermal resistance, given by,

Gmeasured = (
2

T BC
+

d
κ
)−1 (4.3)

where TBC is simply the thermal boundary conductance between the Al films and the

AlOxFy layer, while κ and dare the thermal conductivity and thickness of the AlOxFy layer,

respectively. Note, the factor of two arises from the assumption of interfacial symmetry

about the intermediate layer.

We begin by considering the case of the native oxide, Al2O3, at zero processing times.
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Figure 4.9: a) Measured ratio of in-phase to out-of-phase signal at early pump-probe
time delays for an 80 nm Al/native oxide/80 nm Al film (dashed blue line) and 80 nm
Al/AlOxFy/80 nm Al film (straight red line) on a SiO2 substrate; an acoustic echo can be
observed every 22 picoseconds on the surface of the top Al film. The intensity of this
acoustic pulse over time is related to its transmission at the Al/oxide interface, which is
proportional to bonding between the two layers. b) Acoustic transmission as a function
of measured thermal conductance across the Al/AlOxFy and Al/native oxide interface; a
general monotonic increase is observed, implying interfacial bond strength is a dominant
factor for the change in TBC observed in the various layers.
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There are two limiting cases regarding the thermal conductivity in this equation: pure, crys-

talline Al2O3 with a thermal conductivity of 35 W m−1 K−1and fully-amorphous Al2O3 at

no less than ∼ 1 W m−1 K−1 29. With these limits, we find that the measured TBC at the

Al/Al2O3 interface is 220-330 W m−1 K−1. These values are within the limits of previously

measured Al/Al2O3 TBCs and are on par with DMM calculations in prior works8.

In the case of Al/AlOxFy interfaces, there are no previous values from ‘bulk’ thermal

conductivity measurements. Furthermore, the assumption of a crystalline-like thermal con-

ductivity for these plasma-processed layers is most likely not applicable; numerous works

have shown that AlF3 and AlOxFy layers and coatings are amorphous and lacking long-

range symmetry[197–200]. While the degree of crystallinity of these oxyfluoride layers is

unknown, we can determine realistic bounds for the thermal boundary conductance of the

Al/AlOxFy interface. Based on the minimum limit to thermal conductivity of amorphous

solids34, a fully amorphous AlOxFy layer has a thermal conductivity of likely no less than

1 W m−1 K−1, whereas a fully crystalline structure would not exceed that of its crystalline

oxide counterpart (35 W m−1 K−1). In repeating the same series thermal resistor approach

for the plasma-processed AlOxFy layer with this assumed thermal conductivity range of 1

to 35 W m−1 K−1 yields an Al/AlOxFy TBC between 98 and 112 MW m−2 K−1 for the

longest-processed sample. While the aforementioned assumption of asymmetry may not

be strictly valid, as plasma processing may produce a slight depth-dependent change in

composition, it would not drastically affect this extracted TBC for Al/AlOxFy interfaces. If

one were to assume a completely un-modified lower boundary, such that one interface is

Al/AlOxFy and the second remains an Al/Al2O3 interface, the TBC for these Al/AlOxFy in-

terfaces at the longest processing time ranges from 58 to 95 MW m−2 K−1 and thus remains

over a factor of two lower than that of an Al/Al2O3 interface. Similarly, potential variations

in the thickness of the oxyfluoride layer due to plasma processing do not significantly vary

the calculated TBC for an Al/AlOxFy interface. To understand this drastic reduction in TBC

when comparing an oxide to fluoride layer, we consider one of the primary factors leading

to changes in interfacial heat transfer at the nanoscale: bonding. The role of bonding has



78

been well studied, with a large number of previous works reporting the effect of bonding on

thermal boundary conductance[93, 133, 168, 201, 202] specifically at aluminum/substrate

interfaces[35, 130, 164]. To gain experimental insight to the bond strength between the Al

transducer and the passivation layer, we perform picosecond acoustic measurements for the

four samples; this method has been described in-depth in numerous works[133, 185, 203].

In short, this method allows for direct measure of zone-center acoustic phonon propagation

in the metal transducer and its dissipation across the substrate interface. Experimentally, an

acoustic strain pulse is launched from the Al surface towards the passivation layer. Upon

interaction with this interface, the strain pulse partially reflects toward the surface of the

film and partially transmits towards the substrate. As the measured reflectivity is sensitive

to changes in strain at the surface of the Al film, a ‘blip’ can be observed in the transient

reflectance data as this strain pulse reaches the surface (see Fig. 4.3.3a). This acoustic

wave will then undergo another reflection at the Al/air interface, thus rebounding towards

the passivation layer a second time; this process will repeat until the acoustic wave has

fully dissipated. Each interaction with the film/substrate interface leads to an exponential

decay in the magnitude of this acoustic pulse due to energy transmission across the inter-

face, where the time-dependent intensity of the measured reflectance can be described by

the following equation[125, 185],

I(t,T ) = A∗ exp(Γt)cos((
2π

T
t−δ )−B∗ exp(− t

τ
)), (4.4)

where A, B, and δ can be are scaling factors, Γ is the damping factor of the measured

acoustic intensity due to interfacial energy transfer, T is the period of which this acoustic

wave reaches the sample surface, and the exponential function accounts for thermal decay

through the metal film. The acoustic energy transmission associated with this process can

be quantified through this damping factor, Γ, and the periodicity of the observed acoustic

‘blip,’ T , each obtained from fitting Eq. 4.4 to the experimental pump-probe data, via,

Acoustictransmission = 1− exp(−ΓT ). (4.5)
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For example, in a well-bonded interface, typically associated with high TBCs, more

acoustic energy can be transmitted across the interface, leading to an increase in this acous-

tic transmission factor[201]. Conversely, in cases where the transducer is poorly bonded

to the substrate, one would expect a reduced damping factor and thus acoustic transmis-

sion across the interface. Indeed, in comparing the measured acoustic transmission of

our Al/AlOxFy films to the measured thermal conductance across the passivation layer,

we find there is a nearly-linear, monotonic trend between the two parameters, as shown in

Fig. 4.3.3b. This agreement implies that the passivation layer is weakly bonded to the metal

Al film. Through simple inspection of Ellingham diagram for oxides and fluorides, one can

see that the Gibbs’ free energy associated with aluminum oxide formation is nearly 25 per-

cent lower (greater magnitude) than that of aluminum fluoride[204]. From this perspective

alone, it is unsurprising that Al-F bonds would be weaker than that of Al-O bonds, and thus

lead to a reduction in metallic film adhesion to the oxyfluoride layer compared to that of the

oxide layer alone, ultimately reducing the thermal conductance across the processed layer.

We further note that the observed periodicity of the acoustic signal remains unchanged for

various processing conditions, indicating there is no measurable change in thickness of the

plasma-processed oxyfluoride layer. Finally, given the low ion energies associated with

the plasma, roughness or defect formation is not likely to play a meaningful role in the re-

duction in thermal conductance or acoustic transmission with increased plasma processing

times. The ability of the LAPPS system to chemically modify materials without plasma

induced damage is well documented[205–207].

4.3.4 Conclusion

In summary, we have experimentally measured the interfacial thermal conductance be-

tween an Al film and an AlOxFy, layer grown via plasma-processing. These values were

compared to the TBC of aluminum and its native oxide, which was shown to be in excel-

lent agreement with previous experiments and theory; the TBC of Al/AlOxFy interfaces

are found to be 2-to-3 times lower than that of the Al/native oxide interface. Through pi-
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Figure 4.10: a) Measured ratio of in-phase to out-of-phase signal at early pump-probe
time delays for an 80 nm Al/native oxide/80 nm Al film (dashed blue line) and 80 nm
Al/AlOxFy/80 nm Al film (straight red line) on a SiO2 substrate; an acoustic echo can be
observed every 22 picoseconds on the surface of the top Al film. The intensity of this
acoustic pulse over time is related to its transmission at the Al/oxide interface, which is
proportional to bonding between the two layers. b) Acoustic transmission as a function
of measured thermal conductance across the Al/AlOxFy and Al/native oxide interface; a
general monotonic increase is observed, implying interfacial bond strength is a dominant
factor for the change in TBC observed in the various layers.
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cosecond acoustic measurements, it was determined that changes in interfacial bonding are

the predominant mechanism for changes in TBC between the layers. These findings have

important implications for the use of AlOxFy layers as optical films and barrier coatings in

battery architectures, as it becomes more necessary to account for thermal accumulation

due to the lesser conductance of these layers.

4.4 Ballistic Thermal Injection

4.4.1 Introduction

Light-matter interactions that induce charge and energy transfer across interfaces form

the foundation for multiple technological phenomena including photocatalysis [208, 209],

energy harvesting [210], and photodetection [211]. One of the most common mechanisms

associated with these processes relies on injection of the carrier itself; this electron injection

is one of the most common mechanisms associated with these processes and is considered

to be a relatively well-understood phenomenon that can be manipulated at nearly all length

(nm to bulk) and time (sub-ps to steady-state) scales [212, 213]. However, the exact role of

electron injection in these applications remains unclear. Plasmon-assisted photocatalytic

efficiencies can improve when intermediate insulation layers are used to inhibit charge

transfer [214, 215] or when off-resonance excitation is used [216], yet the typical assump-

tion is that charge injection is responsible for the catalytic enhancement [217, 218]. While

considerable effort has been paid to characterizing novel plasmon-induced behavior and

transport mechanisms [219, 220], current understanding still relies on a charge injection

motif that has been established through long-time, quasi-steady state experiments. This is

despite the fact that photothermal effects play an explicit role in such experiments when

charge transfer is inhibited, and can further behave in a synergistic manner even when

electron injection is ‘allowed’ to occur [221].

We hypothesize a novel energy transduction mechanism that arises from the non-equilibrium

dynamics of excited charges at metal-semiconductor interfaces, without charge injection.
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Such an energy transduction mechanism has yet to be demonstrated. These non-equilibrium

dynamics exist when electron temperatures are highly elevated relative to the crystal lat-

tice temperature and can only occur at ultra-fast timescales. In this regime, interfacial

energy injection (without concomitant charge injection) from an excited metal to a non-

metal offers the possibility of remotely manipulating the photonic and electronic properties

of non-metals without relying on specific photonic or electronic excitations in the non-

metal or metal contact. This would enable remote control of the non-metal’s functional

properties via injected heat, a mechanism of modulation that relies only on the 2nd Law of

Thermodynamics.

To test this hypothesis, we must identify a system that lacks facile charge injection

across a metal-semiconductor interface when in an excited state. Electron injection and/or

interfacial electronic thermal diffusion can only occur in response to a gradient in the elec-

tronic chemical potential or Fermi level induced by an extrinsic perturbation (e.g., photonic

excitation, temperature differences, or applied bias). Additionally, the excited carriers must

have enough energy to traverse or tunnel through any Schottky barrier that exists at the in-

terface. But what happens when the excited carriers are not accompanied by a change in

electronic chemical potential? What if a Schottky barrier does not exist at the interface?

We address the first question by using a noble metal, gold, with a nearly temperature-

independent electronic chemical potential. We address the second question by using a

degenerate semiconductor, yttrium-doped cadmium oxide (Y:CdO), which forms a barrier-

free ohmic contact with gold. In concert, these two effects should eliminate the ability for

light-induced charge transfer to occur at this metal-semiconductor interface. This opens the

path to an entirely new means of interfacial energy transduction: excited electrons in the

metal ballistically couple their energy, rather than charge, to the pre-existing electrons of

the semiconductor (i.e., Au electrons have not yet scattered with phonons in the Au and are

‘hot’ upon reaching the Au/CdO interface). This ballistic thermal injection (BTI) process

has yet to be recognized as a means of energy transfer as it is very elusive to observa-

tion: the process is contingent on non-equilibrium conditions to facilitate energy injection
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across an interface, yet simultaneously requires the absence of a potential gradient to limit

charge injection. In the case of continuous wave, constant irradiation experiments, where

the electrons and lattice are approximately in thermal equilibrium, this BTI process would

be indistinguishable from charge injection. This can be alleviated by using ultra-fast, spec-

trally resolved optical pump-probe experiments to look for spectroscopic signatures that

would indicate alternative relaxation pathways [222]. In this work, we investigate the non-

equilibrium energy transfer across a metal/semiconductor interface with a novel ultrafast

metrology that temporally and spectrally resolves changes in the optical properties of the

semiconductor at and around the epsilon-near-zero (ENZ) condition. Because the optical

properties of an ENZ medium are highly sensitive to spatial variations in electron density

and energy [223–225], this technique provides unique insight into the energy transduction

and relaxation mechanisms within the semiconductor. Furthermore, as we optically excite

the metal contact from the air/metal interface with a pump pulse, the possibility for plas-

monic resonance conditions to induce energy transfer is eliminated. Rather, we monitor the

ENZ condition of the doped cadmium oxide semiconductor with a sub-picosecond probe

pulse following excitation; this ENZ mode is a bulk plasmon, and functions as a sensor of

charge and energy transfer from the metal into the CdO.

4.4.2 Methods

Gold in contact with Y:CdO is an ideal metal-semiconductor heterostructure to under-

stand and manipulate our proposed non-equilibrium driven energy transfer pathway. Due

to its large electron affinity (5.9 eV), CdO (Y:CdO) is intrinsically (extrinsically) an n-type

degenerate semiconductor with a Fermi level residing deep within the conduction band.

Y:CdO is thus expected to always form an ohmic contact with gold (work function ∼5.4

eV). Simultaneously, below an electron temperature of ∼3000 K, the Fermi level or elec-

tronic chemical potential of gold remains relatively constant, which limits thermally driven

electronic diffusion [92].

With these two factors in mind, charge carriers are not expected to flow between two



84

materials following pulsed excitation of conduction electrons in gold. Importantly, the

weak electron-phonon coupling factor of Au allows its excited electrons to stay at highly

elevated temperatures for prolonged times relative to other metals. Thus, following ul-

trafast excitation of Au, energy can ballistically traverse the Au film through the electron

subsystem to reach the Au/CdO interface, and this can occur before the electron subsystem

thermalizes and loses its excess energy to the Au phonon subsystem/lattice. As this en-

ergy front in Au reaches the Au/CdO interface, the hot electron subsystem in Au can then

directly couple excess energy into CdO’s electron subsystem due to the strong overlap of

electronic wavefunctions between the two materials. This results in ballistic energy trans-

duction across the interface without charge transfer. A schematic of the typically-assumed

charge injection process and our proposed BTI process are shown in Fig. 4.4.2a and 4.4.2b,

respectively. We note that the scattering processes following either charge injection or

the proposed BTI energy transfer mechanism, such as hot electron-electron scattering, are

excluded for clarity.

In addition to the unique ability to separate energy and charge transfer processes, doped

CdO is a model mid-infrared plasmonic material that supports free electron densities on the

order of 1019-1021 cm−3 while maintaining high electron mobilities of 300-500 cm−2 V−1

s−1 [226–228]. These electronic properties enable strong, sharp, and resonant light-matter

interactions at mid- to near-infrared frequencies. As in other plasmonic materials, these

resonances are highly sensitive to local changes in the electronic environment, including

electron density, effective mass, and dielectric constant. A key difference here is that, rather

than probing surface and environment-sensitive surface plasmon polaritons as is common

in thin-film metallic plasmonics, we optically monitor the resonant radiative bulk ENZ

mode (also known as the Brewster mode) of the CdO following optical excitation of the

Au film. Our sample geometry is especially convenient for this experiment, as the Au

film also acts as a mirror that enhances the free-space coupling of the ENZ/Brewster mode,

which allows us to monitor the reflectivity of the CdO/Au heterostructure from the backside

through a transparent substrate. Thanks to the high electronic mobility, the ENZ/Brewster
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Figure 4.11: a) The typically-assumed process occurring at metal/semiconductor interfaces
following photo-excitation of the metallic contact. In this case, (1) hot-electrons are first
generated in the gold. At sufficiently high electron temperatures, (2) the electrons tra-
verse the interface and add charge to the conduction band of the semiconductor. b) Our
proposed process for metal/semiconductor interfaces following ultrafast excitation of the
metal contact. This mechanism relies on hot-electron generation in the metal (1); prior to
electron-phonon coupling (less than a couple picoseconds), energy propagates ballistically
towards the metal/semiconductor interface. (2) The electron energy front reaches the in-
terface, whereby the electrons transfer their energy, rather than charge, to the pre-existing
free electrons in the semiconductor’s conduction band. (3) The pre-existing semiconduc-
tor’s electrons are now at an elevated temperature and are promoted to elevated states in
the conduction band (e.g., intraband excitations). c) Schematic of our ultrafast ENZ ex-
periment to spatially resolve the electron energy distribution following potential injection
processes. The 520 nm pump beam excites the Au surface at the Au/air interface, while a
sub-picosecond probe pulse monitors the ENZ mode of a thin Y:CdO film.
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mode manifests as a sharp resonant dip in the reflectivity (i.e., an absorption peak), mak-

ing it straightforward to resolve changes in optical behavior. This scheme provides high

sensitivity to the spatial distribution of electronic energy in the semiconductor as well as

its temporal evolution following energy transfer from the metallic film; a schematic of this

measurement technique and the sample configuration is shown in Fig. 4.4.2c. In the follow-

ing, we demonstrate long-lived modulation of the CdO ENZ mode following Au excitation,

and show that this modulation can be explained only by the BTI process and not by a charge

transfer mechanism.

4.4.3 TDTR Measurements

To gain initial insight into the hot-electron dynamics at the Au/CdO interface, and

ensure our hypothesis of ballistic thermal injection can occur in these systems, we first

perform time-domain thermoreflectance (TDTR) measurements [78, 229] on the Au/CdO

samples supported by a sapphire (Al2O3) substrate, where both the pump and probe are

focused on top Au film/air interface. These measurements allow us to quantify ultra-fast

energy flow across the Au/CdO and CdO/substrate interfaces and asseess time scales of

thermal transport at each interface. Our TDTR experiment can be conceptually summa-

rized as follows. First, the sub-ps pulse excites electronic carriers in the metal, which

quickly (10’s of fs) scatter and decay into a ‘hot’ Fermi-Dirac distribution. At this stage,

the electronic subsystem is at a greatly elevated temperature, while the phononic subsystem

remains cold (i.e., approximately at its initial temperature). In the case of metals in contact

with dielectrics (e.g., Al2O3), these hot carriers are spatially confined to the metal and can

neither traverse the metal/dielectric interface nor directly couple their energy to electrons or

phonons in the insulator. Instead, they couple to and lose energy to the phononic subsystem

(i.e., the lattice) of the metal film. Following this electron-phonon coupling, phonon-based

thermal conduction out of the metal and into the insulator over hundreds of picoseconds

to nanoseconds. The entire process is monitored via temporal changes in the metal’s ther-

moreflectance: the reflectance signal decays with time as the surface of the metal film loses
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energy to the underlying substrate via phonon interactions at the metal/non-metal interface

[161, 183, 230, 231].

Conversely, when Au is in direct contact with a different metal (e.g., Au/Ti or Au/Pt

interfaces [139, 229, 232, 233], the excited electrons are no longer confined and can di-

rectly couple energy across the metal/metal interface, leading to an ‘instantaneous’ (sub-

picosecond) temperature rise of electrons in the underlying metal. These hot-electrons in

the underlying metal can subsequently lose energy to the phononic subsystem more quickly

than those in the Au, which creates a sub-surface temperature rise. This sub-surface heating

leads to a bi-directional heat flux originating from some depth under the Au/air surface, and

manifests as a temporally delayed rise in the thermoreflectance signal as heat is conducted

back into the Au through the lattice (e.g., ‘back-heating’). This back-heating signature is

thus a strong indication of electron energy transfer from the Au film into the underlying

metal film [229]. This phenomenon acts as a transient thermal diode: the injection of en-

ergy from Au to the buried metal substrate occurs on sub-picosecond time-scales, whereas

the lattice-mediated ‘back-heating’ occurs on hundreds of picoseconds to nanoseconds.

Indeed, TDTR measurements (Fig. 4.4.3a) on 15 nm Au/100 nm CdO films display

the back-heating and the transient thermal diode effects, indicating that hot electrons in

the Au are transferring their energy to free electrons in the CdO at ultra-fast time scales.

Conversely, when a thin 15 nm dielectric HfO2 layer is placed between the Au and CdO,

this energy transfer process is inhibited and no sign of back-heating is observed. This

observation rules out any possibility that the pump beam is directly exciting the CdO film

and is the cause for subsurface heating, as the HfO2 is optically transparent to the pump

wavelength. It also confirms our posit that a dielectric barrier, which limits the electron

wavefunction overlap between Au and CdO, will inhibit thermal energy transduction across

the Au/CdO interface.

As mentioned, interpreting of spectroscopic characteristics in typical pump-probe ex-

periments such as TDTR can be quite difficult, as several mechanisms can lead to nearly

identical signatures. In both metal/metal and Au/CdO heterostructures, there are two po-
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tential mechanisms for subsurface heating at ultra-fast time scales: charge injection and our

proposed BTI process. In both situations, ohmic contact between two materials with high

carrier density may lead one to expect facile charge injection into the underlying metal or

CdO. In that case, the injected electron would eventually decay within the underlying metal

or CdO via electron-phonon coupling and induce a sub-surface temperature rise. Contrar-

ily, the back-heating signatures could result from BTI without any concomitant charge flow:

optically deposited energy ballistically traverses Au’s electronic subsystem to reach the in-

terface, where it couples directly to the electronic subsystem of the underlying metal or

CdO. Following this BTI process, the now-excited electrons in the underlying metal/CdO

would couple to the lattice and lead to sub-surface heating.

4.4.4 Ab Initio Time-Dependent Density Functional Theory

To distinguish these processes, we simulate the electronic interactions involved in the

nonequilbrium photo-induced dynamics via ab initio real-time time-dependent density func-

tional theory (TDDFT) for electrons coupled to nonadiabatic molecular dynamics (NAMD)

for atomic motions (Fig. 4.4.3c). The calculations reveal that following photo-excitation

of the Au, the hot electron remains within Au, with the tail of its wavefunction extending

into the CdO layer. This tail directly couples energy to electrons in the CdO within pi-

coseconds, followed by electron-phonon relaxation through high-frequency phonon modes

[234]. Concurrently, (Fig. 4.4.3b and 4.4.3c) the hot electron’s wavefunction quickly (∼6

ps) re-localizes within the Au, which quenches BTI. Additional calculations performed

with thicker Au and CdO slabs demonstrate similar shift of wavefunction localization from

Au to CdO, and then back to Au. The localization shift requires longer time in thicker slabs,

slowly approaching the experimental result (Fig. 4.4.3a). The electron-phonon relaxation

becomes slightly slower in thicker slabs at early time, because Au atoms are heavier than

CdO atoms. The calculations show that energy transfer from Au to CdO is mediated by

hot electron energy coupling and not a phononic or charge-injection process. This result,

obtained with small representations of the Au/CdO interface, agrees well with our observed
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Figure 4.12: a) TDTR curves for 15 nm Au on 100 nm CdO, with a carrier concentration
of 7.7×1019 cm−3. In the case where the two are in direct contact (straight red line), back-
heating is clearly observed, indicative of electron injection. Conversely, the addition of a
thin dielectric layer between the two media (dashed blue line) inhibits this injection effect
and leads to electron thermalization only within the Au film. b) Evolution of electron
localization on Au atoms; zero-time corresponds to the initially-excited state. While the
electron remains primarily localized within the Au slab, its wavefunction extends into the
CdO, which allows for a greatly-increased energy transfer rate due to the high frequency
modes available within the CdO. After a few picoseconds, as the structure relaxes, the
electron re-localizes solely within the Au layer, thus ending the BTI process. c) Left:
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the Au slab, mimicking experiments. Middle and Right: Charge densities of the initial
pumped and final states, respectively. The excited hot electron localized on Au has a tail
into CdO. The relaxed electron is localized nearly fully on Au, because the Au Fermi level
is inside CdO bandgap.
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experimental trends and supports the two-temperature interpretation of our results.

4.4.5 Ultrafast Infrared Measurements

This novel BTI mechanism offers a unique opportunity to manipulate the electrons in an

optically active material without relying on direct photonic or electronic perturbations, as is

commonly done. Instead, the BTI process remotely manipulates the photonic or electronic

response of a non-metal through optical excitation of the metal transducer. To demonstrate

this, we perform additional pump-probe experiments on the heterostructure, where a tun-

able wavelength probe monitors the ENZ behavior of the CdO, following visible (520 nm)

excitation of the Au film, at picosecond time scales. This ENZ mode is highly sensitive to

the electronic environment and free carrier dynamics within the CdO. By monitoring CdO’s

optical behavior, we gain direct knowledge of how the electronic environment changes with

time during the BTI process.

Following the pump excitation of gold, the ENZ absorption peak of CdO at ∼3800

nm red-shifts, which increases absorption (decreases reflectivity) at longer wavelengths.

Concurrently, absorption (reflectivity) decreases (increases) at shorter wavelengths, though

to a lesser extent. This asymmetric red-shift persists for hundreds of picoseconds following

thermal excitation of the gold film.

Our observation of a red-shift immediately negates the possibility of electron injection

from the Au into the CdO layer. Based on the Drude model, the ENZ mode of a conducting

thin film is centered at the screened plasma frequency, ωENZ = ωp/
√

ε∞, where ε∞ is the

high-frequency dielectric constant, ωp =
√

nee2/m∗ε0, and where ne is the free electron

density and m∗ is the effective mass of the electrons. Therefore, any electron injection

would increase ne and result in a blue-shift of the ENZ absorption peak, in direct contrast

to our experimental results.

While one could argue that hole injection or heating of the CdO layer may be occurring,

which would result in a decrease in ne and an increase in m∗, respectively, both would lead

to a symmetric red-shift. As indicated prior and shown in Fig. 4.4.5a and Fig. 4.4.5c, we
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clearly observe an asymmetric red-shift. To understand the origin of this asymmetry, we

perform optical transfer matrix method (TMM, Fig. 4.4.5b,c) calculations to model how the

electron distribution changes in the CdO layer following Au excitation. (A more detailed

description can be found in the Appendix.)

Our TMM calculations reveal that ne remains unchanged in the CdO, regardless of

pump fluence or relative pump-probe time-delay indicating that neither electron nor hole

injection occurs. Rather, in accordance with our BTI hypothesis, the energy distribution of

these charges changes based on the following physical processes. First, the Au couples its

electronic energy to the CdO, thus heating free electrons within a thin (<5 nm) CdO layer

near the Au/CdO interface. This energy heats the electrons, which leads to a local increase

in m∗ within this layer [235]. Additionally, because scattering rate is inversely proportional

to the effective mass, our model also captures a local decrease in the damping frequency

of the free electrons. As this heated layer is now out-of-equilibrium relative to the remain-

der of the CdO, electrons from the bulk of the film diffuse towards the hot CdO layer,

which temporarily forms an accumulation layer near the Au/CdO interface and slightly de-

creases ne throughout the remainder of the CdO film. This increase in the local number

density leads to a corresponding decrease in the high frequency permittivity, ε∞ [236, 237].

As shown in Fig. 4.4.5c, the TMM calculations only re-produce our experimental results,

with excellent agreement, when our proposed BTI energy transfer mechanism is invoked.

TMM-simulated electron or hole injection cannot explain the observed asymmetric red-

shift in ENZ absorption, regardless of whether the charge is injected into the full CdO layer

or a thin slab near the interface. These TMM simulations incorporate rigorous relation-

ships between the optical parameters (plasma frequency, scattering rate, high-frequency

dielectric constant) and electronic parameters (electron number density, mobility, and ef-

fective mass), consistent with previous observations [236, 237]. We also note that a lack of

‘net’ charge transfer, as observed in these ultrafast experiments, exists through pre-existing

theories, namely via non-equilibrium electronic thermal diffusion. While we cannot fully

rule out the effects of this mechanism, we believe it may be playing a supporting role and
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operating in-tandem with the proposed BTI mechanism.

Finally, we note that electronic non-equilibrium within the CdO, and thus associated

remote modulation of the ENZ mode, is altered for prolonged times with a 1/e decay time

of approximately 700 ps (Fig. 4.4.5d). This length of modulation is orders of magnitude

greater than previous works investigating light-induced changes in plasmonic absorption

of the CdO film. This long-lived modulation is ultimately enabled by the aforementioned

‘transient thermal diode’ effect that is enabled by the BTI process across the Au/CdO in-

terface.

4.4.6 Conclusion

We find that under non-equilibrium conditions, photo-excited metals can undergo an

electron-mediated ballistic energy transfer process that can remotely modulate the elec-

tronic environment of an underlying degenerate semiconductor. We term this effect ‘ballis-

tic thermal injection’ (BTI) to distinguish it from the well-studied charge injection effects

caused by hot electrons traversing an energy barrier. Our results are explained through

transient reflectivity (TDTR) measurements to understand the fundamental carrier dynam-

ics at the Au/CdO interface. Additionally, we perform mid-infrared, ultra-fast pump-probe

experiments to obtain spectral, temporal, and ultimately spatial resolution of the electronic

environment within the CdO layer following excitation of the Au film. Ultimately, the car-

rier dynamics derived from the transient spectra fully agree with our TDTR results, and can

only be accurately modeled by the BTI process rather than by charge injection. While we

describe the first observation of this unique energy transduction mechanism, future work

into both theory and application could provide benefit to both increasing understanding

and manipulation of BTI. First, while computationally expensive, particularly for the larger

unit cells considered in this work, extending the computations to include both electrons and

holes would certainly be of interest. Second, directly calculating the optical response of the

heterostructure in systems exhibiting BTI with TDDFT could provide fundamental benefit

to further understanding this mechanism and extending the application space, though may
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rely on non-linear responses that are currently difficult to accurately implement, particu-

larly for structures containing ‘bulk’ semiconductor/insulator layers. From an application

perspective, although BTI does not directly lend itself to ultra-fast switching, one could

easily conceive of several applications where longer modulation lifetimes are more ben-

eficial, such as catalysis, sensing, or energy harvesting, through an increased interaction

time. The long-lived modulation of epsilon-near-zero media such, in particular, can be

utilized as a selective emitter for thermophotovoltaic (TPV) conversion, as BTI can pro-

long the desired state of emissivity, or nonlinear phenomena such as four-wave mixing and

high harmonic generation. Furthermore, the proposed BTI energy transduction mechanism

could provide explanation for discrepancies between current theory and experimental re-

sults in light-matter interactions, such as photocatalysis, that rely on either the framework

of a charge transfer motif or solely phononic heat conduction.
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Chapter 5

Solid-Liquid Interfaces

In the first half of this chapter, I apply the metrology techniques developed in Chapter

4 toward the measurement of nanoscale energy transfer across solid-liquid interfaces. In

particular, I investigate the relationship between macroscale models of heat transfer to the

measurement of thermal transmission at the nanoscale. The second half of this chapter

demonstrates the manipulation of these nanoscale solid-liquid interactions for the devel-

opment of a record-setting tunable thermal conductivity switch, which is enabled through

the infiltration of water to a squid ring teeth (SRT)-based biopolymer. The work presented

in this chapter has been published in peer-reviewed journals, namely Langmuir[185] and

Nature Nanotechnology[238]

5.1 Nanoscale Wetting and Energy Transmission at Solid-

Liquid Interfaces

5.1.1 Introduction

Nanoscale interactions and dynamics between solids and liquids are ultimately the

defining factor in a range of applications, including, but not limited to, microfluidics [48–

50], chemical catalysis [51–53], and microelectronic thermal management [54, 55]. An
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increased understanding of such nanoscale dynamics provides insight into the mechanisms

of various interfacial phenomena, such as protein folding and adsorption [56–58], cell for-

mation [59, 60], and other self-assembly processes [61–63]. While countless studies have

focused on attempting to understand these solid/liquid interactions at the macroscale, com-

mon metrics such as contact angle become oversimplistic and fail to realize the complex

phenomena occuring on the nanoscale. For example, works alluding to nanoscale effects

at interfaces attempt to relate measurements of contact angle to chemical composition and

molecular scale thermodynamic effects at the solid/liquid interface [64, 65]. Addition-

ally, other works have gone in the opposite direction: manipulating the molecular order

at a solid/liquid interface, such as structure and composition, to control macroscale wet-

ting [63, 66]. While general empirical trends have been observed that relate macroscopic

measurements of solid/liquid interactions to nanoscale interfacial properties, these trends

assume that macroscopically observable interactions scale to the nanoscale interfacial re-

gion. However, only recently have the necessary models and theories been developed to

enable a more fundamental understanding of solid/liquid interactions at the nanoscale [68].

Thus, it is critical to develop novel and feasible experimental probes that can interrogate

these nanoscale solid/liquid dynamics to validate these theories. This will facilitate exper-

imental insight into the true nature of the wetting of a liquid on a solid surface at length

scales much smaller than typical contact angle measurements.

The majority of these recent experimental advances have investigated the structural

component of a liquid interacting with a solid. Work studying the atomic arrangement of

liquids at an interface [239–241], as well as the movement [242–244], or “flow”, of such

atoms has provided much of the framework for understanding of solid/liquid interfaces.

Though the structural and mechanical nature of these interfaces are an undeniably impor-

tant first-step in understanding phenomena driven by these interactions, insight into the

exchange of energy across solid/liquid interfaces would be expected to provide comple-

mentary and novel information regarding the nature of wetting of surfaces at the nanoscale.

As referenced prior, many of the macroscale phenomena driven by these nanoscale inter-
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actions are ultimately dependent on the ability for energy to couple from one phase to the

next.

With respect to thermal transport, recent work has pushed the theoretical understanding

of vibrational scattering and energy exchange across solid/liquid interfaces [155, 245–248].

In addition to this, fundamental theory, modeling, and simulations have helped frame a

basis to suggest that the strength of the bond at the solid/liquid interface, which can deter-

mine the equilibirum contact angle, can be correlated to the efficacy of thermal transport

[249–258]. Limited experimental results involving liquids other than water are available to

validate and shape these works. In general, various experimental works have shown that

greater hydrophobicity at solid/water interfaces, determined via contact angle experiments,

leads to a decrease in thermal boundary conductance (TBC), a measure of nanoscale energy

transport across the interface [154, 202, 259]. In general, these results imply that a smaller

contact angle, and hence better “wetting”, leads to greater thermal boundary conductance.

However, experimental works studying energy coupling across planar solid/liquid inter-

faces in which the liquid is not water, and relating this energy coupling to wetting, are

scarce. The strengths of the intermolecular forces in a liquid relative to the interfacial

bonding environment are the underlying mechanism that drives the manifestation of con-

tact angles and wettability [260]. In the extreme case of weak intermolecular interactions

in a liquid (e.g., fluorinatied fluids such as 3M c© Fluorinert c©), comparable liquid-liquid

and solid/liquid interaction energies can lead to macroscopic observables and uncertainties

(e.g., contact angle measurements) that are not indicative of the true nanoscale interac-

tions and resulting dynamics at the solid/liquid interface. This leads to the following major

question regarding solid/liquid energy coupling on the nanoscale: How valid is the use of

macroscale wettability (e.g., contact angles) in describing the nanoscale solid/liquid inter-

actions that drive energy transport across solid/liquid interfaces? We seek to answer this

question in our work.

Thus far, the limited experimental studies probing the nanoscale thermal transport in-

teractions at solid/liquid interfaces have shown that optical pump-probe techniques are
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Figure 5.1: a) Sensitivity plot of the ratio of in-phase to out-of-phase signal in time-domain
thermoreflectance (TDTR) at 8.8 MHz for a Au/water (blue) and Au/FC70 (red) interface
when fitting for thermal conductivity (κ) and thermal boundary conductance (TBC). b) Ex-
perimental TDTR data with the line of best fit for SiO2/Au/FC70 and Au/H2O stacks. Note,
a bidirectional model is used as we probe through the transparent SiO2 slide. c) Normalized
residuals (i.e., the model’s fit relative to the best-fit thermal decay curve) for a single TDTR
scan with an SiO2/75 nm Au/FC70 stack. Assuming a 5% error in the Au metal trans-
ducer thickness, the minimum possible thermal boundary conductance for Au/FC70 varies
from roughly 1 to 5 MW m-2 K-1. d) Measured thermal boundary conductance for various
Au/solid (Au/GaN [5], Au/SiNx [6], Au/SiO2, Au/Cu, Au/Al2O3, Au/Ti, and Au/Si [7]),
Au/liquid (Au/Methanol, Au/Ethanol, Au/Toluene, Au/Hexane [8], Au/H2O [9]) from lit-
erature (open circles), and Au/liquid (Au/H2O, Au/Ethanol and Au/FC70), from this work,
interfaces as a function of the ratio of the longitudinal sound speeds of the two media.
The blue circle denotes the bounds of the lower limit of thermal boundary conductance for
Au/FC70 interfaces assuming a 5% error in metal transducer thickness.
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particularly well-suited for this application [154, 202, 261–264]. Traditional thermore-

flectance techniques, the current standard for measurement of interfacial energy transport,

lack sufficient sensitivity to energy transport across solid/liquid interfaces as discussed fur-

ther below. Thus, in this work, we develop an altered pump-probe schematic that provides

enhanced sensitivity to the measurement of acoustic phonon propagation (i.e., picosecond

acoustics) in a solid metal film in contact with a liquid. As acoustic phonons are the pri-

mary thermal carrier in metals that drive the thermal boundary conductance (TBC) across

metal/non-metal interfaces [124, 165, 265], the damping of such modes upon interaction

with the solid/liquid interface provides a metric describing energy transport across this in-

terface [125, 133, 184, 262]. We perform these measurements on an array of gold-liquid

interfaces; the results are compared to macroscale wettability determined via contact-angle

measurements. In addition, we measure the thermal ablation threshold, a separate metric

of interfacial energy transport [7], of Au thin films submerged in these various liquids;

the two methods are found to be in good agreement. In both cases, we find a deviation

from our metric describing nanoscale energy transport from that suggested by macroscale

wettability.

5.1.2 Failure of Thermoreflectance Techniques to Measure TBC

From the perspective of macroscale equilibrium thermodynamics, the interface between

two media are described by the Dupré equation,

γSL = γS + γL−WSL, (5.1)

where γ represents the surface energies of the solid/liquid interface (γSL) between the solid

medium (γS) and the liquid medium (γL), and WSL represents the work of adhesion between

the two media [266, 267]. These surface energies are defined as the energy per area required

to form the surface of a given material. As interfaces form, the energy required to form

these surfaces is reduced as the two media begin to form bonds; this is the work of adhesion.
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greatly enhances the signal produced from picosecond acoustics.

Many works determine this adhesive energy at the solid/liquid interface, quantified by WSL,

through the Young-Dupré equation,

WSL ≈ γL(1+ cos(θ)), (5.2)

where θ is the measured contact angle of the wetting liquid [267]. This formulation has

held remarkably true down to atomic scales as demonstrated by Shenogina et al. [252]

via molecular dynamics simulations. However, in situations where contact angles are hard

to define, such as those at interfaces between solids and so-called ‘highly-wetting fluids,’

as determined via macroscopic techniques, this relationship is difficult to experimentally

realize.

Attempts to move beyond the use of Eq. 2 to quantify solid/liquid interaction strength

and resulting energy transport have been made through methods such as liquid density
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depleted boundary layers and depletion lengths near solid/liquid interfaces. These quanti-

ties have been described in computational studies as fundamental parameters of interfacial

thermal transport [268]. However, the experimental measurement of density depletion is

non-trivial, requiring advanced methods such as neutron reflectivity measurements [269],

and has not been applied extensively to many interfaces [269, 270], creating a lack of val-

idation between these computational studies and experimental works investigating energy

transport at solid/liquid interfaces. More readily accessible thermoreflectance techniques,

namely time-domain and frequency-domain thermoreflectance (TDTR and FDTR, respec-

tively), have been used to measure interfacial energy transport in planar geometries, pro-

viding unique insight to nanoscale energy exchange in many material systems [33, 93],

including select solid-liquid interfaces [8, 35, 154, 202]. While this method would be op-

timal for probing the solid-liquid interactions on the nanoscale due to its routine use in

measurements of TBC, as thermal boundary conductance is intimately related to the in-

terfacial bonding environment [93, 125, 130, 133, 162, 168–170, 195], the experimental

insensitivity to the interfacial resistance posed by a solid-liquid interface, due to the large

thermal resistance of liquids relative to that of the interface, make this approach prone to

large uncertianites or, in some cases, unmeasurable at interfaces involving low thermal ef-

fusivity fluids. We quantify this lack of sensitivity and resulting uncertainty in measuring

solid-liquid thermal boundary conductance via TDTR measurements in Fig. 5.1.1. The rel-

ative sensitivity of the interfacial resistance is significantly lower compared to that of the

liquid thermal conductivity, as shown in Fig. 5.1.1a for both water and the fluorocarbon-

based liquid, FC70. Note, we calculate this measurement sensitivity based on the TDTR

sensitivity analysis presented in Ref. [77].

We experimentally confirm this predicted lack of sensitivity with TDTR measurements

of 75 nm Au films on amorphous SiO2 substrates submerged in the respective liquids; the

experimental data and thermal model fit are shown in Fig. 5.1.1b. For fitted values of both

liquids, we find that only a lower limit to thermal boundary conductance can be obtained;

this lower limit is found to be as low as ∼1.9 MW m-2 K-1 for an FC70/Au interface and
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∼40 MW m-2 K-1 for H2O/Au interfaces. To determine these bounds, we generate the-

oretical model curves with varying thermophysical parameters, namely the thickness of

the metal transducer, around the best fit values obtained with least-square minimization of

our thermal model to the measured data. We quantify the difference between the theoret-

ical and experimental curves using a normalized residual. An example contour, where we

consider 5% error in the Au thickness, shows the minimum range for which the Au/FC70

thermal boundary conductance allows no more than 1% error in the minimum value. As

seen, a 1% residual encompasses TBC values no less than ∼1 to ∼5 MW m-2 K-1 over

this possible range of film thicknesses, yet the contour diverges and allows for infinitely

high TBC values within the 1% residual bound for only slightly greater film thicknesses.

Note, the best-fit value (∼68 MW m−2 K−1), as well as the bounds from error analysis,

for the H2O/Au interface remains within the range of previously reported measurements

[9, 154, 155]. It is also worth noting that the TBC at the FC70/Au interface is the lowest

value for TBC ever measured at room temperature. This result is rather counter intuitive

given that FC70 is considered a “highly wetting fluid”, and traditionally highly wetted in-

terfaces are thought to imply higher TBCs than non-wetted interfaces. However, the ability

to only measure a lower bound to TBC with correspondingly large uncertainty restricts a

more conclusive finding using TDTR. Note, this large uncertainty is due to the inherent

limits of the thermal model used in TDTR; as the liquid thermal conductivity reduces, the

uncertainty associated with the thermal boundary conductance at the solid/liquid interface

increases. Thus, for low thermal conductivity materials or liquids, in a bi-directional heat

transfer model, the uncertainty in TBC will be inherently large.

In considering this TBC associated with Au/fluorocarbon solutions, it is useful to com-

pare the measured value to the interfacial thermal resistances associated with other Au

interfaces. Assuming a simple acoustic mismatch model (AMM) for interfacial resistances

[35], one would predict an increase in TBC with increasing overlap of the sound velocities,

ν , of the two media, as the phonon density of states are proportional to these velocities from

the perspective of the Debye model (i.e., as νfilm/νsubstrate approaches 1, TBC is expected
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to increase). As shown in Fig. 5.1.1d, the experimentally-measured thermal boundary con-

ductances for various Au/solid and Au/liquid interfaces are plotted as a function of the

ratio of the longitudinal sound velocities for the two media comprising the interface; we

only consider Au interfaces as their TBCs are considerably lower than most metal/dielectric

interfaces when no adhesion layer is utilized [124, 166, 271]. As expected, one can observe

a general increase in TBC for liquids that have greater overlap in their vibrational density

of states relative to the Au film. In the case of Au/FC70, the blue circle denotes the limits

of the possible lower bounds in the thermal model. As the value of best fit in the model

depends on the thermophysical parameters of the substrate and metal film, we consider a

potential of 5% error in the film thickness, one of the model’s most sensitive parameters.

As seen, the obtained lower bound for Au/FC70 interfaces is anomolously low compared

to previously measured Au interfaces.

While this lower bound is within the sensitivity/experimental limitations of TDTR, the

ability to obtain a nominal value, or even meaningful upper bound, for TBC with various

Au/liquid interfaces, that are poorly wetted as the nanoscale, is not plausible. The inability

to define an upper bound is supported through consideration of the mean square deviation

of the thermal model applied to the experimental TDTR data obtained for the two liquids.

As shown in the contour plot in Fig. 5.1.1c, which represents this mean square deviation

when fitting for various combinations of thermal boundary conductance of the solid/liquid

interface and thermal conductivity of the liquid layer, any value greater than this lower limit

associated with the TBC leads to the same quality of fit to our data [272, 273].

5.1.3 Picosecond Acoustics to Quantify Phonon Transmission

To overcome this lack of sensitivity, we seek alternative pump-probe experiments to

quantify nanoscale energy transport at solid-liquid interfaces. Namely, we probe the damp-

ing of acoustic phonon modes (e.g., picosecond acoustics) in the solid layer upon interac-

tion with the solid-liquid interface. This measurement allows for optical detection of the

propagation of acoustic modes through the piezo-optic effect of energy coupling between
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Figure 5.3: a) Measured transmission of acoustic phonon modes at the solid-liquid interface
as a function of the work of adhesion calculated via Young-Dupré equation for various
liquids on 75 nm Au films. Note, the values are normalized by the nominal value of air
for 75 nm Au films and the dashed line is a guide to the eye for an acoustic transmission
value equivalent to the value of an Au/air interface. In these experiments, the nominal
transmission coefficient can only be considered a qualitative measure due to the brillioun
scattering/interference induced by a pressure-front in the underlying substrate leads to an
inability to quantify the transmissivity of acoustic modes. b) Measured transmission of
acoustic phonon modes as a function of the measured contact angle. As seen, there remains
a deviation between the measure of nanoscale energy transport and macroscale metrics for
solid/liquid wetting. c) Measured ablation threshold of 200 nm Au films as a function of the
work of adhesion calculated via Young-Dupré equation for various liquids on Au surfaces.
d) Measured ablation threshold as a function of the measured transmission coefficient in
various media; the two measures of nanoscale energy transport show great agreement.
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the solid film and contacting layers [201, 262, 274], and can be applied outside of thin

Au films, as demonstrated in various material systems including polymers and other amor-

phous materials [274–277], semiconductors [278–280], superlattices [281, 282], etc. The

time-dependent intensity of these picosecond acoustic signals can be described via [125]

I(t,T ) = A∗ exp(−Γt)∗ cos((2π/T )t−δ )−B∗ exp(−t/τ), (5.3)

where A, B, and δ are scaling factors, Γ is the damping due to interfacial energy transfer,

T is the period of the pressure front, and the second term, exp(−t/τ), accounts for the

thermal decay rather than the signal associated with the acoustics. Fitting this equation to

the picosecond acoustic signal over the first nanosecond provides us with two important

variables: the period, T, and damping, Γ, of the acoustic modes. After obtaining these

values, the transmission of these acoustic modes across the solid-liquid interface can be

determined as

Transmission = 1− exp(−ΓT ), (5.4)

Although these signals inherently exist in TDTR, as the pump always creates an acous-

tic wave propagating through the metal film, its detection is non-trivial, moreso when using

an Au transducer due to its low piezoreflectance response at the commonly used TDTR

probe wavelength of 800 nm [203, 283]. Typically, this can be overcome by performing

transient transmission experiments with the use of thin (i.e., partially transparent) metal

films, which produce much larger responses. These gains in signal from testing in a trans-

mission configuration can potentially be obscured by non-linear interactions between the

beam and liquid as the beam passes through the liquid. Thus, we alter our typical TDTR

layout to enhance the picosecond acoustic signal in a reflection geometry with optically

opaque films, allowing for quantitative analysis of acoustic wave transmissivity across

Au/liquid interfaces.

To enhance the picosecond acoustic signal, we make two major adjustments: the film
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is moved out of the Rayleigh length of the focused probe beam waist and a partially-closed

iris is implemented just before the photodiode. In moving the sample to the linear regime

of a focusing beam, as the strain wave propagates to the surface of the transducer, a larger

change in spot-size occurs at the sample surface. This deviation in spot-size is more easily

detected with the addition of an iris prior to the photodiode; as the back-reflected probe

beam is focused to the photodiode surface, the iris partially clips the edges of the beam.

With changing spot size, the spatial variation leads to increased (or decreased) portions of

the beam being cut-off by the iris [133]. This deviation is then translated to a change in sig-

nal at the photodiode. These modifications are depicted in Fig. 5.1.2a. This alteration leads

to a drastic increase in sensitivity to picosecond acoustic signals during TDTR measure-

ments on 75 nm Au films supported by amorphous SiO2 substrates. The signals before and

after these adjustments are demonstrated. It should be noted that this technique simultane-

ously enhances the change in signal produced from brillouin scattering within the substrate

as shown in Fig. 5.1.2b. At our probe wavelength of 800 nm, Brillouin scattering leads

to optical interference between the partial reflection of the beam with the pressure front

propagating through the substrate and the primary reflection at the Au/SiO2 interface with

an oscillation frequency of ∼21.19 GHz [284]. To avoid the creation of beat frequencies

and distorted signals, our choice of a 75 nm Au film ensures the picosecond acoustic signal

of the film is in resonance with this interference frequency; the resonance of the two effects

allows us to determine relative decay between the varying media. Thus, all transmission

coefficients are normalized to that of the 75 nm Au film in air, as we can not decouple the

two phenomena.

As can be seen in Fig. 5.1.2a, the measured acoustic transmission at across various

solid/liquid interfaces shows no discernible trend. For example, Fomblin provides the same

acoustic attenuation as that of air, whereas Ethanol exhibits nearly a 60% increase, despite

the two liquids having nearly the exact same value for their work of adhesion. Addition-

ally, we repeat these acoustic-damping experiments in a transmission geometry with thin,

20 nm Au films submerged in the varying media; As the optical response associated with
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the acoustic mode propagation is much greater in this thickness regime, we do not require

the use of an iris or operating off-focus to enhance our signal, and thus are able to eliminate

the contribution of interference due to reflection in both the Au film and the pressure-front

in the underlying SiO2 substrate [203, 284] within our scans. We find the two methods,

and thus two film thicknesses, are in excellent agreement, as shown in Fig. 5.1.2a. Fur-

thermore, as shown in Fig. 5.1.2b, in considering only the contact-angle associated with

the interface, rather than accounting for the liquid’s inherent interaction energy (γL), there

is a distinct lack of trend with energy transport at the interface. This clearly demonstrates

that macroscopic wetting metrics are not sufficient to describe nanoscale dynamics in many

fluids, particularly those with low contact angles. Given the agreement between methods,

with both finding the Au/air and Au/fluorocarbon interfaces to have similar transmission

coefficients, we consider other measurements at solid-liquid interfaces to further explore

the differences between contact angle measurements and nanoscale energy transport.

5.1.4 Ablation Threshold as Metric for TBC

As shown in our previous work, the thermal ablation threshold associated with short-

pulse, single-shot measurements provides an accurate metric for changes in thermal trans-

port at interfaces, and correlates well with TDTR measurements of thermal boundary con-

ductance [7]. This threshold quantifies the minimum laser fluence, or energy density, re-

quired to remove mass from a material’s surface; the nominal value for this threshold is

dependent on the laser pulse duration and thermal properties of the material system. In our

previous work, we found that the ablation threshold for 25 picosecond pulses, where the

electrons and lattice reach equilibrium during the pulse and diffusive heat transfer is the

characteristic process, the assumption of homogeneous thermal properties of a bulk target

break down in thin film systems. Instead, the thermal boundary conductance between the

Au film and substrate becomes a limiting factor. In fact, there is a monotonic, linear in-

crease in ablation threshold with increasing TBC [7]; the nominal value for the ablation

threshold was measured to increase 6.46 J m−2 per MW m−2 K−1 increase in thermal
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boundary conductance. Thus, as a probe of energy transport at solid-liquid interfaces and

means of quantifying the thermal boundary conductance for interfaces with large uncertain-

ties, we measure the ablation threshold for 200 nm Au films with an overlying liquid layer;

these results are depicted in Fig. 5.1.2c. Given the aforementioned change in laser fluence

necessary to induce ablation for a given increase in thermal boundary conductance (6.45 J

m−2 per MW m−2 K−1) and the measured TBC for a Au/water interface (∼68 MW m−2

K−1), one would predict a TBC for the Au/FC70 interface to be ∼1-3 MW m−2 K−1; this

prediction is in good agreement with the range of lower bound from uncertainty analysis

on our TDTR measurements which spans ∼1-5 MW m−2 K−1.

Although the ablation threshold for the thin Au films follow a nearly linear trend with

the bulk wetting and thermophysical properties associated with the overlying liquid, where

the threshold is plotted as a function of the liquid’s measured work of adhesion, a clear de-

viation from any such trend is again observed in the fluorocarbon-based liquids, similar to

our picosecond acoustic measurements of transmissivity, where fluorocarbon liquids have

nearly the same ablation threshold as that found in air. In comparing these ablation thresh-

old values to the picosecond ultrasonic measurements of acoustic transmissivity, as shown

in Fig. 5.1.2d, we find that the two methods are in excellent agreement, where an increase

in phonon transmission corresponds to a nearly monotonic increase in fluence necessary to

induce ablation of thin Au films. This agreement between ablation threshold and phonon

transmission further indicates that acoustic phonons are indeed the primary thermal car-

riers contributing to thermal boundary conductance at Au/liquid interfaces and electronic

transport does not play a significant role of interfacial heat transfer in these systems. Our

posit regarding a phonon-dominated TBC is further supported by a two-temperature model

[90, 285] and thermoreflectance coefficient analysis [78] of the pump-probe reflectivity sig-

nals, which shows no change in the electron-phonon coupling factor of Au, regardless of

the liquid layer, and thus indicates a lack of interfacial electron-phonon coupling or charge

transfer [139].

Clearly, both the picosecond acoustic transmission measurements and ablation thresh-
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old measurements show that the Au/fluorocarbon interactions do not follow similar trends

as the other liquids with respect to the Young-Dupré equation. In fact, the experiments sug-

gest that the interaction energy between Au and these fluorocarbon liquids are similar to

that as Au and air (based on the acoustic phonon transmission and ablation thresholds be-

ing similar for both Au/air and Au/fluorocarbon liquid). Indeed, the bounds of our analysis

for the TBC of Au/fluorocarbon interfaces of∼1-5 MW m−2 K−1 from our various experi-

ments is on par with the previously measured TBC of Au/air interfaces by Park et al., where

a value of 4 ± 4 MW m−2 K−1 was obtained. This defies the macroscopic observation that

FC70, and other fluorinated fluids, are “highly wetting,” since a highly wetting fluid would

imply relatively strong solid/liquid interaction energies. Considering the relatively weak

intermolecular bonds of fluorocabon fluids relative to other fluids, it is not surprising that

molecules in a fluid that have inherently weak intermolecular interactions with each other

will also not want to interact with a surface.

Although on the macroscale, fluorinert and other fluorocarbons are known, and mea-

sured here, to have both low surface energy and a correspondingly low work of adhesion,

our metrics display a clear discrepency relative to the macroscopic definitions of wetting.

The comparatively large hydrophobicity, for example, of fluorocarbons is attributed to their

‘fatness,’ or large molecular cross-sectional area, leading to their reduced surface energy

[286], and their previously measured hindrance to thermal conductance when measured

as self-assembeled monolayers [287]. Furthermore, the low polarizability of both fluorine

and carbon bonds leads to reduced London dispersion forces, which only exist due to mo-

mentary dipoles, leading to their inherent, repulsive nature [288]. Such features may lead

to a greatly reduced, if even existant, stern layer at the solid-liquid interface compared to

the case of other liquids, such as water. Finally, given the high solubility of gases in flu-

orocarbons due to these weak intermolecular forces [289, 290], it is possible that a vapor

layer of such gases forms at the solid-liquid interface, greatly inhibiting the energy trans-

port across the interface; as determined by Takata et al. [291], these vapor layers are not

found to exist in solid-liquid interfaces involving water, including under super-hydrophobic
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conditions. This vapor layer could explain the similarity in thermal boundary conductance

between Au-fluorocarbon interfaces and Au-air interfaces. As density-depletion is known

to occur at solid-water interfaces, yet the macro- and nanoscale metrics for wetting provide

similar results in such cases, this effect is not a likely explanation for disparities in thermal

transport at the fluorocarbon-solid interface. These microscopic features lead to deviations

in energy transport on the nanoscale, but similar macroscopic properties to other solvents.

Interfacial electronic transport,

5.1.5 Summary

These results show a clear deviation between macro- and nanoscale measures of liquid

wetting a solid surface based on energy transport mechanisms at the interface of the two

phases, as the relative acoustic impedance, contact angle, and work of adhesion between

of the solid/liquid interface fail to agree with various measurements of nanoscale thermal

transport. Thus, these results raise the question: what metrics should be used to quan-

tify solid/liquid interaction energies on the nanoscale that are universal to all solid/liquid

interfaces? Comparing the transmission of acoustic phonon modes across this interface

to our ablation threshold experiments, we find excellent agreement (Fig. 5.1.2d), not only

reinforcing the notion that macroscale observables are poor indicators of nanoscale en-

ergy transport at an interface composed of varying phases, but also that these experimen-

tal methods provide a means to individually, yet accurately, probe such energy transfer.

With the improved detection outlined in this work and the non-destructive nature of the

measurement, picosecond acoustics is thus shown to be a versatile method for insight to-

wards energy transport at interfaces. This clear discrepency between macro- and nanoscale

phenomenon at solid-liquid interfaces provides insight to the need for better metrics of

interactions between various phases of matter at the nanoscale.
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5.2 Dynamic Thermal Switching Enabled via Solid-Liquid

Interactions in Squid-Ring Teeth Proteins

The ability to actively manipulate the vibrational energy exchange and thermal conduc-

tivity of materials would enable novel directions in a wide range of nanoscale science and

technology. For example, a new class of thermally driven devices, such as thermal recti-

fiers, logic gates, and transistors could be realized with the ability to actively modulate the

thermal conductivity [292]. While the efficiency of these devices would not rival their elec-

trical analogs, these devices could in-principle be powered “for free” if the source of the

“power” is from wasted heat. Similarly, the ability to actively modulate the temperature of

a device has been shown to create massive gains in thermoelectric efficiency, which would

enable a new and resurgent direction to the decades-old thermoelectric problem [293, 294].

Modulation of temperature gradients in materials could also lead to advances in all-solid

state electrocaloric or magnetic refrigeration [292, 295, 296].

Numerous examples of variable, yet reversible, thermal conductivities in materials have

been realized, albeit, with only small modulations in their phonon or vibrational thermal

conductivity. Prominent examples of such vibrational thermal switches that include: liq-

uid crystal networks that can be oriented with external magnetic field, thus increasing their

thermal conductivity from ∼0.20 to ∼0.35 W m-1 K-1 (Ref. 297), reversible delithiation of

LiCoO2 cathode materials under electrochemical tuning leading to reductions in the ther-

mal conductivity from 5.4 to 3.7 W m-1 K-1 (Ref. 298), and an 11% increase in thermal

conductivity in lead zirconate titanate thin films through manipulation of their nanoscale

ferroelastic domains when subjected to external electric fields [299]. In these aforemen-

tioned studies of thermal conductivity switches, the underlying mechanisms driving the

switching phenomena have been based on manipulating the thermal carrier populations or

scattering rates. This approach of actively manipulating the lattice or vibrational thermal

conductivity, κ , will be inherently limited to relatively small ∆κ since, under typical condi-

tions (i.e., not extreme pressures or temperatures), the scattering of only a relatively small
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window of the vibrational spectrum will be impacted. Here, we seek to not only enhance the

ability to modulate thermal conductivity to enable on/off ratios much larger than the current

state-of-the-art, but also extend this dynamic control of thermal transport to biological, soft

materials. We achieve this by moving beyond traditionally-used approaches of actively

impacting the vibrational scattering rates; instead, we utilize the unique nanocrystalline

structures of networked proteins inspired from squid ring teeth, a unique structural protein,

and actively manipulate the displacement amplitude of the vibrations in these cross-linked

networks.

Indeed, precedent for actively tuning the thermal conductivity in soft materials is estab-

lished in the orders of magnitude changes in thermal conductivity that have been predicted

in polymeric systems based on strain, chain alignment, and crystallinity. For example,

record tunability, with a factor of 12 change in thermal conductivity, has been calculated

for polyethylene by combining effects of strain and phase changes [300]. Experimentally,

the recent discovery of high thermal conductivity in ordered or aligned polymers departs

significantly from our conventional wisdom about relatively low thermal conductivities in

polymeric systems [301–304]. This suggests the possibility for a large span in variability

of thermal conductivity when the system is altered from disordered to ordered, aligned, or

crystalline phases. Thus, actively, rapidly, and reversibly modulating degree of order in

a soft material could in principle lead to these large changes in thermal conduction using

these same concepts.

5.2.1 Squid Ring Teeth Proteins

Based on this conjecture, we have identified a class of tandem-repeat (TR) protein

that enables just this: namely, rapid and reversible changes in the dynamics of the pro-

tein chains via hydration. Our protein design relies on synthetic tandem repeat polypep-

tides based on squid proteins. Squid proteins have inspired the design and development

of various technologies including invisibility cloaking [305], self-healing materials [306],

synthetic nacre [307], and renewable bioplastics [308]. Particularly, squid ring teeth (SRT)
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proteins are high strength hydrogen-bonded thermoplastic polymers that can be extracted

from the tentacles of the squid suction cups or expressed recombinantly in bacteria [309].

We adapted a known molecular biology technique, rolling-circle amplification, to create a

tandem repeat DNA assembly strategy enabling production of SRT-mimic, tandem repeat

genes with different lengths from a repetitive building block in a single cloning step [310].

We used this rolling-circuit amplification method to prepare a library of TR sequences

with a controlled distribution of lengths. We designed four repetitive TR polypeptides (i.e.,

TR-n4, TR-n7, TR-n11, and TR-n25, where n denotes the repeat number) based on the

crystal-forming polypeptide sequence of PAAASVSTVHHP and the amorphous polypep-

tide sequence of YGYGGLYGGLYGGLGY. These repetitive polypeptides form hydrogen-

bonded crystalline physical crosslinks and amorphous disordered segments, which are rem-

iniscent of semicrystalline polymers, illustrated in Fig. 5.4a.

5.2.2 Thermal Conductivity of SRT Proteins

As these proteinaceous materials can simply be solvent casted to planar geometries,

transient thermoreflectance techniques are ideal for measurement of the protein’s thermal

properties. Hence, we use time-domain thermoreflectance (TDTR) to measure the thermal

conductivity of these protein films. The sample geometry of our TDTR measurements of

these TR samples are shown in Fig. 5.4a, with a two-dimensional cartoon view of the pro-

tein’s structure, as determined by XRD and FTIR studies described in previous work [310],

shown in Fig. 5.4b. The thermal conductivity of the TR films are shown in Fig. 5.4c. As

expected, under ambient conditions (< 35% relative humidity; see Appendix details), the

thermal conductivity of these proteinaceous films do not depend on repeat units or molecu-

lar weight and demonstrate similar thermal conductivities to disordered polymers and water

insoluble proteins [311–314]. The physics of the vibrational thermal conductivity of disor-

dered soft materials, such as polymers or TR films in ambient conditions, has been studied

for quite some time and is well understood to be driven by a random walk of vibrational en-

ergy interacting at length scales on the order of the interatomic spacings, akin to Einstein’s
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Figure 5.4: Structure and thermal conductivity of tandem-repeat protein-based materials:
a) Schematic of the TDTR measurements; the pump and probe beams pass through the
transparent glass substrate and interact with an 80 nm Al transducer; thermal diffusion from
the Al film into the overlying TR film allows for thermal conductivity measurements of the
proteinaceous material. The blue squares and yellow lines are indicative of the β -sheets
and amorphous tie-chains that compose the film. b) Two-dimensional cartoon view of TR
proteins, composed of crystalline (blue) and amorphous (yellow) strands. c) The measured
thermal conductivity as a function of reciprocal repeat units for the four TR protein films.
In ambient conditions (open red squares), there is no material dependence. Upon hydration
(closed blue circles), a linear increase with increasing n is found.
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Figure 5.5: Thermo-mechanical properties in varying states: a) Measured shear modulus,
G, as a function of 1/n. In the highly-bonded, dense network associated with the proteins in
ambient conditions, no n dependence is found. Conversely, there is a linear increase in G
with increasing n upon hydration. Error bars represent one standard deviation. b) Measured
thermal conductivity, normalized by the predicted thermal conductivity for the case when
n = ∞, as a function of the effective network strand density, εeff, of the TR films.

original picture of vibrational heat transport and the so-called minimum limit to thermal

conductivity [23, 24]. In terms of the TR films in this ambient state, this finding suggests

that the thermal conductivity is limited by the amorphous regions, and any potential ben-

efit of higher thermal conductivity in the nanocrystalline β -sheet ordered regions is lost

from scattering in the amorphous domains. When these TR films are hydrated, the thermal

conductivity not only increases as compared to the ambient state, but also a nearly linear

dependency on 1/n emerges, as shown in Fig. 5.4c. In the TR sample with the highest

number of repeat units, n (or low 1/n), we observe a nearly factor of 4 increase in the ther-

mal conductivity. The increase in thermal conductivity suggests that the amorphous chain

conformation and overall network morphology, which are dependent on tandem repetition

[303, 315], are impacting the overall thermal conductivity.

The role of the amorphous domains on thermal conductivity is elucidated via mea-

surements of the shear modulus, G, using oscillatory rheology and dynamic mechanical

analysis (Fig. 5.6a). The modulus of polypeptides in ambient conditions is constant at an

average G = 241±13 MPa, which agrees with previous reports [309, 310, 316] on the me-

chanical properties of SRT. This ambient modulus is independent from tandem repetition
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n, suggesting that the amorphous chains are heavily constrained by hydrogen bonding and

weak interactions, and chains are in a glassy state. On the other hand, hydrated TR proteins

exhibit a modulus, G, ranging from 1.5 to 4 MPa with a linear dependence on reciprocal

repeat units 1/n.

In proteinaceous materials, the modulus is directly related to the network morphology;

this network is composed of β -sheets, which act as physical cross-links, and amorphous

segments which are the network strands. The effective strand density (or tie-chain den-

sity), εeff, was calculated from structural characterization, mechanical analysis, and en-

tropic elasticity theory [317–319]. Based on entropic elasticity theory [320], the tie-chain

density is given by εeff = 1− (βc/n), where βc is the β -sheet crystallite size (≈4 β strands

for TR proteins), and n is the number of repeats in the polypeptide chain (n ≈MW/3.46

kDa for the TR proteins with MW being the molecular weight of the proteins). The tie-

chain density varies between zero (i.e., highly defective, βc = n) and unity (i.e., perfect

network, n→∞). The dependence with n indicates an increase in tie-chain density with tan-

dem repetition and a decrease in defective chain conformations such as loops and dangling

ends. Given the thermal conductivity of materials is generally related to their stiffness,

where stiffer materials generally exhibit higher thermal conductivities than softer materi-

als, the increase in thermal conductivity with tie-chain density is consistent with κ ∼√εeff

in hydrated polypeptides (Fig. 5.6b).

5.2.3 Quasi-Elastic Neutron Scattering

However, a seemingly puzzling aspect of this aforementioned conclusion regarding

∆κ’s dependence on 1/n and modulus is that the magnitude of the modulus of the TR

samples decreases when hydrated as compared to its state in ambient conditions, which is

not consistent with the observed increase in κ when hydrated. Our aforementioned posit

was that the increase in κ with hydration was due to an increased contribution of the chain

transport dynamics to the overall thermal conductivity. To investigate these vibrational dy-

namics, we turn to elastic and quasielastic neutron scattering (QENS). QENS can measure
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Figure 5.6: Quasielastic neautron scattering: a) The measured mean-square displacement,
or vibrational amplitude, of hydrogen atoms in the TR films as a function of sample tem-
perature. As seen, the dense, hydrogen-bonded network opens up and allows for increased
movement upon hydration. b) The full-width half-maximum of the quaselastic peaks of the
ambient and hydrated proteins as a function of the square of the scattering wave vector, Q2.
Error bars represent one standard deviation.

molecular dynamic processes such as rotations, relaxations, and diffusive motions with 1

- 30 Å and pico- to nanosecond resolution by directly probing the self-diffusion of hydro-

gen atoms [321]. The hydration dynamics were measured using deuterated water (D2O) to

differentiate water and protein dynamics since deuterium is invisible to neutron scattering

due to its negligible scattering cross-section yet can still plasticize the TR proteins as H2O

does. The mean square displacement (MSD, Figure 5.6a) of hydrogen atoms in the protein

were calculated from the elastic scattering intensity as a function of the scattering wave

vector, Q, and temperature, T, through the Debye-Waller factor [322].

TR polypeptides in ambient conditions show very localized motions at T > 70 K, which

is common for proteins and is typically originated by methyl group rotations [323], and ex-

hibit a glass transition around 450 K. Therefore, neutron spectroscopy does not show any

segmental or backbone motion at room temperature (300 K). Thus, the disordered chains

are constrained in a dense hydrogen bonding network with minimal vibrational freedom.

Conversely, in the hydrated state, the MSD increases and we observe much larger vibra-

tional amplitudes, as well as a decrease in the glass transition temperature (250 K) [324]. In

this case, the water molecules break the hydrogen bonding between the disordered chains,
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allowing for more delocalization of the hydrogen motion. Protein chain dynamics were

further investigated by quasielastic measurements. Figure 5.6b shows the full width half

maximum, Γ(Q), of the quasielastic peaks of ambient and D2O-hydrated TR-n4 and TR-

n11 proteins, plotted as function of Q2. In ambient conditions (< 1% relative humidity

during our QENS measurements), TR proteins show a Q-independent behavior (15 µeV)

characteristic of localized motions (i.e., methyl group rotations [323]). On the other hand,

D2O-hydrated TR proteins show a Q-independent plateau at low Q values (0.15 meV),

while a linear scaling with Q2 is observed at higher Q. This two-regime Q-dependence is

characteristic of diffusion in a confined space and can be described by the Volino and Di-

anoux (VD) model for bounded diffusion in a potential of spherical symmetry [325], which

corresponds to confined diffusive motions of the amorphous segments within the β -sheet

nanocrystals.

5.2.4 Nanoscale Heat Transport Mechanisms

Our results can be conceptually interpreted under previous formalisms for vibrational

heat transport in disordered systems [326], where the thermal conductivity is driven by the

mode diffusivity [31, 326, 327]. In disordered systems, under the taxonomy developed in

Ref. 29, heat transport is driven through interactions of quasi-localized diffuson modes, and

the mode diffusivity of these diffusons are directly related to the MSD. Thus, the increase

in MSD of the TR proteins upon hydration, which we attribute to increased motion of the

amorphous strands, is the origin of the increase in κ from ambient to hydrated states shown

in Fig. 5.4b. However, this increase in MSD is found to be independent of the number of re-

peat units, n, and thus it cannot explain the monotonic increase in thermal conductivity with

increasing tandem repetition measured upon hydration of the TR films. The linear depen-

dence on 1/n, however, is driven by the change in modulus of the samples, and indeed, is

a competing factor that is decreasing the thermal conductivity, consistent with theory[326]

in that the mode diffusivity is directly related to the force constants. However, the increase

in κ due to the increase in MSD outweighs the decrease due to modulus changes, and thus
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a net increase in ∆κ is realized upon hydration.

As a first approximation for the accuracy of this qualitative picture, we further con-

sider these data from the framework of the changes in heat capacity and mode diffusivity

of the diffusons upon hydration. The thermal conductivity of the diffusons are given by

[76, 328] κdiffuson = ΣωCωDω , where Cω is the diffuson heat capacity of a given mode

with frequency ω per volume and Dω is the diffuson diffusivity per mode. As detailed

in Ref. 326, the diffuson diffusivities are proportional to the square of the heat current

operator, |Si j|2, which measures the thermal coupling between vibrational modes i and j

based on their frequencies and spatial overlap [31]. Mathematically, Si j is directly propor-

tional to (Ri−R j) = ∆R, or the change in the average positions of atoms i and j. Thus,

summed over all modes, the measured MSD from our neutron scattering experiments is

proportional to |Si j|2 ∼ ∆R2 ∼MSD. Furthermore, Si j of the diffusons is also related to

the interatomic spring constants of the system, K. Given the group velocity of a material

is a measure of its relative stiffness and displacement changes in the continuum limit, we

assume that the group velocity is proportional to the spring constant (K ∼ v2). Thus, we

approximate the square of the heat current operator as |Si j|2 ∼ (MSD)v4. While the afore-

mentioned trends in elastic moduli provide a qualitative understanding of the change in

stiffness in this thermal switch, the complex, highly anisotropic nature and viscoelasticity

of the bio-polymer films leads to issues in attempting to relate the measured modulus to a

nominal sound speed of the material in the two states (i.e., the group velocity of coherent

thermal carriers). To overcome this difficulty, we perform time-domain Brillouin scattering

measurements on the TR films in ambient and hydrated conditions. This spectroscopy tech-

nique provides a direct measurement of longitudinal acoustic waves, i.e., long wavelength

vibrational modes, traversing the viscoelastic TR films, as described in the Appendix. With

this and the measured heat capacities, we can approximate the change in thermal conduc-

tivity of our samples upon hydration by examining the ratio of

κhydrated

κambient
=

ΣωCω,hDω,h

ΣωCω,aDω,a
≈

Ch|Si j|2h
Ca|Si j|2a

=
Ch(MSD)hv4

h
Ca(MSD)av4

a
(5.5)
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The respective values for the volumetric heat capacity, speed of sound, and MSD for TR-n4

and -n11 are tabulated in Table III of the Appendix; given such, we predict switching ratios

of ∼3.70 and ∼4.90, respectively.

It should be noted that the switching mechanism cannot be explained with an effective

medium approximation. In typical composite materials, hydrating the host system would

not allow for a thermal conductivity greater than that of water; the thermal conductivity

can only scale between, or be less than, that of either the host material (which, in this case,

would be the TR films) and/or the ‘inclusions’ (i.e., the added water). In the TR films, the

change in thermal conductivity is not due to a composite effect between the protein and

the added water; the change in thermal conductivity is associated with a change in protein

dynamics upon hydration, whereby the material is physically, yet reversibly, altered to a

state that allows for increased anharmonicity and thus increased thermal conductivity.

These large and reversible changes in κ of the TR samples upon hydration present a

unique opportunity to design thermal conductivity switches. Figure 9.6a shows the thermal

conductivity of TR-n25 with repeated hydration and water removal. These data demon-

strate the relative measurement speed of this switch, which is on the order of seconds. We

note that the change in thermal conductivity of hydrated to ambient states is reversible over

several switching cycles, as shown in the data in Fig. 9.6b for thermal conductivity as a

function of cycle number for TR-n11. We note that the nearly factor of 4 change in κ is

the largest reported in any solid system at room temperature, offering a unique material

platform to realize robust thermal conductivity switches. To quantify the dynamic control

of thermal conductivity, we consider the ratio associated thermal switching, i.e., κmax/κmin;

in the case of our TR protein films, this ratio is κhydrated/κambient . We plot this ratio as a

function of temperature for wide-range of thermal switches within a biologically-relevant

temperature window (∼260 K - ∼380 K), including our TR material studied in this work,

in Fig. 9.6c. We find our SRT-based TR proteins provide one of the largest figure-of-merits

associated with thermal switching within this range compared to inorganic materials that

show phase transitions. Looking ahead, by extrapolating the linear trend with 1/n, we
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hypothesize this switching ratio can achieve values as large as ∼4.5 for TR films as the

repeating units approaches infinity and a perfect network is formed.

5.2.5 Conclusions

In summary, we find that tandem repetition of DNA sequencing provides a means of

programming thermophysical properties of the synthesized material. Furthermore, due to

the physical topological network associated with our synthetic, SRT-mimic films, rapid and

reversible ‘switching’ is enabled through hydration of the material. These results can be

conceptually understood from the perspective of previous formalisms of heat transport in

disordered systems; quantifying the ratio of thermal conductivities for the hydrated and

ambient states with a simplified diffuson model finds good agreement with experimental

results. In considering the figure-of-merit associated with the variable thermal conductivity

between the pristine and hydrated state of the TR films, we find these bio-inspired materials

exceed that of previous counterparts. Projecting these findings to a perfect network (i.e.,

when n approaches infinity), the thermal switching ratio is predicted to reach ∼4.5.
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Figure 5.7: Metrics of thermal conductivity switching: a) The measured thermal conductiv-
ity as a function of real time, providing insight to the time-scale associated with switching
for hydrated and ambient states for TR-n25. b) Measured thermal conductivity of TR-n11
over 20 hydration cycles shows high repeatability in switching capabilities. Error bars rep-
resent the standard deviation of three TDTR scans. c) The ratio associated with thermal
switching (κmax/κmin) within a biologically-relevant temperature range; as seen, the TR
films provide one of the largest switching ratios.
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Chapter 6

Solid-Gas Interfaces

In this chapter, I extend the application of picosecond acoustic measurements to solid-

gas interfaces as a measurement of the energy transmission/thermal boundary conductance

between gold and Argon. These results are interpreted within a newly-developed frame-

work of the acoustic mismatch and diffuse mismatch (AMM and DMM, respectively),

derived specifically for the transmission of acoustic waves generated during a picosecond

acoustic experiment and transmitted from a solid into an adjacent gaseous phase. This work

is in preparation for submission to the Journal of Physical Chemistry Letters.

6.1 Background

The exchange of energy between a solid surface and adjacent gas molecules is a pre-

requisite for a range of fundamental processes and applications, including: thermal mitiga-

tion of electronic devices and nanostructures via convection, deposition methods accessed

with vapor adsorption (both chemical and physical techniques), and even for consideration

of drag coefficients in moving bodies [329]. At a continuum level, this interfacial heat

transfer is understood through convection, as the coupled heat-mass transfer of a moving

fluid is the dominant heat transfer process; this is similar to our case of solids, where the

interfacial thermal resistance plays a negligible role until the dimensions of the system are
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greatly reduced. Indeed, non-continuum heat transfer effects arise when the characteristic

length scale of the system become comparable to the mean free path of the gas. Thus, a

detailed description of the nanoscopic energy transfer mechanisms across a solid-gas inter-

face are necessary in not only systems with reduced dimensionality (e.g., nanostructures),

but also systems immersed in low pressure gases due to the inverse relationship of gas

pressure and the molecular mean free path.

To gain insight to the rate of energy transfer across a solid-gas interface, we can consider

a flux of gas molecules impinging upon a solid surface. If the incident gas molecules were

to ‘stick’ to the surface without any reflections, the entirety of the molecule’s momentum,

and thus energy, would have been transferred to the solid body. In this simple scenario,

the rate of energy transfer is nothing more than the incident energy flux (e.g., the average

energy per gas molecule times the particle flux). In a more physically-relevant scenario,

where the molecules only transfer a fraction of their energy and reflect upon interaction

with a solid surface, it should not be surprising that the primary descriptor for this non-

continuum rate of energy transfer at a solid-gas interface is given by [330],

α =
〈E f −Ei〉
〈Es−Ei〉

, (6.1)

where Ei and E f are the average molecular energies of the incident and scattered gas

particles, respectively, and Es is the energy flux that would be achieved if the reflected

molecules were in thermal equilibrium with the solid surface post-scattering. The descrip-

tor, α , varies from zero (adiabatic, specular reflection) and unity (perfect accommodation),

and is termed the accommodation coefficient. Not only is this formalism reliant upon the

flux of gas molecules being well-described by a single-temperature (or average energy), but

it should be noted that it typically does not provide apriori prediction of heat fluxes unless

a pre-existing, detailed knowledge of solid-gas interactions are already known.

It is important to note the extensive volume of literature that has investigated this ex-

change of kinetic energy at the solid-gas interface via beam scattering experiments [331–

335]. These ultra-high vacuum studies are typically performed on ‘clean’ metal surface,
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where the greatly reduced pressures facilitate ballistic propagation of gas molecules from

a source to the sample as well as sample to the detector. These studies have provided valu-

able insight to gas-surface interactions; for example, these studies have demonstrated that

kinetic energy is more readily transferred when the mass of the incident atom is similar to

the mass of the atoms comprising the solid surface [336, 337]. Despite such insight, it is

critical that similar understanding of gas-solid dynamics is achieved at near-atmospheric

pressures, due to both technological relevance and the transfer to a diffusive nature of the

interactions.

To this end, there is an intrinsic difficulty in experimentally-resolving the energy trans-

fer rates at solid-gas interfaces in ambient conditions. First, the measurement must have

spatial resolution on the order of the characteristic length scale of energy transport (∼sub-

micron for atmospheric conditions); the experimental method must be capable of resolving

both flux and temperature distributions at this scale without altering heat flow. Similarly,

the temporal resolution must be adequate for resolving the proper mechanisms of heat

transfer at the solid-gas interface; at ultrafast (TDTR) timescales, there is insufficient time

for mass transport to occur, and the technique is only capable of resolving conductive heat

transfer mechanisms. On the contrary, steady-state methods can measure a heat transfer

coefficient that is dominated by convection, as it is the primary heat transfer pathway in

gases due to the phase’s intrinsically-low thermal conductivity. Lastly, due to the compar-

atively low heat transfer coefficients associated with solid-gas interfaces (< 1 MW m−2

K−1) relative to those at solid-solid interfaces (typically > 25 MW m−2 K−1), or conduc-

tion in bulk solids, it is difficult to decouple the weak heat loss to the gas relative to that of

the supporting substrate.

While traditional TDTR/FDTR and related thermoreflectance metrologies are encum-

bered by these considerations, there are certainly aspects of these methods that are well-

suited for measurements of energy transfer at solid-gas interfaces. For example, the use

of focused laser pulses allows for highly localized measurements of energy transfer, al-

lowing for resolution of flux and temperature measurements on the order of the length
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scale of interest. Rather, primary limitation in these methods is in analysis of the heat

transfer coefficient with the multilayer thermal model prescribed in Chapter 2, and the as-

sociated sensitivity analysis outlined in Chapter 3; heat conduction into the solid substrate

in TDTR measurements dominates the thermal decay curve, leading to negligible exper-

imental sensitivity to the TBC of the solid-gas interface. Thus, in this chapter, we apply

an altered pump-probe schematic that provides enhanced sensitivity to the measurement of

acoustic phonon propagation (i.e., picosecond acoustics) in a solid metal film in contact

with a gas. Because acoustic phonons are the primary thermal carrier in metals that drive

the TBC across metal/nonmetal interfaces, the damping of such modes upon interactions

with the solid/gas interface provides a metric describing energy transport across this in-

terface. Here, we perform these picosecond ultrasonic measurements on Au/Ar interfaces

at a range of pressures and temperatures to investigate the nature of heat transfer across

solid-gas interfaces. Our choice of an Au transducer is due to both its large piezo-optic co-

efficient, thus enhancing the signal associated with acoustic wave propagation in the film,

as well as the inert nature of Au. Similarly, the use of a noble gas mitigates chemical in-

teractions/bonding and allows for invocation of the ideal gas law. For interpretation of our

experimental results, we consider the scattering limits of heat transfer across a solid-gas

interface by deriving the energy generated and transmitted during a picosecond acoustic

experiment when specifically considering the energy flux at a solid-gas interface.

6.2 Picosecond Acoustics

To overcome the lack of sensitivity of TDTR’s thermal model to the TBC of an inter-

face composed of materials with high thermal resistances, we instead perform picosecond

acoustic measurements in which we probe the damping of acoustic phonon modes in the

solid layer upon their interaction with the solid-gas interface. This measurement allows

for optical detection of acoustic modes through the piezo-optic effect of energy coupling

between the solid film and contacting layers [201, 262, 274], and can be applied outside of
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thin films, as demonstrated in various material systems including polymers and other amor-

phous materials [274–277], semiconductors [278–280], and superlattices [281, 282]. The

time-dependent intensity of these picosecond acoustic signals can be described via[125]

I(t,T ) = Aexp(−Γt)cos((2π/T )t−δ )−Bexp(−t/τ) (6.2)

where A, B, and δ are scaling factors, Γ is the damping due to interfacial energy transfer,

T is the period of the pressure front, and the second term, exp(−t/τ), accounts for the

thermal decay rather than the signal associated with the acoustics. Fitting this equation to

the picosecond acoustic signal over the first nanosecond of pump-probe delay time provides

us with two important variables: the period, T , and damping, Γ, of the acoustic modes.

After these values are obtained, the transmission of these acoustic modes across the solid-

gas interface can be determined as

transmission = 1− exp(−Γt) (6.3)

Although these acoustic signals inherently exist in TDTR, as the pump always creates

an acoustic wave propagating through the metal film due to the rapid heating/cooling of the

metal layer, its detection is sometimes non-trivial due to low piezo-reflectance coefficients

or in cases of highly damped interfaces. To enhance the picosecond acoustic signal, we

make two major adjustments to our standard TDTR detection scheme: the film is moved

out of the Rayleigh length of the focused probe beam waist and a partially-closed iris is

implemented just before the photodiode. In moving the sample to the linear regime of

a focusing beam, as the strain wave propagates to the surface of the transducer, a larger

change in spot-size occurs at the sample surface. This deviation in spot-size is more easily

detected with the addition of an iris prior to the photodiode; as the back-reflected probe

beam is focused to the photodiode surface, the iris partially clips the edges of the beam.

With changing spot size, the spatial variation leads to increased (or decreased) portions of

the beam being cut-off by the iris [133]. This deviation is then translated to a change in
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signal at the photodiode.

6.3 Results and Discussion

We perform these picosecond acoustic measurements on 20 nm Au films deposited on

crystalline Al2O3 substrates in varying Argon gas environments to investigate the mecha-

nism of solid-gas interfacial thermal transport. An example of these experimental data is

shown in Fig. 6.3a and Fig. 6.3b, including a best-fit curve of Eq. 6.2. From these best-fit

of Eq. 6.2 under varying experimental conditions, we can calculate the interfacial acoustic

transmission coefficient via Eq. 6.3. At a given temperature, we find the acoustic transmis-

sion generally increases with both the pressure and temperature of the Ar gas (see example

in Fig. 6.3b). Conceptually, this may be understood simply as the fact that there is an

increase in the number of molecules impinging upon the solid surface with increasing pres-

sure, thus increasing the number of ‘carriers’ capable of transferring heat from the solid

to the gaseous environment (recall: n ∝ P). However, at constant pressure, the molecular

density decreases with increasing temperature, invalidating this simple approximation. To

gain a more robust understanding of the fundamental mechanisms of acoustic energy trans-

fer from the solid surface to the surrounding gas environment, we turn to models capable

of accounting vibrational states of both species.

Similar to the limits of the thermal accommodation coefficients, there are two primary

models used for the understanding of heat transfer across an interface. While both rely on

a description of the primary heat carriers in most solids, acoustic phonons, the underly-

ing physics are drastically different. On one end is the acoustic mismatch model (AMM),

where only the acoustic impedances of the two medium comprising the interface are con-

sidered; this explicitly describes the transmission of acoustic waves with only consideration

of the sound velocity and density of the medium (Z = ρc). The extension of this model to

a solid/gas interface is rather straightforward and based on nothing more than classical

acoustics. For dispersionless phonon energies in a solid, the AMM-predicted transmission
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Figure 6.1: a) Example data of our experimental picosecond acoustic data (blue squares)
for a 20 nm Au film on a sapphire substrate in a 25 Pa, 300 K Ar environment, including
the line of best fit of Eq. 6.2 (red line). b) Comparison of experimental picosecond acoustic
data at 275 K (red squares) and 500 K (blue circles); note, the pressure is constant for the
two cases.

from the solid to the gas is given by

ζs→g,AMM =
4ZsZg

(Zs +Zg)2 =
4ρscsρgcg

(ρscs +ρgcg)2 (6.4)

where ‘s’ and ‘g’ refer to the properties of the solid and gas, respectively. While the

acoustic impedance of solids is relatively constant over a range of moderate environmental

conditions, this is the not the case for Zg. For a given volume of gas, the mean particle

velocity and density will vary with both pressure and temperature. For the case of an ideal

gas, the pressure, P, and temperature, T , dependence of ρg and cg can be obtained from

Kinetic theory, providing the acoustic impedance in terms of its pressure and temperature

as

Zg = 2P

√
2mg

πkBT
. (6.5)

As we are specifically interested in the energy flux of acoustic carriers generated in

a picosecond acoustic experiment, we want to investigate the impedance specifically as-

sociated with these excited carriers. In our picosecond acoustic experiment, we excite a
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bandwidth of phonon frequencies that are centered around a specific phonon frequency,

ωps, based on the thickness of the thin metal film transducer (ωps = 2πcL/d, where cL and

d are the longitudinal speed of sound and the thickness of the thin metal film, respectively.

Thus, we define a frequency dependent acoustic impedance of the solid as

Zs,ω =
h̄ω

cL
fBE

ω2

2π2c3
L

(6.6)

where the denominator of the rightmost expression is simply the Debye density of states

of the Brillouin zone center longitudinal acoustic modes and fBE is the Bose-Einstein dis-

tribution function. Thus, in a picosecond acoustics experiment, the acoustic impedance of

the mode excited in the thin film transducer is

Zs,ωps =
2h

d3cL(exp( hcL
kBT d )−1)

(6.7)

where h is Planck’s constant and kB is Boltzmann’s constant. Thus, the energy trans-

mission of acoustic waves from the film transducer to a gas during a picosecond acoustic

experiment is given by

ζs→g,ωps = 16

hP

d3cL

(
exp
[

hcL

kBT d

]
−1
)√ 2mg

πkBT

 2h

d3cL

(
exp
[

hcL

kBT d

]
−1
) +2P

√
2mg

πkBT


2 . (6.8)

Note, as the AMM is derived under the assumption of specular interactions of acoustic

waves, these functions inherently assume specular transmission. However, on the other end

of the scattering extreme lies diffusive scattering of energy. The energy transmission in this

diffusive regime is commonly described via the aforementioned diffuse mismatch model

(DMM).

The DMM predicts the transmission of energy across an interface based on the ratios
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of the vibrational densities of states of the materials adjacent to the interface. From the

principle of detailed balanced, combined with the definition of diffusive scattering applied

to the power fluxes of the solid and gas at the interface, the transmission of energy from the

solid into some thermal bath of gas molecules at the interface is given by

ζs→g,DMM =
qg

qs +qg
(6.9)

where q is the power flux spectrally integrated over all energies. In a picosecond acoustic

experiment, the spectral energy flux is centered around the acoustic frequency, ωps, thus,

we define the spectral power flux at this frequency, qs,ωps , as

qs,ωps = h̄ωps
ω2

ps

2π2c3
L

1(
exp
[

h̄ωps

kBT

]
−1
)cL =

2hcL

d3
(

exp
[

hcL

kBT d

]
−1
) . (6.10)

The power density of the monoatomic molecular gas impinging the solid interface is

derived in a previous work [273] and is given by

qg =
4P

mgkBT

∞∫
0

ε(
ε

kBT
)2(

2ε

mg
)−

1
2 exp[− ε

kBT
]dε. (6.11)

Simply by inspection of these AMM and DMM transmission functions derived for

solid-gas interfacial energy transfer during a picosecond acoustic experiment, one can see

the two have inverse dependencies with increasing temperature; the AMM predicts an in-

creasing energy flux with increasing temperature, whereas the DMM predicts an inverse

relationship between TBC and environmental temperature such that flux decreases with in-

creasing temperature. Interestingly, this DMM result is in contrast to the DMM-predicted

TBC at solid-solid interfaces, where both experiments and theory display a clear increase

in TBC with increasing temperature.

As we cannot directly deconvolve the transmission of acoustic waves into the sap-
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Figure 6.2: Measured acoustic transmission, normalized to the Ar/20 nm Au/sapphire net
acoustic transmission measured at 300 K, as a function of both temperature and pressure.
These experimental data are compared to the transmission function derived for the AMM
(dashed line) and DMM (solid lines) to understand the nature of heat transfer at solid-gas
interfaces.
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phire substrate from their transmission to the gaseous medium, we normalize the measured

acoustic transmission, calculated via Eq. 6.3, to the transmission measured at 300 K. We

compare these normalized data to the models derived above in Fig. 6.3. Given the inverse

trends in temperature for the AMM and DMM, there is little requirement for interpretation

of these results: the measured acoustic transmission for Au/Argon interfaces is found to

be in strong agreement with the DMM transmission function derived above. This result

indicates that energy transmission for this relatively inert, ideal gas scenario is primarily

diffusive in nature; vibrational carriers are scattering non-specularly at the solid-gas inter-

face.

In addition to the mechanisms of heat transfer at the solid-gas interface, the use of

picosecond acoustics appears to be a means of quantifying gas adsorption upon a solid

surface. To recognize this, we can consider the behavior of an ideal gas adsorbate under

isothermal conditions. Namely, we consider the empirical Freundlich equation with re-

lation to our experimental picosecond acoustic data. This adsorption isotherm takes the

form

θoccupied = kP1/n (6.12)

where k and n are constants the describe the system, both adsorbate and adsorbent, at

a given temperature, P is the pressure of the gas, and θoccupied is the number of ‘sites’

occupied by adsorbates on the solid surface. As a first approximation, we consider an

assumption in which the acoustic transmission is linearly proportional to the number of

occupied sites. A comparison between our experimental data and Eq. 6.12 is shown in

Fig. 6.3, where reasonable agreement between the two is observed. This finding is critical

for two reasons. First, this result indicates that the acoustic energy transmitted from a

solid surface to an adjacent gaseous environment is directly related to the adsorption of the

species upon the surface; with an increasing number of occupied sites, there is an increase

in energy transmitted. Second, from an application perspective, these results show that the

measure of interfacial energy transfer provides direct insight to the adsorption kinetics and
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Figure 6.3: Measured acoustic transmission at 300 K as a function of Argon pressure (blue
squares) in comparison to the Freundlich adsorption isotherm (Eq. 6.12, dashed line).

can be used as a means of both quantifying and monitoring adsorption.



135

Chapter 7

Solid-Plasma Interfaces

In this chapter, I present a time-resolved thermoreflectance study of plasma-surface

interactions; this study is enabled by the development of a transient plasma-pump, laser-

probe measurement technique and provides the first nanosecond-resolved measurement of

energy transduction during plasma-surface interactions. Specifically, I elucidate upon the

first experimental observation of plasma-induced cooling of a target surface. This work is

an extension of our initial work on plasma-surface interactions in which we monitor the

‘steady-state’ energy transfer from a plasma to a Au surface using time-domain thermore-

flectance [15], and is in preparation for submission to Science.

7.1 Introduction

Plasmas have long been used for the synthesis [338] and manipulation [339–341] of ma-

terials because of their unique ability to deliver both energy and chemically-active species

to the surface of plasma exposed materials - an attribute that separates them from other ap-

proaches to materials processing. Indeed, the energy flux serves to drive the surfaces out of

thermal equilibrium with the bulk material, thus enabling local physicochemical processes

that can be harnessed to remove (etch) substrate material, deposit different material, or

chemically modify the surface. Aside from intentional material modifications, understand-
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ing energy delivery at the plasma-surface interface is critical for an array of technologies

such as nuclear fusion, where plasma-facing materials must meet complex, yet strict, re-

quirements to avoid degradation from the aforementioned energetic processes [342]. While

the benefits or detriments of energy delivery is commonly associated with an increase in

temperature, the temperature, is in fact, the net result of the difference between energy de-

livered to and released from the surface. This can be understood by considering the power

balance at the surface [343],

Pin−Pout = Pabsorbed (7.1)

where the power delivered to (Pin) and released from (Pout) the surface is determined by the

flux of energetic particles and radiation arriving at and leaving the surface, along with en-

dothermic and exothermic reactions occurring at the plasma-surface interface. The differ-

ence between Pin and Pout is absorbed by the material (Pheat), with a temperature determined

by the heat capacity of the material. Of course, the power balance does not dictate the en-

ergy delievered that the energy delievered to the surface must exceed that released from the

surface. Indeed, the complex array of incident plasma species and chemical reactions at

the surface could, in theory, enable local temperatures to both increase or decrease during

plasma irradiation. This potential for plasma cooling, or the decrease in the temperature

of a surface during plasma irradiation, would lead to novel avenues for microelectronic

cooling, refrigeration, and temperature-controlled material processing.

Our current understanding of energy delivery from a plasma to a material surface is

guided using a variety of ancillary plasma diagnostics [344], steady-state temperature mea-

surements [345, 346], models [347, 348], and post-treatment, ex-situ surface characteri-

zation to ‘re-construct’ energy deposition and absorption [343, 349, 350]. More recently,

in-situ materials characterization techniques have been developed that allow for real time

or quasi-real time analysis [15, 351]. While certainly of value, none of these approaches

provide a direct measure of the localized, transient response associated with the energy flux

at the surface. To observe plasma cooling, the transient thermal response of a material must

be monitored to separate the localized and transient energy transport mechanisms from the
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Figure 7.1: a) Experimental schematic. A pulsed atmospheric plasma jet bombards an Au
surface, while a continuous wave laser monitors the thermoreflectance of the Au surface
to gain insight to the plasma-surface energy transfer mechanisms. c) Measured thermore-
flectance as a function of time for a 5 µs plasma pulse and d) the measured surface current
at the Au film.

spatially and temporally averaged net power transfer and temperature rise.

In this work, we experimentally demonstrate the ability of an incident plasma to cool

the surface of a material. While seemingly counterintuitive that an incident flux of energy

would lead to a decrease in surface temperature, this plasma cooling is enabled by exposing

a surface to a pulsed plasma, which allows the spectrum of different energetic processes as-

sociated with plasma exposure (Fig. 7.1 a) to be parsed in time and measured through time

resolving the relative temperature changes occurring in a material exposed to a directed

plasma with nanosecond resolution. Our experiment relies on a pulsed atmospheric pres-

sure plasma jet incident upon an 80 nm Au film supported by a sapphire substrate. We

simultaneously measure the reflectance of a continuous wave laser from the Au surface

following the plasma-surface interaction (e.g., plasma pump - laser probe measurements);
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a simplified schematic of our experimental configuration is shown in Fig. 7.1b. For the

operating conditions in this work, there are negligible laser-plasma interactions, and the

reflected beam is not affected by any direct interactions. Rather, we rely on the strong

thermoreflectance coefficient of Au at visible wavelengths to directly measure the plasma-

induced temperature change on the Au surface by means of lock-in detection at the plasma

jet repetition frequency, with the use of a periodic waveform analyzer to obtain nanosecond

time resolution during the plasma-surface energy transfer process. Furthermore, we note

that we do not observe any changes in the static reflectivity of the Au surface; the reflec-

tivity signals presented in this work are, in all cases, the differential reflectivity, which is

the change in reflectivity of the Au surface relative to the un-perturbed reflectance (e.g., the

reflectivity when no plasma is present).

The use of a thin Au film supported by an insulting substrate achieves two factors that

are critical to understanding energy transfer at the plasma-surface interface. First, as Au is

a noble metal and chemically-inert. Thus, there are minimal surface reactions (e.g., surface

oxidation) that would alter the surface and distort the interpretation of energy deposition

mechanisms. Second, as charge transfer and hot-electron effects occur on much faster time

scales than investigated in this work, the insulating substrate ensures that charged species

and electronically-driven energy transfer from the plasma to the metal surface remain lo-

calized to the surface of the Au film. This critical aspect ensures that the measured surface

temperature is indicative of only plasma-Au energy transfer and subsequent thermal diffu-

sion rather than ballistic mechanisms that traverse deep into the substrate [113, 352].

7.2 Results

In considering plasma interactions, there is incident flux of various species including

charged particles, photons, as well as excited and reactive neutrals (Fig.7.1 a), which pro-

vides energy to the plasma-exposed material [343]. The flux of charged particles can be

measured as a net surface current, as shown in Fig.7.1 c for our experimental system. In
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these example data, the plasma jet is produced by applying a high voltage for a duration of 5

µs; this voltage width will henceforth be considered the plasma ‘pulse-width.’ The delay in

rise in current is due to the standoff between the biased electrode and the surface, as shown

in Fig.7.1 b. Likewise, as the reflectance of Au is linearly proportional to temperature (e.g.,

∆R = β∆T , where β is the thermoreflectance coefficient of Au), we can directly measure

the temperature rise induced by the flux of these various species; an example of our mea-

sured thermoreflectance data is shown in Fig.7.1 d. Note, the thermoreflectance coefficient

for this laser wavelength (637 nm) is negative, and thus surface heating corresponds to a

decrease in measured reflectance [78, 353].

A few salient features can be noted in each of these curves. First, at the beginning

and end of the plasma pulse, an anomalous decrease in signal magnitude can be observed.

We note that this is an artifact in our periodic waveform analyzer and not a true change in

optical reflectance due to the plasma pulse; these features are present even when the laser

is turned off and the photodetector is blocked. Second, a peak in reflectivity is observed at

2 µs. As the thermoreflectance coefficient at this laser wavelength (637 nm) is negative,

this observation suggests a reduction in surface temperature at this time-frame. While a

more in-depth discussion can be found below, it is important to note that the transfer of

energy to a surface is expected to lead to an increase in surface temperature, as the flux of

all species is directed into the surface. Third, there is a simultaneous, rapid increase of both

the measured thermoreflectivity and surface current, around 3 µs followed by a transient

decay.

As discussed above, the flux of various charged species incident upon the metal film

results in a net current, which leads one to invoke Joule’s first law where there the power

dissipated is proportional to the product of the resistance and the squared current (e.g.,

P ∝ I2R). As with other current sources, this relationship explicitly leads to an increase

in temperature, even without consideration of nanoscale effects and interactions. As the

measured thermoreflectance is indicative of a change in the gold’s temperature, one should

expect that the temporal derivative of this reflectivity trends with the current, since temper-
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ature is directly related to particle number density/charge, which is the temporal integrand

of current (e.g., R ∝ T ∝ Q =
∫

i ·dt). Indeed, as shown in Fig.7.2 a, the temporal derivative

of our thermoreflectance data is in excellent agreement with the measured current, and thus

heating is primarily driven by simple inductive heating. We note the appearance of a peri-

odic modulation in the reflectance derivative that is the result of numerical differentiation.

In stark contrast is the strong deviation between current and derivative associated with the

observed reduction in temperature around 1 µs. This leads to the obvious question: What

could be the mechanism for this plasma-induced cooling?

7.3 Discussion

Although the notion of cooling resulting from an energy flux is seemingly counter-

intuitive, there are a number of physical processes arising at the plasma-surface interface

that are known to lead to a reduction in temperature. Thermionic emission, for exam-

ple, has been theoretically devised as a refrigeration method, with potential efficiencies on

par with Carnot cycles [354], it is nearly impossible to experimentally achieve at or near

room temperature, with the exception of limited cases in select material systems such as

superlattices [355] and 2-D heterostructures [356]. In the case of thermally-driven electron

emission, the current emitted from a metal surface with work function φ at a temperature

T is given by,

J(φ ,T ) = AT 2e−φ/kBT (7.2)

where A = mek2
B/2π2h̄3 ≈ 120 A cm−2 K−2 and kB is Boltzmann’s constant. In the

case of Au, with a work function of over 5.25 eV, this leads to an exceptionally small

current density, certainly impractical for effective cooling at operational temperatures; for

a temperature rise of 1337 K (the melting temperature of Au), one would expect a current

density of ∼ 34 nA m−2. In the area probed in our experiments, approximately ∼150

µm3, and the observed time of cooling (800 ns, see discussion of two-temperature model
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calculations below), there would be less than 2×10−20 electrons emitted from the surface;

this corresponds to temperature reduction on the order of pico-Kelvins. Given such, we

certainly would expect no cooling-effect from an atmospheric plasma jet due to thermal

excitations.

Alternatively, there are two potential effects that could be leading to the observed cool-

ing phenomenon. First, which has been recently shown to lead to a temperature decrease

in high-repetition laser ablation[357], would be material ejection from the surface. It is

well-known that plasma jets lead to modification of a material surface. In fact, when the

jet used in this work is operated at higher power (much greater than reported here), we do

see erosion of the Au film. In addition to potential sublimation of the Au surface itself,

adsorbate desorption could be the underlying mechanism for observed cooling. It is well

known, for example, that water will adsorb on Au surfaces even under UHV conditions

[358], albeit in weakly bound physisorbed states (<< 1 eV). In such a case, many species

emanating from the plasma jet would deliver enough energy to liberate water molecules.

This process is effectively plasma-induced evaporative cooling of the surface.

The second potential mechanism driving the observed cooling is in line with thermionic

emission; the Nottingham effect, whereby electrons undergo field emission due large values

of charge separation and is well-known to cool material surfaces could be playing a role

[359]. Given the plasma induces a large flux of charged species toward the Au surface, it is

possible that when these species are in close proximity to the metal, the potential exceeds

the work function/Schottky barrier, and electrons are removed from the gold film.

During the observed cooling, the peak differential reflectivity is measured to be ∆R/R≈

3×10−5. Based on an array of previous works [78, 353], the thermoreflectance coefficients

of thin Au films are of similar order, ∆R/∆T ≈ 2−4×10−5, indicating the observed cool-

ing is on the order of approximately 1 K.

In the case of material removal for evaporative cooling, the process of atomic desorption

from the target surface must occur prior to energy deposition into the bulk of the material.

Based on the spot size (≈ 55µm) and skin depth (≈ 15 nm) of our laser in Au, the probed
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Figure 7.2: a) Measured surface current (solid red line) overlaid with the temporal deriva-
tive of the measured changed in reflectivity due to the plasma pulse. The two are in rea-
sonable agreement, aside from the reduction in surface temperature around 1 µs, indicating
Joule heating to be the primary mechanism of energy transfer from the plasma to the Au
surface. b) Measured thermoreflectance data due to the plasma pulse (black dots) and
two-temperature model calculations for the sample system (solid blue line). The observed
cooling can be attributed to either removal of surface atoms of the Au or electron ejection
from probed Au volume.

volume is ≈150 µm3. Pairing this volume with the volumetric heat capacity of Au, ≈2.49

MJ m−3 K−1, a local 1 K temperature reduction would require 0.37 nJ to be removed from

the probed volume. At room temperature, a reasonable approximation to the average ther-

mal energy of each particle in a solid is simply 3kBT , or≈1.24×10−20 J. With these values

in mind, it would require 3× 1010 atoms to be removed from the probed volume. If a

uniform ‘sheet’ of atoms were removed across the probed area, this number of atoms cor-

responds to a single monolayer of material removed. With a heat capacity of≈4.2 MJ m−3

K−1, a similar temperature decrease requires sub-monolayer thicknesses, or non-uniform

distributions, of water to be removed from the surface. This is certainly plausible given our

measurements are conducted at STP [358] and so adsorption occurs at much faster time

scales than the separation time between subsequent plasma pulses (tens of nanoseconds-to-

microseconds for contaminant adsorption, compared to tens-to-hundreds of microseconds

between each measured plasma pulse). Likewise, a mixture of adsorbed hydrocarbons (e.g.,

adventitious carbon) and water would be expected under these conditions.
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We can repeat a similar analysis for the number of electrons that would need to be emit-

ted for a 1 K temperature reduction within the probed volume of the Au; at the time-scales

measured here, the electron and phonon temperatures can be considered in equilibrium, and

thus the energy requirement for a temperature decrease remains dominated by the phononic

heat capacity of Au, as used above. Nonetheless, one must consider the energy lost per

electron; the average energy of an electron in a metallic system is approximately 3/5 of the

Fermi energy (∼5.5 eV for Au). Thus, to reach the 0.37 nJ necessary for a 1 K temperature

decrease at room temperature, approximately 7× 108 electrons would need to be emitted

from the Au surface.

To gain insight into which of these mechanisms, if not some combination of the two,

is driving the observed cooling process, we perform two-temperature model (TTM) calcu-

lations [285] for our experimental geometry; this method allows us to explicitly calculate

energy losses/gains to the electron and lattice subsystems. While additional details can be

found in the Supporting Information, we use the measured surface current as the heating

source for the electronic subsystem, and the thermal properties (e.g., thermal conductivity

and interfacial thermal resistances) of our 80 nm Au/Al2O3 are determined from time-

domain thermoreflectance (TDTR) measurements. To simulate the atomic or electronic

ejection, we supply a ‘cooling’ source that removes energy from either the phononic or

electronic subsystem, respectively. While we ultimately find that atom or electron ejec-

tions can re-produce our experimentally-measured data with high accuracy (see Fig.7.2 b),

these calculations provide insight into the time-scale of this cooling process; the best TTM

fit to our data requires that the cooling occurs over 800 nanoseconds.

We must now consider the temporal flux of various species incident upon the Au surface

(Fig.7.1 a) within these 800 nanoseconds. To properly understand this, we perform a series

of time-resolved plasma diagnostic measurements; notably, our time-resolved photoemis-

sion experiments elucidate upon the only species present at the time-scales corresponding

to the observed cooling: high energy photons. In other words, we find overwhelming ev-

idence of sufficiently-high fluence of photons impinging upon the Au surface at the time
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scales corresponding to the observed cooling (Fig.7.3 a) and importantly, they are present

prior to the dramatic rise in measured current. The difference is characteristic of a pulsed

plasma jet, produced with a remotely located active electrode. While the excited species

that relax via photon emission and the charged particles are simultaneously produced near

the electrode when the high voltage is applied, the photons arrive at the surface well before

the comparatively low-velocity charged species. The range of photons in a typical plasma

produced in mixture of air and helium extend from IR to extreme UV, with energies that

range from below one eV to above 20 eV. As some of these energies greatly exceed the

work function of Au, photo-emitted electrons are certainly being ejected from the surface

of the Au film. Likewise, photon-driven desorption is possible and has been shown in the

water/Pd(111) system for much lower photon energies than observed in this work (6.4 and

5 eV) [360].

This observation of a photon-driven cooling mechanism is further supported by spatially-

resolved thermoreflectance measurements. As shown in Fig.7.3b, we raster the plasma jet

with respect to the position of the laser probe, allowing us to extract a spatio-temporal tem-

perature profile. In agreement with our previous work [15], we observe a heating profile of

≈ 0.5 mm; this is approximately 1/3 of the tube diameter of which the jet emanates from.

More importantly, in this work, we observe cooling of the Au surface in regions extending

beyond this heated width. This can be understood by recognizing the plasma is ‘guided’ by

the helium flow leaving the tube, such that the majority of the plasma-produced particles

arrive at the surface over an area dictated by the diameter of the gas flow/surface inter-

section. Conversely, the photons formed via spontaneous emission from excited species

fromed as the plasma propagates toward the surface (Fig.7.1 a) have both random phase

and direction, thus interacting with a much larger surface area. Hence, it is reasonable to

see heating at the center of the impact point where charged particle interactions dominate

and the photon-driven cooling at extended widths.

While a photon-driven process seems likely, both liberation of surface adsorbates and

electronic emission can be supported by our experimental measurements, two-temperature
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Figure 7.3: a) Angle-dependent, time-resolved emission measurements of He jet interact-
ing with gold surface. The emission line is from He at 667 nm (3d to 3p transition). This
line emanates due to a transition to an optically allowed state that produces a 58 nm pho-
ton. Thus, the 667 nm line becomes a proxy for the 58 nm line. b) Spatially-resolved
thermoreflectance measurements of an Au surface. A width of 0.5 mm is heated from
the flux of plasma species, while the observed photon-induced cooling extends to a much
larger region.

analysis, and prior TDTR measurements. Discerning the potential contribution of the two

processes requires additional considerations.

As the emitted photon wavelength greatly exceeds the work function of Au, it will

certainly eject electrons from the surface of the Au film, and the small number of electrons

necessary for a 1 K reduction in surface temperature is easily achievable even if only a

small fraction of optically-excited electrons escape the surface. Likewise, photon-driven

desorption is possible and has been shown in the water/Pd(111) system for much lower

photon energies than observed in this work (6.4 and 5 eV) [360]. Thus, it is critical to

consider the time of which these photons are present: both during the observed cooling

at the beginning of the plasma pulse, as well as at the end of the pulse duration. If the

cooling were dominated by electron emission, one should expect cooling to occur in both

circumstances due to the large electron density of Au - yet cooling is only observed in the

former situation. On the other hand, desorption would only occur during the first ‘pulse’

of photons, as the adsorbates will already have been liberated from the surface during the
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arrival of the second pulse occurring at the end of the plasma jet. Thus, evaporative cooling

is the most likely mechanism of the demonstrated process of plasma cooling.

To further reinforce this plasma-induced evaporative cooling of a metal surface, we

consider the relative heating and cooling contributions with varying plasma-jet parameters.

For example, as the applied voltage of the electrodes is increased, we observe a correspond-

ing increase in the measured surface current, as well as an increase in the peak temperature

of our thermoreflectance measurements (Fig. 7.4a); these observations can be attributed to

an increase in the flux of charged species formed during the jet formation with increasing

voltage. However, the minimum temperature achieved during cooling is negligibly affected

by these changes, at least within the regimes considered in this work. In other words, an

increase in charged species incident upon the surface does not appear to affect the cooling

profile. Yet, the flux high energy photons responsible for either desorption or electronic

emission will be increasing under this change in plasma parameter - the cooling effect has

become saturated (e.g., the population of electrons or adsorbates responsible for cooling

has been entirely evacuated in the probed region) and the additional flux does not play a

role. A similar observation is observed with varying widths of the plasma pulse, whereby

the net cooling magnitude is relatively constant above some voltage width, but is then rela-

tively constant; this is in contrast to the peak temperature rise induced by the other plasma

species. Interestingly, as shown in Fig. 7.4b, below some critical pulse width (≈ 2 µs), this

cooling process can occur without plasma-induced heating of the Au surface; a sufficient

number of high energy photons are produced at the nozzle for desorption to occur, while

the flux of other species is too low for heating. Just above this threshold, a spike in both

the heating and cooling profile is observed due to an avalanche effect of both energetic

particles as well as the high energy radiation associated with their production. These ob-

servations not only reinforce the notion of desorption-induced cooling of the Au surface,

but also indicate potential regimes of which the relative heating and cooling of the target

surface can be manipulated through various plasma parameters.
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a) b)

Figure 7.4: a) Peak of the measured surface current (black circles) and peak thermor-
flectance signal associated with plasma-induced heating of the Au surface (blue squares).
b) Relative thermoreflectance magnitude of the heating (red circles) and cooling (blue
squares) peak during plasma-Au interactions as a function of the pulse-width of the in-
cident plasma jet. Below a threshold pulse width, there is only net cooling of the sample.

7.4 Summary

In summary, we have provided the first nanosecond-resolved measurement of energy

transduction during plasma-surface interactions with a transient thermoreflectance method.

Simple inductive heating of the metal Au surface through a flux of charge species is the

predominant mechanism of energy transfer, which cools primarily through conduction into

the material; this process is in excellent agreement with our two-temperature model calcu-

lations. Furthermore, we find that the plasma jet induces transient cooling of the Au surface

prior to Joule heating. Over the course of approximately 800 nanoseconds, the plasma jet

liberates either electrons or surface species from the Au film, thus temporarily cooling the

metal surface. This unique process, previously overwhelmed by the resistive heating of

material surface during steady-state temperature and flux measurements, opens the door to

a new means of surface cooling and provides critical insight to the plasma-material inter-

actions that drive material modification and processing.
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Chapter 8

Summary and Future Projects

8.1 Summary

In Chapter 2, the basic theory of thermal transport, within the framework of both

macroscale and nanoscale heat transfer concepts, was introduced. In particular, a basic

derivation of the kinetic theory model for understanding thermal conductivity in phononic

materials was discussed. This framework was then extended to the terminology neces-

sary for understanding thermal transport in amorphous materials, a necessary discussion

for understanding the results presented in Chapter 5. Finally, we derived the basic for-

malisms for interfacial heat transfer, namely the acoustic mismatch and diffuse mismatch

models (AMM and DMM, respectively); this terminology is a requisite for the majority of

the following chapters, and the derivation is greatly expanded upon for Chapter 6 and the

AMM/DMM framework derived specifically for understanding heat transfer across solid-

gas interfaces.

Chapter 3 provided an introduction to thermoreflectance methods, namely time-domain

thermoreflectance (TDTR), which is critical for the remaining chapters of this dissertation.

In particular, we derived the multilayer heat equation used for modeling and extracting

thermophysical parameters from experimental data. An emphasis was placed on the sensi-

tivity analysis used for calculation of uncertainty and error bars in TDTR; these concepts
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are critical for understanding the need for alternate metrologies for measuring the ther-

mal boundary conductance across low thermal conductivity phases of matter. Finally, this

Chapter introduces the necessity for tunable-wavelength approaches to measuring energy

transport by demonstrating the inaccuracy and failures of single-wavelength techniques in

interpreting the electron-phonon coupling factor of the prototypical material system, Au.

In Chapter 4, I present works that demonstrate the applicability of two unique met-

rics for interpreting the thermal boundary conductance of a given interface: the ablation

threshold of thin films and dampening of acoustic waves across an interface. These metrics

are presented in material systems that are highly accessible with standard TDTR analysis

as a means of demonstrating the accuracy and future applicability of these measurements;

these metrics are then applied for TDTR-inaccessible interfaces, namely solid-liquid and

solid-gas interfaces, in Chapters 5 and 6, respectively. Finally, this chapter elucidates upon

a novel energy transduction mechanism, Ballistic Thermal Injection (BTI), that can arise

at metal-semiconductor interfaces. This unique mechanism is demonstrated through the

application mid-infrared, tunable pump-probe measurements.

Chapter 5 applies the experimental metrology techniques developed in the prior chapter

for measurement of nanoscale energy transfer across solid-liquid interfaces. In particular,

we consider these nanoscale metrics of energy transfer with respect to the macroscale ob-

servables, such as contact angle and adhesion energy, of a given interface. I demonstrate

that these macroscale observables are not applicable for estimation of the energy transfer

rates of a given solid-liquid interface, particularly at the ‘extremes’ of such metrics (e.g.,

extremely high or low contact angles present strong disagreement between nanoscale mea-

surements and the macroscale metric). In the second half of this chapter, these nanoscale

solid-liquid interactions are manipulated for a record-setting tunable thermal conductivity

switch, which is enabled through the infiltration of water to a squid ring teeth (SRT)-based

biopolymer.

Chapter 6 extends the application of acoustic metrologies to the case of solid-gas in-

terfaces as a means of interpreting the otherwise-immeasurable thermal boundary conduc-
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tance associated with this pairing. These results are interpreted within a newly-developed

framework of the acoustic mismatch and diffuse mismatch models (AMM and DMM, re-

spectively), derived specifically for the transmission of acoustic waves generated during

these picosecond acoustic measurements. We find that the continuum-like approximation

of energy transfer, the AMM, is a poor descriptor of the nanoscale mechanisms of diffusive

heat transfer from a solid surface to an adjacent gas. Rather, the experimental data is well-

described by the energy flux calculated from the diffuse mismatch model, indicating that

vibrational carriers are scattered at the interface with no ‘memory’ of their pre-scattering

conditions (e.g., wavevector or mode). Additionally, it is demonstrated that these picosec-

ond acoustic measurements provide a metric of gas adsorption density on the solid surface.

Chapter 7 considers the measurement of energy flux from the fourth phase of matter,

plasma, upon a solid surface. Specifically, this chapter presents the development of a tran-

sient plasma-pump, laser-probe measurement techniques, providing the first nanosecond-

resolved measurement of energy transduction during plasma-surface interactions with an

atmospheric plasma jet. In particular, these measurements elucidate upon an otherwise-

unconsidered process during these interactions: Plasma cooling. Through a detailed analy-

sis of these measurements, we find that the solid metal surface is primarily heated through

inductive heating due to a flux of charged species; this imparted energy is then dissipated

through conduction. Prior to this heating event, the formation of high energy photons (58

nm) in the plasma jet are found to interact and liberate surface adsorbates, thus inducing

a rapid decrease in the surface temperature of the solid. Through manipulation of various

plasma parameters, the relative contributions of these heating and cooling profiles can be

tuned.

8.2 Future Work

• Ballistic thermal injection in functional devices - In Chapter 4, I demonstrate

a novel energy transduction pathway that can arise at metal-semiconductor inter-
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faces during cases of strong non-equilibrium. Given the ever increasing necessity for

higher frequency and higher power electronic devices, such states of non-equilibrium

can frequently arise, making thermal mitigation even more difficult. It would thus be

of great technological relevance to study the bounds of this process for implemen-

tation to these functional device architectures. For example, one may expect a large

contribution from BTI in high-electron mobility transistors, where metal electrodes

are coupled to highly doped semiconductors.

• Mode-resolved thermoreflectance - In Chapter 5, we investigated the interfacial

energy transfer of coherent acoustic phonons (CAPs) from a solid surface to a liquid

layer. Though in most cases, there is a large range of vibrational frequencies and

carriers that contribute to this interfacial heat transfer in addition to these CAPs. To-

date, the majority of our understanding of these spectral heat fluxes arises from theory

and computational results; an experimental counterpart capable of directly resolving

the energy transfer of specific vibrational modes has yet to be developed. It would

thus be of great interest to tune the wavelength of a probe laser in thermoreflectance

measurements to specific vibrational modes and directly resonate with them, similar

to the means of which we tune to the plasmonic resonance of CdO to resolve BTI in

Chapter 4. Such an advance would provide direct interrogation of the mode-specific

temperature, and thus potentially provide experimental measure of spectral energy

fluxes.

• Biopolymers for novel energy storage - Thermal energy storage is a large focal

point of research due to its promise in greatly improving upon building and energy

efficiencies. Currently, near-room-temperature materials capable of storing large vol-

umes of energy are lacking; the majority of modern technologies rely on either high

operating temperatures or low efficiencies. While chapter 5 of this dissertation pro-

vided a detailed study on the unique thermal conductivity properties of squid ring

teeth (SRT) proteins, an extension to the thermal storage properties (e.g., heat capac-
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ity and thermal effusivity/diffusivity) of SRT would be of great interest for potential

applications in room temperature energy storage.

• Tunable-wavelength plasma spectroscopy - In Chapter 7, we provide a nanosecond

time-resolved study of plasma-surface energy transfer by monitoring changes in the

surface temperature during the flux of an atmospheric plasma jet. While certainly a

massive advance in plasma diagnostics, it would be of fundamental interest to push

these limits further to picosecond time-resolved studies. In doing so, one would gain

insight to an array of processes, such as non-equilibrium mechanisms (i.e., electron-

phonon coupling) as, say, high energy charged species transfer their energy to the

solid surface. This would allow one to gain direct insight to the fundamental inter-

carrier scattering processes that arise.

Additionally, in line with moving to higher time resolution, it would be of great

scientific interest to move to wavelength-resolved thermoreflectance measurements

during plasma-surface interactions. For example, atmospheric plasma jets are fre-

quently used for the modification of ‘soft’ materials, such as tissue and polymers; by

directly interrogating the resonances of vibrational carriers in these polymers, one

could gain insight to which mode the plasma carriers couple energy. Similarly, one

could imagine a study in which the band gap of a material is monitored on the pi-

cosecond time scale during the plasma interaction; this would allow one to separate

changes in carrier density from the temperature of a sample (or, in extreme cases,

monitor in situ changes in the band structure of a solid state medium during plasma

interactions).

8.3 Published Work

As part of my dissertation research, I have published seven first-author journal publica-

tions [7, 89, 112, 113, 185, 238, 361] and contributed to sixteen other journal publications

[15, 234, 362–375]. Additionally, two first-author manuscripts are submitted or in the final
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stages of preparation for submission to peer-reviewed journals based on the work in this

dissertation. I am also first-author on three additional publications [177, 376, 377] and

co-author on three journal publications [136, 378, 379] as a result of research performed

during my undergraduate studies; at least two of these were completed during my graduate

studies and thus warrant mention here.
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enhanced aluminum mirrors for the VUV,” Applied Optics, vol. 53, no. 4, pp. 125–
130, 2014.

[180] M. Miles, Evaporated Aluminum Fluoride as a Barrier Layer to Retard Oxidation
of Aluminum Mirrors. PhD thesis, 2017.

[181] N. Gutiérrez-Luna, B. Perea-Abarca, L. Espinosa-Yáñez, C. Honrado-Benı́tez,
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Chapter 9

Appendix

Two-temperature model (TTM)
The analysis of measured temporal dynamics in our pump-probe experiments relies on

solving equations for a material’s thermal response via a semi-classical two-temperature
model (TTM). This TTM is based on the following description of ultrafast laser heating:
The incident laser pulse couples and transfers energy directly to electrons. This energy
deposition leads to a large increase in the temperature of the electronic subsystem; in doing
so, the electrons are now out of equilibrium with the phonon/lattice subsystem which has
not gained energy directly from the initial laser interaction. In a sufficiently thin metal film
supported by a dielectric substrate, where electron transport out of the initially heated area
cannot occur on rapid time scales, equilibrium is achieved through electron-phonon cou-
pling. In thin gold films excited by femtosecond pulses, the electron and phonon subsystem
temperatures reach this equilibrium on the order of a few picoseconds, after which energy
is conducted by the lattice via ‘typical’ thermal transport.

We can define the respective temporal evolution of the electron and phonon subsystem
temperatures via

Ce(Te)
δTe

δ t
= ∇ · (κe∇Te)−G(Te−Tp)+S(t) (9.1)

Cp(Tp)
δTp

δ t
= ∇ · (κp∇Tp)+G(Te−Tp) (9.2)

where Ce and Cp are the heat capacities, Te and Tp are the temperatures, and κe and
κp are the thermal conductivities of the electrons and phonons, respectively. The coupling
constant associated with the aforementioned energy transfer between the two subsystems
(the electron-phonon coupling constant) is given by G, and the source term, S(t), accounts
for the parameters associated with the pump pulse from the ultrafast laser. In metals, the
electron heat capacity is well-known to vary linearly with respect to temperature, as given
by Ce = γTe. Here, we use a value of γ = 62.9 J m−3 K−2. An example of these calculated
temperature evolutions on ultrafast time scales is shown in Fig. 9.1a. As shown, there is
an additional steady-state temperature rise that leads to an increase in the ‘background’
temperature of the system and is not time-dependent; this temperature rise is discussed in



187

more depth in the manuscript as well as later in the Supporting Information.
As the pump pulse has a larger beam waist than that of the probe beam at the sample

surface, and the thickness of the Au film is on the order of the optical penetration depth
for both the pump and probe beams (∼10 nm), we simply consider the one-dimensional
solution to these equations. As such, the laser heat source term, S(t), for the Gaussian
beam used in this work does not include a spatial dependence and can be expressed as

S(t) =
0.94Fabs

δ tp
exp[4ln(2)(

t−2tp

tp
)2] (9.3)

where Fabs is the absorbed fluence, δ is the optical penetration depth, and tp is the pulse
width. In this case, as mentioned above, the optical penetration depth is simply equated
to the thickness of the Au film (16 nm). As the beam sizes were measured with both an
optical beam profiler as well as via knife-edge, the absorbed fluence can be determined by
setting the sample at a ∼5 degree angle relative to the incident beam and measuring the
transmitted and reflected power of the 400 nm pump beam, then subtracting these from the
incident power. Measurements regarding the pulse width are discussed in detail later in the
Supporting Information.

Clearly, neither the temporal changes of the electron or phonon subsystems, nor the
pump source term, account for the well-known fact that following an ultrafast optical ex-
citation, a portion of the gold’s electrons are in a non-thermal state and cannot be accu-
rately defined by a Fermi-Dirac distribution for a few hundred femtoseconds. These non-
thermalized electrons travel ballistically at approximately the Fermi velocity (on the order
of 106 m s−1). While the ballistic portion does not play a significant role at these film thick-
nesses, as the electrons would simply scatter and thermalize at the surface boundary rather
than travel to a position below the probed optical penetration depth, these non-thermal elec-
trons will deviate from the scattering rates discussed below. As elucidated by recent work,
the weak contribution of this non-thermal electron distribution to changes in reflectivity has
essentially subsided within less than 500 fs.[102] Additionally, this same work has shown
that within 70 fs of the pump excitation, the step-like function associated with these non-
thermal electrons has already reduced to half of its extension in energy-space relative to
the Fermi energy. As our cross-correlation of pulses, as discussed later, is greater than the
previously measured time necessary to observe changes associated with non-thermal elec-
trons, and the probe pulse is over twice the duration of the observed energy reduction of 70
fs, we can approximate this electron thermalization time as simply an increase in the pulse
width. In doing so, we simply substitute the sum of the values to an effective pulse width,
i.e., tp,e f f = tp + tee, where tee is the approximated electron thermalization time, which we
assume to be 600 fs, thus using a tp = 800 fs, which is the approximate cross-correlation
of the pump and probe pulses in this work.

To solve these equations and determine the temperature evolution of these systems,
we utilize the relationship between temperature and the dielectric function of a material as
discussed in the manuscript. In short, within the Drude model, the free electron contribution
to the dielectric function, ε , of a metal such as gold is given by

ε = 1−
ωp

2

ω2 + iωτ−1 (9.4)
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Figure 9.1: a) Temperature evolution of the electron and phonon subsystems following an
ultrafast pump as calculated with our two-temperature model. b) Peak electron temperature
and c) peak phonon temperature from TTM as a function of incident pump power for 16
nm Au on both a sapphire (red squares) and glass (blue circles) substrate. d) Steady-state
temperature rise associated with the high-repetition rate oscillator used in this work as
calculated by the cylindrical heat equation.
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where ω is the frequency of light. The temperature dependence of this function, and
thus the temperature dependence of changes in optical reflectivity, can arise from the other
two parameters of this expression, ωp and τ . As the plasma frequency, ωp, of a metal is
defined by ωp = 4πNee2/m∗, any change in the electronic number density, Ne, or the ef-
fective mass of the contributing electrons, m∗, will clearly lead to a change in the dielectric
function. As the band structure of a material is directly related to the structure of the atomic
lattice, one could expect a change in effective mass for any increase in temperature, as the
bond distance will increase due to thermal expansion. Similarly, as the total number of
electrons associated with each atom is a nominal value, any variation in the atomic spacing
of the material (e.g., thermal expansion) will lead to a change in the total volume of the ma-
terial; this volumetric expansion causes the electron number density, Ne, to decrease with
increasing temperature. Thus, the plasma frequency’s temperature dependence is directly
related to thermal expansion and is given by

ωp =
ωp(T0)√

1+3α(Tp−T0)
(9.5)

where α is the linear thermal expansion coefficient of a given material; for Au, α =
14.2×10−6 K−1.

On the other hand, the scattering rate of electrons, τ , varies as a function of not only
phonon/lattice temperature, but also the temperature of the electrons themselves. As dis-
cussed in the manuscript, this relaxation time is dependent on both electron-electron scat-
tering processes as well as electron-phonon scattering. Given this, the effective scattering
rate can be expressed as τ−1 = tau−1

ee +τ−1
ep . In the case of free electrons, the dominant car-

riers in the case of metals such as Au, we make the common assumption that τ−1
ee = AeeT 2

e
and τ−1

ep = BepTp, where Aee and Bep are constants relating to the aforementioned electron-
electron and electron-phonon scattering processes. These constants are assumed to have
values of Aee = 1.5× 107 K−2 and Bep = 1.7× 1011 K−1 for all TTM calculations in this
work, unless noted otherwise; these values are in agreement with previous literature values
and our dR/R analysis performed at a time delay of 500 ps, as discussed in detail later.

To directly compare the accuracy of our dR/dTe derivation/expansion from the manuscript
with TTM calculations, we do not include the temperature dependence associated with the
plasma frequency in our model. To validate this simplification, we can consider the fol-
lowing: If we assume an arbitrary 100 K increase in temperature from ambient conditions
(∼300 K) and use the values referenced in the previous paragraph, we see that the plasma
frequency varies by∼2%, whereas the scattering rate changes by nearly 34%. Additionally,
this assumption relies on an equivalent increase in both the electron and phonon temper-
atures of the system; the majority of our work is focused on the case of non-equilibrium
distributions, where the electron temperature is much greater than the lattice temperature
(i.e., Te >> Tp). At the peak electron temperature rise, where dR/dTe is analyzed, the
lattice contribution to changes in reflectivity is negligible as the electrons have not yet
coupled to phonons and thus have not transferred energy to the lattice, and the change in
reflectivity would be dominated solely by the electron-electron scattering rate as it is the
only Te-dependent variable.

While the addition of a temperature dependent plasma frequency does not alter the peak
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Figure 9.2: Fit of the temperature-dependent dielectric function for extraction of Bep with
(black line) and without (blue dashed line) a temperature-dependent plasma frequency, ωp,
to our experimentally measured dR/R as a function of the calculated temperature at 500
ps; Bep = 2.11×1011 K−1 in both cases.

electron temperature, and thus does not affect the results surrounding the non-equilibrium
thermoreflectance coefficient reported here, and also does not significantly affect our data
analysis at 500 picoseconds (i.e., when Te ≈ Tp) and the associated extraction of the pa-
rameters Aee and Bep), we do note that its inclusion to the TTM would drastically affect
other works that aim to determine e-p coupling constants via analysis of the time-constant
associated with the ultrafast decay over the first few picoseconds. As shown in Fig. 9.2,
the addition of a temperature-dependent plasma frequency when extracting Bep negligibly
alters the best-fit.

Note, certain experimental configurations can obtain varying sensitivities to the scat-
tering coefficients, τee and τep, and thus the temperature dependence of ωp, and hence
produce differing results for the reported thermoreflectance coefficient. For example, in
the case of infrared reflectivity/absorption measurements where the lattice temperature and
electron temperature are not separated (i.e., equilibrium is assumed) and the photon energy
is much less than the energy required to induce an interband transition, one can typically
neglect the temperature dependence associated witlectron-electron scattering and thus only
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be dependent upon the lattice temperature (e.g., τ−1 ≈C ·BepTp, where C is a temperature-
independent constant related to the e-e scattering rate). Conversely, in the case where the
electronic subsystem temperature is in a state of non-equilibrium relative to the lattice tem-
perature (i.e., Te >> Tp), Fermi-smearing occurs and the width of the electron distribution
is greatly increased. Although the interband transition threshold under equilibrium condi-
tions is ∼2.55 eV in Au, when the electron temperature is sufficient to create holes ∼1 eV
beneath the Fermi energy, a photon energy of only ∼1.55 eV is necessary to transition a
d-band electron to near Fermi surface holes. In this case, where near-infrared light, such as
the 800 nm probe beam (∼1.55 eV), can induce such a transition, its reflectivity becomes
highly-dependent on the width of the Fermi-Dirac distribution, and thus highly-dependent
on electron temperature. Of course, this 1 eV ‘smearing’ only occurs at near-melting tem-
peratures for such metals should the electron and lattice have equivalent temperatures, and
is why it is only observed under such non-equilibrium conditions. Nonetheless, given the
electron temperatures and probe wavelength used in this work, we gain a sensitivity to the
electron temperature and the e-e scattering rate associated with it. Attempting to remove
this temperature dependence creates an inability to accurately describe the experimental
decay curves shown in this work, as shown in the manuscript.

Physically, this electronic scattering rate can be derived from Fermi liquid theory,
whereby the relaxation rate is inversely proportional to the square of a given electron’s
energy relative to the Fermi energy, or τee = τ0(

EF
∆E )

2, where ∆E is simply (Eelectron−EF),
and τ0 is an intrinsic proportionality constant.[? ] Under this approximation, the aforemen-
tioned Fermi-smearing at elevated temperatures leads to an increased electron population
and increased number of hole states above and below the Fermi energy, respectively; the
width of this ‘smearing’ is approximately ∼2kBTe about EF . Clearly, this creates a number
of electrons with ∆E ∝ Te, and thus leads to a scattering time of τee ∝ Te

−2. While one
may consider that the classical picture of the Drude model does not explicitly account for
electron-electron interactions. Nonetheless, a number of works, particularly the seminal
review by Kaveh and Wiser[? ], have determined that e-e scattering does in fact play a role
when considering optical frequencies. This apparent discrepancy can be considered from
the fact that the classical Drude model relies on translational symmetry of the electron gas,
where local momentum is conserved during e-e scattering processes, hence the model’s typ-
ical dependence on electron-ion scattering. However, non-spherical Fermi surfaces, higher
momentum bands than the nearly-free electron sp-band of Au (i.e., d-band electrons), and
perturbations of the electron gas (e.g., short-pulse laser interactions) break this invariance
and localized momentum exchange due to electron correlations must be considered; these
phenomena are clearly not considered in the classical Drude model.

We numerically solve these equations using an iterative fourth-order Runge-Kutta method,
and fit the electron-phonon coupling constant, G, via non-linear least squares fitting. Al-
though G is the fitted-variable, the large sensitivity to Aee and Bep from this model creates
a clear lack of agreement between the model and experimental results when there is more
than 5% deviation from the values reported here. The peak electron temperature, occurring
at t = 0, that is used for our reported values of dR/dTe, along with the maximum phonon
temperature, which occurs just after electrons couple to the lattice, that has been calculated
via this TTM approach as a function of incident pump power is shown in Fig. 9.1b and c,
respectively.
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Determination of lattice temperature rise via heat diffusion
While we use the two-temperature model to determine the single-pulse temperature

rise when electrons and phonons are out of equilibrium with one another, to calculate the
lattice temperature rise at times far after electron relaxation (t > 100 ps), we model the
temperature rise via the heat diffusion equation. This approach is used to estimate the
modulated temperature rise at 500 ps used to determine the thermoreflectance coefficient,
as well as the steady-state temperature rise that results from accumulation of heat between
pulses. Because the laser beam is Gaussian, it is convenient to solve the radially symmetric
form of the heat diffusion equation, given by

κr

{
1
r

∂T (z,r, t)
∂ r

+
∂ 2T (z,r, t)

∂ r2

}
+κz

∂ 2T (z,r, t)
∂ z2 =Cv

∂T (z,r, t)
∂ t

, (9.6)

where κr and κz are in-plane and cross-plane thermal conductivity, respectively, T is the
lattice temperature rise, r is the radius, z is the depth, Cv is the volumetric heat capacity,
and t is the time. We treat the laser heat flux as a surface boundary condition, together with
a semi-infinite boundary condition in z and r to solve for the temperature rise at the sample
surface. Furthermore, we integrate the radial surface temperature rise induced by the pump
over the Gaussian intensity of the probe to obtain a single temperature rise corresponding
to the detected change in reflectance. The solution is derived in Ref. [? ], but we include the
relevant equations below. In short, the probe averaged surface temperature rise resulting
from a pulsed laser heat source modulated at angular frequency ω0 is

Ttop =
A0

2π

∫
∞

0

∞

∑
n=−∞

(
−D

C

)
ω=ω0+nωs

exp
(
−

k2(r2
0 + r2

1)

8

)
ei(ω0+nωs)tk dk, (9.7)

where A0 is the absorbed power from the pump heating, ωs/2π is the repetition rate of the
laser, and r0 and r1 are the pump and probe radii, respectively. D and C define the thermal
properties of the sample; in this case we use a two-layer model including the gold film layer
and bulk substrate, so that

C =−q2κz,2−q1κz,1 tanh(q1L1)

(
q2κz,2

hk
+1
)

(9.8)

D = 1+q2κz,2

(
1

q1κz,1
tanh(q1L1)+

1
hk

)
(9.9)

where subscripts indicate layer number and coordinate direction and L1 is the thickness of
the gold film. q is defined by

q2
j =

1
κz,j

(iωCv,j +κr,jk2). (9.10)
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Table 9.1: Room temperature thermal parameters in above calculations
Material κz (W m−1 K−1) κr (W m−1 K−1) Cv (J cm−3 K−1) hAu/x (MW m−2 K−1)

SiO2 1.35 1.35 1.66 [380] 50
Al2O3 35 35 3.06 [380] 50

Au 102 102 2.49 [381] -

The thermal parameters used for calculation are given in Table 9.1 for Au, Al2O3, and
SiO2. Heat capacities were determined via literature values [380, 381] while thermal con-
ductivities were determined experimentally; for Au, 4-point probe resistivity measurements
were used and for substrates, TDTR was used to measure both thermal conductivity and
thermal boundary conductance.

For steady-state temperature rise measurements, the same heat diffusion equation is
used, but the heat source is changed to an equivalent CW source with ω0 = 0 and having
the absorbed power A0. In practice, this simplifies Eq. 9.7 to

TSS =
A0

2π

∫
∞

0

−D(k,0)
C(k,0)

exp
(
−

k2(r2
0 + r2

1)

8

)
k dk. (9.11)

Picosecond acoustics
To determine the thickness of the Au films used in this work, we rely on an inherent

aspect of ultrafast pump probe measurements: picosecond acoustics. In such experiments,
the intense pump pulse induces a large temperature rise within the optical absorption depth
of the Au film. This rapid temperature rise leads to a thermo-elastic stress in the film
that launches a coherent acoustic phonon through the metal film towards its supporting
substrate. When this acoustic wave reaches the film/substrate interface, it is partially trans-
mitted into the substrate, but also partially reflected back towards the surface of the metal
film; as this acoustic wave is essentially a density perturbation within the metal transducer,
it leads to a change in the dielectric function/refractive index that can be observed by the
probe laser pulse upon arrival at the film surface. As Au has a well-known longitudinal
phonon velocity (i.e., sound speed), one can determine the thickness of the metal film, d,
from the round-trip period associated with this acoustic wave by the propagation speed of
a coherent acoustic phonon by [? ]

d =
τ ∗ vacoustic

2
(9.12)

where τ is the period of the observed change in reflectivity and vacoustic is the velocity
of the longitudinal wave in the metal film; the factor of 1

2 corresponds to the fact that the
acoustic wave is only observed on the probed surface and must traverse the metal film twice
before it is detected.

An example of these picosecond acoustic measurements can be seen in Fig. 9.3, where
a periodic change in reflectivity of the Au film is observed every ∼10 ps due to the arrival
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Figure 9.3: Time-domain thermoreflectance (TDTR) data showing the periodic arrival of
the pump-induced pressure front on the surface of our thin Au film on a sapphire substrate.
The period of these oscillations is measured to be ∼10 picoseconds, corresponding to an
Au film thickness of 16 nm.
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of this pressure front at the surface of the film. Using a sound speed, vacoustic, of 3240
m s−1 for Au, the thickness of the metal film is calculated to be 16 nm, which is in great
agreement with the thickness obtained from XRR; the results from XRR are discussed later
in the Supporting Information. Note, Fig. 9.3 shows the ratio of the in-phase signal from
our lock-in amplifier, X , to the out-of-phase signal, Y , as a function of time. At these
time scales, the in-phase signal contains the magnitude of change in reflectivity due to
heating from the pump-pulse, whereas the out-of-phase signal is physically zero. Thus, any
systematic noise in our experiment appears as a perturbation of the out-of-phase signal from
its value of zero. Hence, in taking the ratio of these values, this noise can be ‘normalized‘
out of the signal to provide a more accurate representation of these acoustic oscillations.

Pulse width and cross correlation of pulses
The pulse width of the 800 nm probe pulses were measured via the Frequency Resolved

Optical Gating (FROG) technique. This technique relies on splitting the probe pulse into
two temporally-separated paths that are focused into a second harmonic generation (SHG)
medium and measuring the SHG intensity as a function of the temporal offset between the
two pulses. In doing so, we determine the probe pulse has a temporal FWHM of 220±20
femtoseconds. As our pump pulse is already frequency-doubled to 400 nm before arrival at
the sample surface and is thus greatly reduced in intensity, this process cannot be repeated
for measurement of the pump beam’s pulse width. The cross-correlation of the pump and
probe pulses were measured in a similar fashion, where a BBO crystal is used as the SHG
medium at zero incidence. By adjusting the delay between the pump and probe, we can
obtain the cross-correlation of the two pulses; as shown in Fig. 9.4, the cross-correlation of
the pump and probe pulses is measured to have a FWHM of 824±20 femtoseconds.

Transfer matrix method (TTM)
To calculate electromagnetic interactions with thin films and nanoscale media, we em-

ploy a matrix method approach. In most of the multilayer structures considered here, the
layers are isotropic and homogeneous with well defined parallel-plane interfaces, allowing
us to describe the propagation of light with a simple 2×2 matrix. Our calculations follow
the approach outlined by Pettersson et al., which is described in detail below [382].

Consider a general multilayer structure, with m layers, atop a semi-infinite substrate in
ambient conditions (e.g., the multilayer is sandwiched between air and its substrate), where
the incident electromagnetic wave is a plane-wave incident upon the surface adjacent to
ambient; the direction of incidence will be defined here as the positive x direction. Each
layer, j ( j = 1,2, ...,m), has a thickness d j and its optical properties are described by a
complex index of refraction n̄ j = n j + ik j. The electric field at any point in the structure
can be described by two components that result in the net electric field; one component
propagates in the positive x direction and one in the negative x direction, denoted at each
position x in layer j as E+

j (x) and E−j (x), respectively.
An refraction matrix then describes each interface in the structure,
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Figure 9.4: Measured second harmonic generation intensity of the pump and probe pulses
as a function of the temporal offset between the two pulses. The FWHM of this cross-
correlation is measured to be 824±20 femtoseconds.
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I jk =
1

t jk

[
1 r jk

r jk 1

]
, (9.13)

where r jk and t jk are the Fresnel complex reflection and transmission coefficients at
interface jk. For s-polarized light, these coefficients are defined by

r jk =
q j−qk

q j +qk
, (9.14)

t jk =
2q jk

q j +qk
(9.15)

and, for p−polarized light, are given as

r jk =
n̄2

kq j− n̄2
jqk

n̄2
kq j + n̄2

jqk
, (9.16)

t jk =
2n̄ jn̄kq j

n̄2
kq j + n̄2

jqk
, (9.17)

where

q j = n̄ j cosφ j = [n̄2
j −n2

0 sinφ0]
1/2 (9.18)

and n0 is the refractive index of air, φ0 is the angle of incidence upon the structure, and
φ j is the angle of refraction in layer j.

The phase matrix, which describes the propagation of the field through layer j, is given
by

L j =

[
exp(−iζ jd j) 0

0 exp(iζ jd j)

]
, (9.19)

where ζ j = 2πq j/λ and ζ jd j is thus the layer phase phase thickness.
By using the interface (9.13) and layer (9.19) matrices, the total scattering matrix, S,

can be written as

S =

[
S11 S12
S21 S22

]
= (

m

∏
ν=1

I(ν−1)νLν) ·Im(m+1). (9.20)

This scattering matrix allows us to relate the electric field at the ambient and substrate
sides of the multilayer structure via[

E+
0

E−0

]
= S

[
E+

m+1
E−m+1

]
. (9.21)

The complex reflection and transmission coefficients for the full structure can now be
expressed in terms of the scattering matrix elements:

r =
E−0
E+

0
=

S21

S11
, (9.22)
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t =
E+

m+1

E0
0

=
1

S11
. (9.23)

SRT: Switch times and water content
In the data reported in this work, we conduct TDTR scan once the samples have

achieved their “fully on” (hydrated) or “fully off” (ambient) state. Note, throughout this
work, we define ambient as being the TR protein in an unsaturated, ambient environment;
for our TDTR measurements at the University of Virginia, we measure the relative humid-
ity of our laboratory to be between 28-35%. Conversely, the hydrated measurements are
performed on a position of the TR protein film that is fully submerged in an aqeaous envi-
ronment, as described in the previous section. As a single TDTR scan takes approximately
two minutes, we cannot conduct full TDTR scans during the transition from ambient to
hydrated to gain insight into the time scale associated with the switching of thermal con-
ductivity in the TR films. However, to quantify the order of magnitude of this thermal
conductivity switching time, we instead use the TDTR signal as a relative monitor of the
temperature change by monitoring the TDTR signal at a single pump-probe delay time as
a function of lab time while manually pipetting of water on and off of the sample to repeat-
edly hydrate and dry the sample. We have used this this approach of “staring” at the TDTR
signal in to observe real time changes in thermal conductivity in various samples previously
[299, 374]. We note that in our current case, this procedure does indeed produce variabil-
ities in the absolute switching times due to inadvertent changes in the manual application
and removal of the water, along with sample to sample variabilities in film thickness which
will change liquid diffusion times through the materials. Thus, while these measurements
prevent us from absolutely quantifying the intrinsic switching times of these materials with
high precision, this does allow for order of magnitude quantification of the switching times.
While we discuss this procedure in more detail below, we note that all reported thermal
conductivity values in this work are determined when the system has equilibrated in either
the full hydrated or fully ambient states, as previously mentioned. In other words, the full
TDTR scans that result in the thermal conductivity data presented in the main manuscript
are only performed when there is no temporal fluctuation in the measured lock-in signal.

To give insight into the switching time, we fix our pump-probe delay time to 500 ps
and measure the lock-in signal as a function of lab time. From there, we repeatedly hydrate
and dry the sample, via manual pipetting of water, over the course of minutes. To convert
the measured signal to thermal conductivity as a function of time, we normalize the signal
to the measured ratio from TDTR scans for the ambient and hydrated states at 500 ps. The
results for the TR films are shown in Fig. 4a of the primary manuscript for TR-n25. Upon
hydration, the change in thermal conductivity is on the order of seconds.

Note: the reported thermal conductivity values in this work are when the system has
equilibrated in either the ambient or hydrated state. In other words, the TDTR scans are
only performed when there is no fluctuation in the magnitude of the lock-in signal.

In an attempt to quantify the role of varying water concentrations associated with this
switch, we performed our TDTR measurements on TR-n11 and -n25 up to 92% relative
humidity using a custom-built chamber. Although the chamber and sample have excessive
condensation, as shown in Fig.9.5b, where water droplets similar to those used for our
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Figure 9.5: a) A zoomed-in view of the measured thermal conductivity as a function of
real time for TR-n25, providing insight to the time-scale associated with switching from a
hydrated to ambient state. Note, the ambient-to-hydrated switch is consistently within the
time constant of our lock-in amplifier (300 ms), thus appearing instantaneous. b) Image of
our humidity chamber at a relative humidity of approximately 85%. The inset shows a TR-
n11 sample (supported by a 80 nm Al transducer and 1 mm SiO2 substrate underneath) on
the optical window inlet to the chamber. As seen, condensation occurs heavily throughout
the chamber.
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initial switching experiments are visible on every surface in the chamber including the
inset which shows our TR-n11 sample, our probed region remains dry due to localized laser
heating. This finding is in conceptual agreement with the rapid switch time found when our
sample is dried through manual pipetting of a water droplet; our TDTR measurement leads
to a steady-state temperature rise from laser heating, which causes rapid local evaporation
from the probed region. In the case of humidity/concentration measurements, this local
heating disallows for condensation in the measured area.

SRT: Time-domain Brillouin scattering
We measure the group velocity of coherent acoustic phonons through pump-probe Bril-

louin scattering measurements using a two-tint version of our TDTR apparatus. In pump-
probe reflection measurements, such as TDTR, the initial pump pulse creates a heating
event in the transducer; the energy imparted from the laser pulse paired with this temper-
ature rise leads to the formation of coherent acoustic wave within the surrounding media.
As a coherent acoustic wave traverses this media, in our case the TR films, the probe beam
is partially reflected due to the change in refractive index associated with the pressure
gradient; the transmitted portion of the beam continues towards the metal transducer and
undergoes thermoreflection as with a traditional TDTR measurement. As described in pre-
vious works [262, 274, 284], these two reflected beams will interfere and lead to periodic
oscillations in the time-dependent reflectance signal. The intensity of this time-independent
signal can be described via

I(t,T ) = A∗ exp(−Γt)∗ cos((2π/T )t−δ )−B∗ exp(−t/τ) (9.24)

where A, B, and δ are essentially scale factors, Γ is the damping of the acoustic wave-
front due to energy dissipation, T is the period of the pressure front, and the second term,
exp(−t/τ) accounts for the thermal decay associated with traditional thermoreflectance at
the metal transducer. When the probe beam is at normal incidence, the frequency, f , (i.e.,
the inverse of the period, T ,) can be related to the sound speed of the partially transparent
material via

f =
2rv
λ

(9.25)

where r is the index of refraction, λ is the wavelength of the probe beam, and v is the
velocity of this coherent wave-front. In the case of our TR films, r has been determined in
our previous work [383] and our probe beam is 800 nm.

Note, we utilize a two-tint pump-probe apparatus (i.e., the pump beam is also 800
nm) for these measurements to avoid damage of the TR film; as described in our previous
work [375], direct interaction between the protein film and the 400 nm pump used in our
TDTR measurements leads to gradual degradation of the film. In the hydrated measure-
ments, the sample is fully submerged beneath 3 mm of DI water; the signal-to-noise ratio
in the hydrated case is greatly reduced compared to that of the films in ambient conditions.
Nonetheless, well-defined peaks remain visible, showing clear reduction in sound veloci-
ties compared to the ambient samples. The results from our measurements/calculations are
provided in Table 3 at the end of the document.
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Figure 9.6: Examples of TDBS measurements on n-4 in the ambient (top) and hydrated
states (bottom), with values of best fit tabulated for each.

Table 9.2: TDBS measurements
Sample TR15 (-n4) T42 (n11)
Ambient Velocity (m/s) 2374±45 1768±200
Hydrated Velocity (m/s) 2088±291 1805±291
Calculated Switching Ratio ∼3.70 ∼4.90


	Abstract
	Acknowledgements
	Introduction
	Background
	Statement of Objectives and Scope

	Theory of Energy Transfer and Thermal Transport
	Homogeneous Media
	Thermal Transport in Crystals
	Formalism for Thermal Transport in Amorphous Media

	Interfaces
	Thermal Boundary Conductance at Solid-Solid Interfaces
	Energy Transfer Across Phases Composed of Varying Phases of Matter


	Experimental Measurements of Energy Transfer
	Time-Domain Thermoreflectance
	Experimental System
	Theory and Signal Analysis
	Sensitivity to Parameters of Interest

	Wavelength-Tunable Ultrafast Measurements

	Solid-Solid Interfaces
	Background
	Role of Interfacial Thermal Resistances During Laser-Processing of Thin Films
	Introduction
	Methods
	Results and Discussion
	Conclusion

	Thermal Conductance and Picosecond Acoustics in Plasma-Processed Layers
	Introduction
	Methods
	Results and Discussion
	Conclusion

	Ballistic Thermal Injection
	Introduction
	Methods
	TDTR Measurements
	Ab Initio Time-Dependent Density Functional Theory
	Ultrafast Infrared Measurements
	Conclusion


	Solid-Liquid Interfaces
	Nanoscale Wetting and Energy Transmission at Solid-Liquid Interfaces
	Introduction
	Failure of Thermoreflectance Techniques to Measure TBC
	Picosecond Acoustics to Quantify Phonon Transmission
	Ablation Threshold as Metric for TBC
	Summary

	Dynamic Thermal Switching Enabled via Solid-Liquid Interactions in Squid-Ring Teeth Proteins
	Squid Ring Teeth Proteins
	Thermal Conductivity of SRT Proteins
	Quasi-Elastic Neutron Scattering
	Nanoscale Heat Transport Mechanisms
	Conclusions


	Solid-Gas Interfaces
	Background
	Picosecond Acoustics
	Results and Discussion

	Solid-Plasma Interfaces
	Introduction
	Results
	Discussion
	Summary

	Summary and Future Projects
	Summary
	Future Work
	Published Work

	Appendix

