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ABSTRACT  Dendritic cells (DC) and natural killer (NK) cells are critical components of the innate immune response to infection. Conditions marked by the absence of these cells result in rampant viral infections and immune pathologies. As first-line sensors and effectors, they are prime targets of immune-evasion by a multitude of viruses, including cytomegalovirus (CMV), measles virus (MV), lymphocytic choriomeningitis virus(LCMV), herpes simplex virus (HSV), Rauscher leukemia virus (RLV), Epstein-Barr virus (EBV), hepatitis C virus (HCV), and human immunodeficiency virus (HIV) In particular, murine CMV is known to induce a drastic loss of DC in the spleen during acute infection. In mice, the MHC class I haplotype H-2k is historically associated with improved MCMV control. Mice of this genetic background exhibit reduced levels of viral replication compared to other strains. Our lab identified the H-2Dk molecule (Dk) as an essential factor in this model of genetic viral control. Subsequently, we also uncovered a crucial role for NK cells expressing the inhibitory receptor Ly49G2 in mediating this Dk-dependent control. Dk is a cognate ligand for Ly49G2 and is capable of educating NK cells expressing this inhibitory receptor – licensing them for enhanced sensitivity to activation signals and heightened effector functions (i.e. cytokine production and cytolysis). Ly49G2+ NK cells (G2+ NK) are capable of specifically detecting MCMV infection, but the mechanism of recognition is still the subject of ongoing work. However, these cells are critical to viral control since specific depletion of this subset results in virus levels comparable to mice lacking efficient MCMV control. Using this model, we have explored the ability of MCMV to dysregulate DC dynamics during infection and the ability of these virus-responsive, licensed NK cells to counter this process. Type I IFN (IFN-I) has been regarded as a prime candidate for inducing dendritic cell toxicity during acute MCMV infection. However, upon rigorously exploring this phenomenon, we observed the majority of DC loss during MCMV infection occurred independently of IFN-I signaling. Interestingly, sensitivity to IFN-I-induced loss appears to vary between different subsets of splenic DC. We have also further explored the IFN-independent mechanism of DC loss, investigating IL-6, soluble serum factors, cell death pathways, and cell trafficking. To date, we have not been able to conclusively determine the source of DC attrition, but work is ongoing. Whatever the mechanism, it is clear that virus-responsive NK cells play a critical role in reversing the DC loss. Mice that control MCMV via G2+ NK rapidly recover their DC populations and display enhanced DC numbers following recovery. This effect is dependent on G2+ NK and their ability to efficiently recognize MCMV infection. Hence, we have investigated, for the first time, mechanisms of MCMV-induced DC loss in an MHC-dependent model of viral control and the role of MHC class I-licensed NK cells in countering this form of immunosuppression.  
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ABBREVIATIONS  Ab – antibody Ag – antigen APC – antigen presenting cell; can also stand for the fluorophore allophycocyanin  APC-Cy7 – allophycocyanin-cyanin 7 tandem fluorophore BATF3 -- Basic leucine zipper transcriptional factor ATF-like 3 B6 – C57Bl/6 inbred mouse strain BM – bone marrow Degrees C – degrees Celsius CCL – C-C motif chemokine; CCR ligand CCR – C-C motif chemokine receptor CD – cluster of differentiation cDC – conventional dendritic cells Cg – congenic CLEC9A – C-type lectin domain family 9 member A CpG – unmethylated cytosine-phosphate-guanine motif; used to generally refer to reagents containing these motifs CpG-A – CpG oligodeoxynucleotide type A CpG-B – CpG oligodeoxynucleotide type B DC – dendritic cells d – day(s) Db – H-2D murine MHC class I molecule; b haplotype Dk – H-2D murine MHC class I molecule; k haplotype DN – double negative dpi – day(s) post infection ESAM – endothelial cell-selective adhesion molecule F1 – filial generation 1 F2 – filial generation 2 FMO – fluorescence minus one; fluorescent staining panel minus one mAb to determine background signal G2 – Ly49G2 inhibitory NK receptor G2+ NK – Ly49G2-expressing NK cells Gy – gray; unit of radiation H – Ly49H activating NK receptor H+ NK – Ly49H-expressing NK cells h – hour(s) hpi – hour(s) post infection IFN – interferon IFN-I – type I interferon; interferon α/β IFNAR – interferon α/β receptor; type I interferon receptor IL – interleukin IMQ – imiquimod treatment 
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INTRODUCTION 
 
Preface 
 
While their importance (or even their existence) wasn’t immediately accepted, dendritic 
cells (DC) are now acknowledged as the preeminent antigen presenting cell (APC) of the 
immune system. In the 1970s, Ralph Steinman and Zanvil Cohn published a series of 
papers identifying and rigorously describing this novel cell type among adherent mouse 
splenocytes (1–5). They coined these cells “dendritic”, due to their extensive, branching 
processes A particularly important function ascribed to dendritic cells (DC) is the potent 
and specialized ability to prime T cell responses (6, 7). However, other members of the 
field remained speculative toward the existence of this new cell type, unconvinced that 
it was a distinct lineage separate from macrophages. Hence, the DC field has been rife 
with controversy and confusion since its inception.  
 
This is, in part, due to the rarity of the population described by Steinman and the fact 
that the DC adhered to glass, like the macrophages so many scientists thought were 
responsible for T cell priming. Skeptics did not initially accept that the dendritic cell was 
a unique population due to its incredibly low frequency and overlapping characteristics 
with other myeloid cell types. It seemed counterintuitive to some that such a small cell 
population would be so immunologically important, tasked with a function like T cell 
priming (8–10).  
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Interestingly, around the same time Steinman was discovering DC, another research 
team was pursuing a rare, briefly glass-adherent (1-4 h in culture) “accessory” cell (or A 
cell). This A cell was necessary for stimulating mouse spleen cells to produce antibodies 
against sheep red blood cells (RBC) in culture (9, 11). They eventually determined a 
three-part interaction was required, involving two non-adherent populations (T & B 
cells) and one minor, transiently adherent population (DC) (12). Later, a DC specific 
antibody generated by the Steinman group was used to show that A cell function was 
eliminated when DC were removed from the reactions, strongly indicating that these 
cell were identical (13–15). Interestingly, these studies from the Rowley lab were also 
some of the first indications that DC could be targets of natural killer (NK) cell 
recognition, a concept that is still under investigation today. 
 
Currently, DC and their functions are still a subject of intense research and debate. The 
work by the Steinman and Rowley groups laid a strong basis for the DC field, but many 
of the finer points of DC biology are just now becoming appreciated. Recent advances in 
the field have finally defined DC as their own lineage and will be invaluable in 
translating our knowledge of these cells into practical use. 
 
Dendritic cell lineage and nomenclature 
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Delineating DC subsets has proven a long, controversial process for the field. All DC 
develop from bone marrow precursors, but, unlike other immune cells, can develop 
from both the common lymphoid progenitor (CLP) and the common myeloid progenitor 
(CMP) (16, 17). This quality has led to some of the inherent confusion pervasive to the 
DC field. Since some DC express the T cell surface marker CD8while others express 
the myeloid marker CD11b, DC were originally divided into “lymphoid” and “myeloid” 
subtypes. This is now regarded as misleading since both CLP and CMP can give rise to 
CD8+ and CD8-  DC populations (18). DC differentiation potential is now known to be 
governed by expression of fms-like tyrosine kinase 3 (flt3), such that any progenitors 
expressing it retain some capacity for developing into DC (17). This helps explain some 
of the confusion, since both CLP and CMP can express flt3. 
 
While both CLP and CMP have the potential to produce DC, in vivo contributions to the 
DC compartment appear skewed toward the CMP. Fate mapping studies have estimated 
that 90% of DC present in lymphoid organs (e.g. the spleen) derive from CMP (18, 19). 
Regardless, during early stages of differentiation, DC lineage development is more 
dependent on a flt3-enforced signaling program than CLP or CMP origins; hence 
distinction at the level of early progenitor source may be unnecessary. Differentiation 
from early flt3+ precursors progresses to granulocyte-macrophage progenitors (GMP) 
followed by monocyte DC progenitors (MDP) and then the common DC progenitor 
(CDP). It is at the CDP level that true DC commitment has taken place, as these 
exclusively generate all recognized DC subtypes (16, 17). 
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After this stage comes the first bifurcation in DC lineages. CDP in the bone marrow 
develop into either plasmacytoid DC (pDC) or pre-DC (16). These populations then exit 
bone marrow and enter circulation to patrol the blood and seed tissues. Once pre-DC 
enter a tissue, they further develop into resident conventional DC (cDC). The cDC 
population is further comprised of distinct subsets, but studying cDC populations has 
presented a significant challenge since distinct tissues seems to have differing 
compositions of cDC subsets, with little uniformity or exclusivity in surface marker 
patterns. A recent advance in the field that has greatly aided the identification and study 
of defined cDC populations in tissues was the identification of the transcription factor 
ZBTB46 as a unique marker of cDC and their immediate precursors (pre-DC). This has 
allowed for the unambiguous identification of cDC populations throughout the body 
and the development of genetic tools to label or deplete these populations (20, 21). 
 
cDC subsets 
 
To date, cDC have been most extensively studied in lymphoid tissue, e.g. the lymph 
nodes and spleen. Spleen and lymph nodes have three easily discernable resident cDC 
subsets, but originally only two were appreciated. As mentioned above, these were 
defined by expression of CD8 and CD11b. These markers are still used today for 
defining cDC subsets in lymphoid tissue, but the terms lymphoid DC and myeloid DC 
no longer apply. The CD11b subset can now be broken down further into CD4+ and CD4- 
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cells. Hence, a current convention has been to define these DC subsets as CD8, CD4, and 
DN DC. 
 
Along with defined patterns of surface marker expression, these three populations 
exhibit differences in transcription factor dependence and functional specialization. 
CD8+ DC (CD8 DC) are, so far, the most well characterized. These cells rely on the 
transcription factor BATF3 for steady state development (16). Mice knocked-out for the 
Batf3 gene specifically lack the CD8 DC lineage of DC. Using this model, these cells have 
been identified as superior stimulators of CD8 T cell responses in response to viral 
infection or challenge with immunogenic cancer cells (22). This is, in large part, due to 
their specialization for cross-presentation. CD8 DC express an array of surface receptors 
involved in the uptake of dead and dying cells and extracellular debris (e.g. CD205, 
CD36, CLEC9A) (16). While material endocytosed by DC will usually enter an endocytic 
processing pathway for display on MHC class II, CD8 DC can shuttle this material out of 
phagosomes and into the cytosol for processing and display on MHC class I. This cross-
presentation capacity is essential for priming CD8 T cells to antigens that would 
otherwise be sequestered inside of diseased or damaged cells. 
 
CD4 DC development is now known to be reliant on lymphotoxin (LT) signaling and the 
NOTCH2 transcription factor (23). Mice with the Notch2 gene knocked out have a 
profound deficiency in their CD4 splenic DC, but retain CD8 and DN subsets. 
Interestingly, these mice were also less efficient at priming CD4 T cell responses, 
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indicating a functional specialization of this subset for generating helper T cell responses 
(23). This Notch2-dependent population is also important for producing IL-23 and 
orchestrating the immune response to attaching and effacing bacteria (24). 
 
While a specific transcription factor regulating the DN DC subset has not yet been 
identified, the Notch2-KO mice may help provide insight into their function. We do 
know that these cells are also separated by surface expression of the endothelial cell-
selective adhesion molecule (ESAM). CD4 DC express high ESAM levels while DN DC 
are low for ESAM expression. Spleen DC that are CD11b+ CD4- CD8- ESAMlo have 
exhibited greater responsiveness to toll-like receptor 9 (TLR9) stimulation, producing 
higher levels of IL-12 and tumor necrosis factor  (TNF) than their ESAMhi 
counterparts (23). Hence, these cells appear more specialized for cytokine secretion than 
in vivo T cell priming, but further characterization and validation of these phenotypes 
are certainly required. 
 
The delineation of these subsets is an interesting and ongoing area of work in the field. 
While a picture of their functional specializations is beginning to emerge, it will be 
additionally important to define the stimuli that influence these cells. Means of 
specifically activating, inhibiting, or depleting specific subsets of cDC will prove 
invaluable for properly tuned treatments of complex pathologies. For example, if the DN 
subset is indeed a superior producer of cytokines, it could contribute to pathology in 
sepsis-like syndromes. One study has actually shown that this DN population increases 
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during the cecal ligation and puncture model of sepsis and that these cells produce 
aberrant levels of IL-10 (25). 
 
DC in immunity 
 
The importance of DC in immunity is clearly illustrated by models like the Batf3- and 
Notch2- deficient mice, which have severely impaired resistances to virus and cancer cell 
challenge or intestinal bacterial infection (respectively) (22, 24). Beyond their ability to 
stimulate T cells, though, DC also have an important role as sentinels of the immune 
system (16, 26). DC subsets are specialized to sample and interrogate their environment 
through continuous uptake of extracellular material and expression of pattern 
recognition receptors (PRR) for detecting foreign material common to invading 
pathogens. 
 
DC subsets are divergent in their PRR expression, which further enforces their 
functional specializations. pDC, which are hard wired for type I interferon (IFN-I) 
production in response to viruses, are well known for expressing toll-like receptors 
(TLR) 7 and 9 for the detection of single stranded RNA and unmethylated CpG DNA 
(respectively) – elements common in viral infections. CD8 DC do not express TLR7, but 
are the only subset to express TLR3 at high levels for the detection of double stranded 
RNA. CD4 DC express all TLR molecules except TLR3 and DN DC appear to have some 
level of expression of all TLR molecules (27, 28). Triggering of these or other PRR results 
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in DC maturation and a shift from sentinel to stimulator. DC cease their continuous 
uptake of material, secrete cytokines (e.g. IFN-I and IL-12 and 18), increase antigen 
processing and MHC loading pathways, and alter their cytokine receptor expression (16, 
29, 30). The upregulation of the C-C motif chemokine receptor CCR7 allows DC to 
follow gradients of the chemokines CCL19 and 21 for migration into T cell zones of 
lymphoid tissue, where they can perform their role as stimulators. 
 
While the process of DC migration into lymphoid tissue is well characterized, less 
attention has been paid to DC migration following T cell priming. For a long time, it was 
thought that DC could not or did not exit lymphoid tissue after migration. However, 
there are now studies that indicate DC may recirculate from lymph nodes after initial T 
cell priming (30–34). However, the mechanisms of this and how it impacts systemic 
immunity are still under investigation. An additional question is if lymphoid resident 
DC retain this recirculation potential. Since these cells develop in the sites of immune 
priming and do not need to migrate through lymph, their trafficking potential is 
unknown.  
 
DC interactions with natural killer cells 
 
Along with their ability to stimulate T cells, DC are also known to engage in intimate 
cross-talk with natural killer (NK) cells (35–39). In response to PRR triggering, DC 
produce IFN-I, IL-12, IL-18, and IL-15, all of which influence the NK response and, in 
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turn, DC maturation. IL-15 is critical since NK cells fail to acquire full maturity or 
functionality without it (40, 41). However, IL-15 by itself is not a potent activator of NK 
cells. The critical mechanism for NK activation via IL-15 is trans-presentation by DC. NK 
cells express the low affinity receptor chain for IL-15 (IL15R) while DC express the high 
affinity chain (IL15R). Upon production of IL-15 by DC, they pick it up on their surface 
via their high affinity receptor and present it to NK cells. This produces efficient, 
concentrated IL-15 signaling in the NK at the interaction synapse and, interestingly, 
brings the DC and NK into direct contact for other potential feedback interactions. In the 
absence of this mechanism, NK do not mature properly during homeostasis and do not 
attain full functional capacity during infection (40, 41). This interaction is a very 
interesting point in the initiation of immune responses as there is direct contact between 
the DC and NK. This could be the source of immense bi-directional feedback on the two 
cells, with potential to shape their subsequent behavior. Interestingly, NK can acquire 
molecules from the surface of DC by a process termed trogocytosis, or cell eating (42). 
Through interactions with DC, NK cells become surface-MHC II+, despite no internal 
production of transcript. IL-15 likely has a role in this as a strong mediator of cell-cell 
contact. Surprisingly, though, this MHC II on NK cells leads to abortive CD4 T cell 
priming since the NK cells do not acquire enough co-stimulatory molecules during the 
process (42). This could indicate that NK-DC interactions during early immune 
responses shape the ensuing T cell response. 
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In addition to this IL-15 interaction, TLR signaling stimulates DC to produce IFN-I, IL-
12, and IL-18. These also signal to NK cells and reinforce their effector potential by 
promoting proliferation, cytotoxicity, and cytokine secretion (e.g. IFNγ and TNF). 
IFNγ and TNF, in turn, act back on DC to promote maturation into potent APC, 
increasing antigen processing and display, expression of co-stimulatory molecules, and 
migration (35, 38).  
 
While these mechanisms are well established in the field, there are likely additional 
instances of NK-DC communication that we do not yet appreciate. As two cornerstones 
of the innate immune response, it is critical that we understand how NK and DC 
influence each other in the context of infection and inflammation. 
 
Virally-induced DC suppression 
 
Due to their essential roles as sentinels and immune stimulators, it is not surprising that 
a variety of viruses have evolved strategies to target DC functions. These mechanisms 
can manifest via virally induced proteins or direct DC infection and include: TLR 
inhibition (VV); disruption of antigen processing (adenoviruses, herpesviruses, HIV); 
inhibition of costimulatory signaling (Ebola, Lassa fever, HSV, HIV); and inhibition of 
cytokine secretion (HCV, HIV, measles, dengue)(43). In addition immune-suppression 
has been seen in the face of high levels of IFN-I driven by persistent viral infection 
(LCMV, measles)(43). In these instances, suppression took the form of long term 
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inhibition of bone marrow DC precursors, making them unresponsive to flt3 signaling 
and resulting in greatly reduced DC numbers (43). While IFN-I cytokines are generally 
protective, especially during the early stages of infection, the concept of suppressive 
IFN-I has gained traction over the years. For example, two reports have now shown that 
blocking IFN-I signaling improves clearance of persistent LCMV infection (44, 45). 
 
The potentially suppressive effects of chronic IFN-I are clear, based on the evidence 
above. However, a question remaining in the field is if IFN-I can have acute suppressive 
effects. A 2007 study by Robbins et al. (46) observed loss of splenic DC subsets during 
the first 3 days of MCMV infection. MCMV is a strong inducer of acute IFN-I and the 
DC loss they observed correlated with levels of pDC IFN production. This has led to 
the hypothesis that high levels of virally-induced, acute IFN-I can lead to DC attrition 
and suppression. This is an important concept and merits rigorous study. Knowledge of 
DC regulation during infection and the suppressive vs protective roles of IFN-I will 
inform clinical work on many levels. To this end, MCMV is an excellent model for 
studying the effects of IFN-I on DC; the main advantages being the ability to study this 
phenomenon in the context of a natural mouse pathogen that induces high levels of 
acute IFN-I. 
 
Type I interferon signaling 
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Despite being comprised of multiple subtypes (14 IFN subtypes, a single IFN subtype, 
and a variety of other single subtypes variably expressed across species), all IFN-I 
proteins share the same receptor. Binding the IFNAR1/IFNAR2 heterodimer activates 
the JAK1 and TYK2 protein kinases. These in turn phosphorylate STAT1 and STAT2 
which form heterodimers and traffic to the nucleus. The STAT1 and STAT2 heterodimer 
binds IRF9 to form the IFN-stimulated gene factor 3 (ISGF3) complex which goes on to 
recognize and bind IFN-stimulated response elements (ISREs) in promoter sequences. 
This triggers the expression of the hundreds of downstream IFN-stimulated genes (ISGs) 
(47).  
 
Aside from their initial function of interfering with viral infection, IFN-I is also known to 
have a variety of effects on immune cells (both positive and negative). The ultimate 
outcome of IFN-I sensing is governed by the cell type and context in which signaling 
takes place. Hence, while hundreds of genes have the potential for IFN-I-regulation, the 
actual pattern of gene expression will vary between cell types. This has been clearly 
illustrated in a study comparing the profiles of transcript modultion for NK and DC in 
response to IFN-I (48).  
 
Beneficial immune cell effects that have been attributed to IFN-I include enhancing NK 
cell lytic capacity, NK blastogenesis, differentiation of DC from monocytes, increased 
antigen presentation and costimulatory functions of DC, DC migration, production of 
IL-15 and other cytokines, increased DC cross-presentation, and direct stimulation of T 
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and B cells (49–52). However, studies on IFN-I signaling have also tied these cytokines to 
tissue damage (53–56), aggressive leukemia (57, 58), and T cell apoptosis (59–61). The 
seemingly paradoxical roles of IFN-I are illustrated in reports throughout the literature. 
While the two LCMV studies mentioned above showed IFN-I inhibition reversed 
immune suppression and enhanced chronic LCMV clearance (44, 45), additional studies 
showed IFN-I protection of LCMV-specific CD8+ T cells from NK-cell cytotoxicity (62, 
63). A similar protective effect was also seen for NK cells. IFN-I signaling allowed 
specifically-responding NK cell populations to expand by reducing their expression of 
activating ligands, protecting them from fratricide (64).  
 
Early responses to murine cytomegalovirus 
 
The primary targets of MCMV during the establishment of infection are splenic stromal 
cells, many of which are CD169-expressing marginal zone metallophilic macrophages 
(65, 66). Upon infection, these cells respond by producing an initial wave of IFN-I. This 
cytokine expression peaks between 8-10 hpi and decreases by 24 hpi (66). Interestingly, 
in MCMV infection, this first wave of IFN-I requires B cells and lymphotoxin  (LT) 
signaling. Stromal macrophages express the LT receptor and respond to the B cell-
derived LT, resulting in production of IFN-I. This then establishes the initial antiviral 
state in the surrounding environment, limiting viral replication in infected cells and 
decreasing the permissibility of neighboring cells to infection (67). 
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Interestingly, this first wave of IFN-I appears to be important for establishing a viral set 
point of sorts as immunocompetent mice do not exhibit significant increases in viral load 
between 32 and 120 hours post infection (hpi) (68). This effect is reliant, in part, on IFN-I-
dependent stimulation of IFNγ production by NK cells. The effect appears to be the 
result of a general, cytokine-mediated NK activation rather than triggering of any 
specific receptors. NK depletion removes this protective effect and allows for increased 
MCMV outgrowth at 32 hpi. 
 
While the initial IFN-I wave disappears 24 hpi, a second phase of IFN-I production 
occurs at 36-48 hpi, this time in response to MCMV completing its first replication cycle 
(~30 h in vivo)(66). At this point, IFN-I secretion is no longer dependent on the stromal 
cells, but rather derives largely from pDC sensing virus through TLR9, with some 
contribution from cDC and other cells (50, 69). DC sensing and responding to infection 
through PRR generate large amounts of inflammatory cytokines during this phase, 
including IFN-I, IL-6, IL-15 and IL-12/IL-18 (38, 70). This wave of cytokine production 
contributes to another round of NK activation, marked by enhancements in cytotoxicity 
and proliferation along with production of cytokines. At this point, NK cells that can 
specifically respond to virus play a large role in limiting the infection. Generally, if mice 
lack an NK population capable of specific MCMV-recognition, virus levels remain 
elevated and an environment of immune suppression is established (38). 
 
Specific NK responses to MCMV 
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The first genetic resistance factor identified for MCMV turned out to be an NK cell 
activating receptor, Ly49H (71). This activating receptor directly recognizes the virally 
encoded protein m157, which is an MHC class I mimic displayed on the surface of 
infected cells (72, 73). So far, B6 mice are the only strain identified with expression of this 
protective Ly49H, but mice can be made resistant to MCMV infection by transferring 
Ly49H+ NK cells or through transgenic expression of the Ly49H protein. 
 
Another model of robust NK-mediated viral control has been previously developed by 
our lab. In contrast to Ly49H, resistance in this system is dependent on MHC class I (H-2 
in mice) genotypes. Historically, mice of the H-2k haplotype have exhibited increased 
resistance to MCMV compared to other backgrounds (74). Work performed by our lab 
refined the genetic locus to a region encompassing the H-2Dk (Dk) molecule and then 
showed Dk itself to be the resistance factor (75–77). Transgenic expression of Dk on a 
susceptible background transfers the resistance effect (78). Although an MHC class I 
molecule was identified as the resistance factor, virus control is mediated through NK 
cells expressing the Ly49G2 inhibitory receptor (77). Depletion of this subset using mAb 
specific for Ly49G2 (either 4D11 or AT8) abrogates the protective effect of Dk (77). Since 
Dk is a cognate ligand of Ly49G2, the two interact during development of the NK cells 
and during homeostasis. Hence, when NK inhibitory receptors are engaged in this 
fashion, they become educated and increase their effector output upon stimulation of 
their activating receptors (79–81). Therefore, the hypothesis is that education on Dk 
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generates functionally potent Ly49G2+ NK cells, capable of recognizing alterations in Dk 
expression during viral infection. This recognition event would then allow activation to 
proceed and unleash the effector activity of the Ly49G2+ NK. 
 
While these two models of NK-mediated resistance differ greatly in their mechanism 
and complexity, the end result is an ability to rapidly detect and limit MCMV infection 
in an NK-dependent fashion. An interesting question that arises is how these specifically 
responding NK cell subsets affect surrounding cells, like DC, and the ensuing immune 
response. 
 
Eye toward the future - vaccinology 
 
It is clear that DC, IFN-I, and NK cells are intimately connected. Their dynamic 
interactions orchestrate the initial response to viral infection and set the stage for 
downstream immunity. Hence, the more we know about these interactions and the 
mechanisms that regulate them, the better equipped we will be for generating clinical 
interventions to effectively and safely exploit them. Looking back at the first DC 
publication from Steinman, “Identification of a novel cell type in peripheral lymphoid 
organs of mice. I. Morphology, quantitation, tissue distribution” (1) and comparing it to 
one of his final publications, “Classical Flt3L-dependent dendritic cells control immunity 
to protein vaccine” (82) really highlights the progression and current state of the field. 
Advances in our understanding of the DC lineage have allowed us to move forward and 
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ask more detailed questions about their role in immunity. A focus one vaccine 
technology has come to the forefront in recent years and much work with DC is trending 
that direction. This is true for NK cells as well and special attention is being given to the 
potential of NK-DC crosstalk for enhancing vaccine technology (83–89). 
 
Significance 
 
Dendritic cell (DC) regulation has profound impacts on health and disease. Their 
intimate relationship with T cells makes them important targets for both dampening 
autoimmunity and triggering protective immunity. In order to fully realize the 
therapeutic potential of this rare cell population, it is imperative that we better 
understand the mechanisms regulating its development, survival, activation, and 
function. With this in mind, the original work discussed in the body of this dissertation 
had two main goals. The fact that DC are lost from the spleen during murine 
cytomegalovirus (MCMV) infection provided us with an excellent model for studying 
DC attrition with the goal of better defining elements negatively regulating their 
numbers. As a corollary to DC loss, we also observed rapid reconstitution of DC in mice 
that mount a licensed NK cell response to MCMV. This presented us with the 
opportunity to investigate elements involved in DC recovery and accumulation. The 
second main goal was, therefore, to determine if the NK cell itself was providing signals 
that positively regulate DC numbers. This work advances our knowledge of DC 
regulation in general, providing insight into the circumstances surrounding their loss, 
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preservation, and expansion. The basis provided here can be built on in future studies to 
generate a clearer picture of DC behavior and further their clinical utility.  
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Materials & methods 
 
Mice 
Characteristics of mouse strains important to the studies in this dissertation are 
summarized in Table 1. C57L-derived R2, R7, and R12 MHC-congenic strains were 
previously generated and described (77). Briefly, C57L and MA/My inbred strains were 
crossed using a speed congenic strategy to generate MHC-congenic strains. Mice were 
selected for H-2k alleles from MA/My on the C57L background. Mice congenic for the H-
2k interval were then further intercrossed to refine the genetic locus of interest, 
generating intra-H-2k recombinant (R) strains on the C57L background. The relevant 
recombinant strains used here are C57L.M-H2k(R2), C57L.M-H2k(R7), and C57L.M-
H2k(R12). Here, MCMV-susceptible C57L (L) and H-2k-recombinant 2 (R2) are 
collectively referred to as Db as these mice express this class I allele rather than the 
protective Dk. MCMV-resistant R7 and R12 are, conversely, collectively referred to as Dk. 
C57L.Tg3-Dk were generated and described previously (78). C57Bl/6 mice (B6) were 
purchased from The Jackson Laboratory and maintained in house at University of 
Virginia. IFNAR-KO mice (B6.129S2-Ifnar1tm1Agt/Mmjax) were obtained from the Mutant 
Mouse Resource & Research Centers (MMRRC). CD45.1 mice (B6.SJL-Ptprca Pepcb/BoyJ) 
were purchased from The Jackson Laboratory. B6.Cg-Nkcc57l (referred to as NKCl) 
congenic mice were generated by introgressing a C57L natural killer gene complex 
(NKC) into the B6 background using a speed congenic approach described previously 
(77, 90). The C57L NKC lacks Ly49h gene expression and, therefore, Ly49H-dependent  
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Table 1.  Mouse strains relevant to present studies and licensed NK cell MCMV 
resistance. Cg-Nkcm mice are L background animals congenic for the NKC region of the 
MA/My genome. Likewise, Cg-Nkcl represents mice congenic for the NKC from the 
C57L genome. Abbreviations are as follows: B6 (C57Bl/6), L (C57L), M (MA/My), NKC 
(natural killer gene complex), Cg (congenic), Tg (transgenic). For resistant strains, 
elements important for resistance are represented in bold. 
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MCMV resistance. B6.Tg-Dk and B6.Tg-Dk.Cg- NKCl were generated using the same 
speed congenic approach. NKCl and IFNAR-KO mice were crossed to generate litters of 
NKCl mice that were either homozygous, heterozygous, or lacking the Ifnar1tm1Agt 
mutation. RIP3-KO mice (B6-rip3-/- casp8flox/flox) were a kind gift from Dr. John Lukens (91–
93). No cre recombinase expression was present in our experiments so these mice are 
functionally deficient for RIP3 with intact caspase 8 activity. Mice were bred and 
maintained under SPF conditions at the University of Virginia. All protocols were 
approved by the IACUC. 

 
Virus stock preparation 
Stock virus (Smith strain, VR-1399) was obtained from ATCC. NIH 3T3 cells were 
infected with stock virus (MOI 0.01) and incubated for 5 d. Culture supernatant was 
collected and clarified by centrifugation at 2000 xg for 10 minutes (4 degrees C). This 
tissue culture passage 1 stock (TCP1) was used to infect female BALB/c weanlings (5x104 
PFU). Salivary glands (SG)were harvested from the BALB/c mice 19 dpi. SG were 
dounce homogenized to release virus followed by centrifugation (2000 xg, 10 minutes, 4 
degrees C). Supernatant was collected from between the pellet and upper fatty layer and 
stored in liquid nitrogen or at -80 degrees C. The in vivo salivary gland passaging was 
performed three more times to generate high titer salivary gland passage 4 (SGP4) 
working stock. This was then used for experimental infections.  
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To titer virus stocks, NIH 3T3 and M2-10B4 cells were used in separate assays. Cells 
were seeded into 24- or 6-well plates followed by the addition of multiple dilutions of 
virus stock spanning 10-1 to 10-7. Virus dilutions were added to the cells and allowed to 
infect in low volume for 1-2 h. A methylcellulose overlay was then added to the wells 
and the plates were incubated for 5 d at 37 degrees C. After 5 d, the supernatant was 
removed and cells were fixed in 1% paraformaldehyde for 1-2 h. Cells were then stained 
with methylene blue and plaques counted under a microscope. Working stocks were 
tittered at least twice. 
 
Infection and treatments 
Mice were i.p. infected with salivary gland passaged MCMV as indicated by figure 
legends. Antibody treatments are summarized in Table 2 and were performed as 
follows. For immunodepletion of pDC, mice were i.p. injected 2x with 250 μg mAb 927 
(kindly provided by Marco Colonna) 48 and 24 h prior to infection. For 
immunodepletion of G2+ NK cells, mice were i.p. injected with 200 μg mAb 4D11 
(hybridoma kindly provided by Wayne Yokoyama) 48 h prior to infection.  For blocking 
type I IFN receptor, mice were i.p. injected with 1 mg mAb MAR1-5A3 (Leinco 
Technologies, Inc.) before infection and 500 μg every 24 h thereafter. For blocking Ly49H 
receptors, mice were i.p. injected with 200 μg mAb 3D10 (hybridoma also provided by 
Wayne Yokoyama) 24 h prior to infection. For IL-6 blockade, mice were i.p. injected with 
300 μg mAb MP5-20F3 (Bio X Cell) ~18 h before infection with 2 boosts during infection 
at 1 and 2 dpi. For NK depletion, mice were i.p. injected with 200 μg mAb PK136 (in  
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Table 2.  Antibodies used for in vivo treatments 
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house hybridoma) 48 h prior to infection. For in vivo CD11c labeling, mice were i.v. 
injected at 2 dpi with ~10 g mAb N418 conjugated to PE (BioLegend) for either 24 h or 
30 minutes. For TLR stimulations, mice were i.p. injected with 200 μg poly I:C 
(Amersham Biosciences) or imiquimod (Ivivogen), or i.v. injected with 75 μg CpG-A or 
CpG-B (Invivogen; ODN 2216 and 1668 respectively). Dosages were based on literature 
searches for biologically effective in vivo treatments performed in mice (CpG-A (94); 
CpG-B (95); imiquimod (96, 97); poly I:C (98, 99)). Vehicle treated mice received 200 μl of 
a 3:1 mix of endotoxin free water and PBS i.p. 
 
Bone Marrow Chimeric mice 
Bone marrow (BM) transplantations with L.Tg-Dk mice were performed as described 
previously (100). For IFNAR-KO chimeras, B6 mice were irradiated 2x with 5.5 Gy (11 
Gy total) 2 h apart prior to i.v. injection of ~4.5 x 106 donor BM cells (CD45.1 IFNAR-WT, 
CD45.2 IFNAR-KO, or 1:1 mix). Recipient mice were maintained on sulfate drinking 
water for 3 wk following irradiation. Peripheral blood analysis was performed at 4 wk to 
verify chimerism. After 8 wk, mice were 3D10-blocked to impede Ly49H-mediated 
MCMV resistance followed by 3 d infection and analysis of splenocytes. 
 
Serum Transfer 
Donor B6 mice were 3D10 treated to block Ly49H-mediated NK resistance 24 h prior to 
infection with 5x104 PFU MCMV or mock infection with PBS. At ~40 hpi, blood was 
collected from the donor mice via post-mortem cardiac puncture and allowed to clot at 4 
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degrees C for 5 h. Serum was isolated from blood by centrifugation at 11,000 xg for 8 
minutes. Serum fractions were pooled within groups (CMV and PBS) and the total 
volume transferred into naïve, untreated recipient B6 mice (~250 l/mouse). 
 
Tissue processing for single cell suspensions 
Single cell suspensions for DC analysis were performed essentially as described 
previously with some slight variations (101). Spleens were collected from mice and 
placed into tubes containing Clicks media which had been pre-weighed. The difference 
in mass of tube+media (pre-harvest) and tube+media+spleen (post-harvest) was 
calculated to determine the total mass of the spleen (“spleen mass”). For some 
experiments, pieces of the spleen were removed for either tissue sectioning or DNA 
isolation. If any portions of the spleen were removed, the remaining portion to be 
prepared for flow staining was re-weighed to obtain the “prep mass”. Samples were 
transferred into labeled 6-well plates and the spleens were disrupted by grinding the 
capsule against the bottom of the well with the back-end of a 5-ml syringe plunger. 
Disrupted spleen tissues were digested with collagenase D (Roche) for either 30 minutes 
at 37°C or for 1 h on ice and processed into single cell suspensions by grinding tissue 
through 70 μm Falcon cell strainers. Suspensions were centrifuged at 400 RCF for 4 
minutes at 4-7°C and the pellet resuspended in 1ml RBC lysis buffer per spleen (made in 
house; 90ml 0.16M NH4Cl + 10ml 0.17M Tris) for 8-10 minutes. Following incubation, the 
buffer was diluted with 1ml Clicks media per 1ml buffer and the cells pelleted again 
(400 RCF, 4min, 4-7°C). The RBC-free pellet was resuspended in 5 ml sorting buffer (SB) 
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per spleen and filtered through nylon mesh 3x to remove any debris from RBC lysis. 
Other organs were harvested and processed in essentially the same fashion. Samples 
were counted using a hemocytometer, generally using a 1:25 or 1:50 dilution in trypsin, 
and the number of cells in the prep were determined. These values were used to 
determine the number of total splenocytes as follows: 
cells/ml = (hemocytometer count/# squares counted) x dilution factor x 104 
cells/sample = (count/# squares) x d.f. x 104 x 5ml 
cells/g tissue = “cells/sample”/”prep mass” 
cells/spleen; total splenocytes = “cells/g tissue” x “spleen mass” 
 
Flow cytometry 
Cells were Fc-blocked with mAb 2.4G2 and then surface stained with mAbs purchased 
from eBiosciences, BioLegend, BD Pharmingen, and Miltenyi. This included: 2G9 (MHC 
II), 53-6.7 (CD8), MAR1-5A3 (IFNAR1), 145-2C11 (CD3), 6D5 (CD19), P84 (SIRPα), N418 
(CD11c), HL3 (CD11c), 129c1 (mPDCA/BST2), M1/70 (CD11b), GK1.5 (CD4), RA3-6B2 
(B220), 53-2.1 (Thy1.2), A20 (CD45.1), 104 (CD45.2), and 30-F11 (pan-CD45). 
LIVE/DEAD® Viability Dye (Invitrogen) was used for dead cell exclusion. Samples were 
run on a BD Canto II with Diva acquisition software followed by analysis in FlowJo. For 
calculating DC numbers, we used counts obtained from our flow cytometry gating. The 
number of events from the final gate of interest (i.e. CD8 DC) was divided by the 
number of events in the “live splenocyte” gate to obtain the frequency of the population 
of interest within live cells. This was then multiplied by the total number of splenocytes 
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(i.e. “cells/spleen”) to obtain the total number of cells of interest that were present in the 
spleen. An example follows: 
(“event count CD8 DC”/”event count live cells”) x 100 = frequency CD8 DC in total cells 
“cells/spleen” x (CD8 DC frequency/100) = total number of CD8 DC/spleen 
 
MACS cell sorting 
Magnetic columns and kits for cell sorting were purchased from Miltenyi. Positive 
selection of DC was performed by incubating splenocytes with magnetic beads 
conjugated to an anti-CD11c mAb and passing the solution through an automacs 
apparatus, according to the manufacturer’s instructions. 
 
DC culture 
CD11c-sorted DC were pelleted and re-suspended in culture media (DMEM + 10% FCS, 
1% HEPES buffer, 100 U/ml penicillin, 100 g/ml streptomycin, 2 mM L-glutamine, 0.05 
M -mercaptoethanol). DC were seeded into a 24-well plate at 3x105 cells/well. Cells 
were incubated at 37 degrees for 5 h in 1 ml media containing either poly I:C (50 g/ml) 
or MCMV (10 MOI). Following incubation, cells were surface stained and analyzed by 
flow cytometry. 
 
PCR for virus levels 
Small snips of organ tissue were incubated overnight with PK and cell lysis buffer. The 
following day, genomic DNA was isolated from the tissue snips using a Gentraprep kit 
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according to the manufacturer’s instructions. Quantitative real-time PCR was performed 
with the genomic DNA as described previously (102) to determine the ratio of viral 
genomes (IE1 amplicons) to cellular genomes (β-actin amplicons) within the tissue. 
 
IFNα ELISA 
Blood was collected via tail bleed or post-mortem cardiac puncture. Serum was isolated 
from blood and IFNα quantitation performed with VeriKine Mouse IFN Alpha ELISA 
kits (PBL) according to the manufacturer’s instructions. 
 
Statistical analysis 
Significance was determined using GraphPad Prism software. Student’s t-test was used 
for data sets containing two groups. For more than two groups ANOVA was performed 
followed by the Holm-Šidák post hoc test unless otherwise noted. Significance is 
represented as follows: ns = not significant, *  (p < 0.05), ** (p < 0.01), *** (p < 0.001), **** (p 
< 0.0001). Error bars denote SD. 
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CHAPTER II – Impact of IFN-I on splenic cDC subset loss 
 
Introduction 
Dysregulation of dendritic cells (DC) is a common evasion strategy seen in a variety of 
viral infections. One mechanism of such interference is outright loss of dendritic cell 
populations at key sites of immune cell priming, e.g. the spleen. Investigators have seen 
this phenotype with TLR3, 4, or 9 stimulations as well as viral infections, like MCMV 
and LCMV (46, 98, 103–106). While the exact cause of DC loss is still unclear, toxicity 
from overproduction of type I interferons (IFNα/β; IFN-I) has been touted as a likely 
candidate. This was first suggested using a congenic model of MCMV 
susceptibility/resistance (46). BALB/c mice are highly susceptible to acute MCMV 
infection and produce large amounts of IFN-I 36 hours post infection (hpi). The source of 
IFN-I at this early time point was traced to plasmacytoid DC (pDC). However, when the 
B6 natural killer gene complex (NKC) was introgressed onto the BALB/c background, 
mice were able to control MCMV titers far more efficiently and their pDC apparently 
produced far less IFN-I as a result.  
 
This benefit was due to expression of the B6-derived activating receptor, Ly49H, on NK 
cells – endowing them with the ability to recognize and respond to infected cells. In 
Ly49H-dependent MCMV resistance, Ly49H+ NK cells (H+ NK) specifically recognize 
expression of the MCMV-encoded antigen m157 on infected cells (71). Since Ly49H is an 
activating receptor, this direct recognition strongly stimulates NK cells and elimination 
of the infected cell proceeds.  
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In conjunction with the resulting Ly49H-mediated virus control and reduced 
inflammation, it was observed that cDC populations were essentially preserved. The 
authors also observed DC loss in resistant mice upon administration of physiological 
amounts of exogenous IFN-I during MCMV infection, although loss in this setting was 
still not as severe as that seen in the susceptible counterparts. These data led to the 
postulate that heightened IFN-I production was driving DC loss.  
 
Since then, this idea has been further investigated in two additional reports with slightly 
conflicting results (48, 98). In one of the studies, poly I:C-driven DC loss was dependent 
on IFNAR expression. Further analysis suggested that loss could be prevented by 
simultaneously knocking out multiple BH3 pro-apoptotic molecules, but no single 
knockout could rescue DC numbers (98). This led them to conclude that IFN-I signaling 
was driving DC toward death via a coordinated increase in apoptotic signals from BH3 
family molecules. In the other report, mRNA profiling of DC with or without IFNAR 
expression following MCMV infection showed that cells with IFNAR upregulated both 
pro- and anti-apoptotic pathways, but downregulated gene expression associated with 
active cell cycle. The authors also observed a reduction in DC precursors following 
MCMV infection in mice with an intact IFNAR response. Hence they proposed that DC 
loss may not be due to direct IFN toxicity, but rather to an inability to repopulate the 
cells after turnover (48). There is, however, another study that conflicts with this analysis 
(107). This work showed that, while DC turnover is indeed increased in response to IFN-
I stimulation, production of DC from IFNAR-KO bone marrow was less efficient than 
IFNAR+ bone marrow. Therefore, it may not be expected that precursors without IFNAR 
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expression would be able to efficiently restore the DC compartment. Here we further 
explore the impact of IFNAR signaling on DC populations during MCMV infection. 
 
 
Results 
 
MCMV infection induces loss of splenic DC in C57L-background mice 
Due to the apparent benefit of H+ NK cells on MCMV control and DC maintenance, we 
postulated that another model of NK-mediated viral control would display similar DC 
preservation. We explored this using a genetic system previously developed in our lab. 
In this system, virus control is dependent on MHC-I expression. Mice expressing the 
MHC-I molecule H-2Dk (Dk) exhibit superior MCMV resistance compared to those 
expressing a H-2Db (Db) allele (76–78). The MHC-I-dependent MCMV resistance is also 
dependent on NK cells; particularly, NK cells expressing the inhibitory receptor Ly49G2 
(G2+ NK). Depleting NK cells generally or G2+ NK cells specifically abrogates the 
protective effect of Dk. G2 receptors specifically recognize and bind Dk as a cognate 
ligand (108), and we have previously shown that G2+ NK cells are licensed as a result of 
this interaction (109). G2+ NK cells that have been educated by Dk during development 
produce greater amounts of IFN in response to activating receptor triggering compared 
to NK cells from the same environment that lack G2 expression, i.e. the cells are licensed. 
Presumably, Dk-mediated licensing primes G2 NK cells to specifically recognize and kill 
MCMV-infected cells. While we have not yet fully worked out the mechanism 
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underlying G2-recognition, we envision that infection results in a disruption of G2 
binding to Dkat the surface of infected cells, leading to activating receptor triggering and 
aggressive attack by G2+ NK. 
 
Previously, we showed splenic DC numbers declined by 2 days after MCMV infection in 
both Dk (MCMV-resistant) and Db (MCMV-susceptible) C57L-derived mouse strains 
(109). However, attempts to replicate this timing did not exhibit reliable DC loss at 2 
days post infection (dpi). Although we did not detect DC loss at d 2, extending the 
infection to 3 d revealed reduced numbers of splenic DC in the spleens of Db mice 
(Figure 1A). Interestingly, the CD8 DC subset appeared most strongly affected, 
compared to CD11b DC. An extended time course analysis in resistant Dk mice also 
showed that these mice exhibit significant DC attrition between 54 and 72 hours post 
infection (hpi), again primarily due to CD8 DC loss (Figure 1B).  
 
We were puzzled by the differences in loss severity and timing between our previous 
and current results and speculated that the potency of our virus stocks may have 
differed. Thus we acquired new MCMV stock virus from ATCC (VR-1399) and 
generated fresh, high titer, salivary gland stocks serially passaged 4 times through  
female BALB/c weanlings. The titer of this new stock was rigorously quantified by 
performing multiple plaque assays.  
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Next, we performed a biological titration by infecting Dk mice with multiple doses and 
assessing DC retention at 3 dpi. The degree of loss appeared to be somewhat dose 
dependent, with an intermediate dose of 5x104 PFU producing reliable loss of DC 
subsets in Dk mice (Figure 2). These results informed additional experiments with Dk 
and Db mice. Intermediate dose MCMV infection (5x104 PFU) resulted in a loss of cDC 
by 3 dpi in both Dk and Db spleens (Figure 3). Interestingly, though, in these experiments 
the degree of loss in Dk mice was still less profound than that observed in Db animals, 
which is in slight contrast to our previous findings (109). These results indicated that 
G2+ NK cells could actually provide some level of early protection to DC. Regardless, 
significant loss was detected in both strains, which is an apparent departure from 
observations made in mice with H+ NK-mediated MCMV control. Mice with H+ NK 
cells exhibit near complete protection of their splenic DC (46, 106, 110). Another 
interesting observation from this study is that loss of DN DC was minimal compared to 
CD4 and CD8 DC subsets, a distinction that has not yet been appreciated in the field. 
 
Ly49H prevents DC loss in B6-background mice 
We wanted to investigate the patterns of splenic DC loss in resistant and susceptible B6 
strains for comparison to our resistant and susceptible mice. Hence, B6 mice were 
infected with 5x104 PFU of our new MCMV stock for 3 d. As noted above, B6 mice can 
be made susceptible to MCMV infection by interfering with Ly49H-mediated 
recognition of infected cells. Thus we compared Ly49H-neutralized B6 mice, that had 
been treated with the Ly49H-blocking mAb (3D10), to either isotype treated or 



38  



39  



40  
uninfected B6. In addition, we analyzed DC loss in B6 mice congenic for the C57L 
natural killer gene complex (NKC). Since Ly49H is encoded by the B6 NKC, replacing 
this region with the C57L NKC abrogates Ly49H expression on NK cells in this B6.Cg-
NKCc57l strain (hereafter NKCl).  
 
We observed that B6 mice made susceptible to MCMV exhibited significant loss of DC 
populations but, as expected, there was no significant loss in isotype treated mice 
compared to uninfected B6 (Figure 4). This is in contrast to what was observed with Dk 
mice after infection with the same virus stock, virus dose, and time point (Figure 3), 
highlighting the divergence between these models of MCMV control. Interestingly, the 
3D10 and NKCl mice exhibited significant loss of DN DC in the B6 background and the 
mIgG control mice exhibited significant loss of CD4 DC despite protection of CD8 and 
DN subsets. The implications here are that additional background genetic factors may 
influence some DC subsets during MCMV infection. While CD4 DC and CD8 DC 
subsets appear universally sensitive to MCMV-induced suppression, CD4 DC may 
ultimately be the most sensitive. On the other hand, DN DC sensitivity to loss may 
exhibit more variation between strains. Overall, though, the data suggest DC loss is a 
common occurrence in MCMV infection that occurs across multiple mouse strains. 
 
IFN-I is elevated in serum of C57L-strain mice 
Given the divergence in DC protection between resistant Dk and resistant B6, we sought 
to further investigate the underlying source of DC loss during MCMV infection. Ly49H 
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expression and virus control have been associated with greatly reduced IFN-I levels 
during the first 36 hpi (46), but we had not yet investigated this in mice with or without 
G2+ NK-mediated MCMV control. Hence, IFN-I was a strong candidate since several 
studies invoke a role for these cytokines during splenic DC loss (46, 103, 107, 110). To 
determine if IFN-I toxicity could explain DC loss in resistant, Dk-expressing mice, we 
first interrogated IFNα levels in serum 36 hpi. This time point has been identified as a 
peak of inflammatory cytokine production during MCMV infection, particularly for 
IFN-I expression (66). Upon isolating serum and testing IFN concentration via ELISA, 
we observed high levels in samples from both Dk and Db mice at 36 and 48 hpi (Figure 
5). These data suggested IFN-I toxicity could indeed explain MCMV-induced DC loss 
observed across resistant and susceptible C57L-derived strains. 
 
Reducing IFN-I levels does not rescue splenic cDC subsets 
To further interrogate the role of IFN-I toxicity in DC loss using our mouse model. To 
address this, early IFN-I levels were reduced by immunodepleting pDC before infection. 
We hypothesized that, since pDC are the major source of IFN-I at 36 hpi (69), depleting 
this population would greatly reduce the overall concentration of these cytokines and 
prevent them from reaching levels toxic to cDC. We treated mice with a pDC-depleting 
mAb, clone 927, before infection and verified that this was an effective strategy to 
deplete these cells for the time frame of interest. We observed a near complete absence of 
pDC for at least 24 h following the depletion treatment (i.e. the time of infection) and 
pDC frequency was greatly reduced at 4 dpi (Figure 6A). Furthermore, pDC depletion 
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significantly reduced serum levels of IFNα at 36 hpi (Figure 6B). When spleens were 
analyzed for cDC populations at 4 dpi, the results were slightly variable between 
subsets. We observed similarly low numbers of CD8 DC from depleted and control rIgG 
treated mice, indicating a distinct lack of protection (Figure 7). Interestingly, loss of the 
CD11b compartment appeared less profound following pDC depletion, although this 
effect was slightly variable between experiments. This indicated IFN-I may have 
differential influence on DC subset numbers during infection (Figure 7). The data 
suggested that IFN-I was not a necessary factor for MCMV-induced loss of all splenic 
DC subsets, especially with regard to CD8 DC. 
 
Blockade of IFN-I signaling fails to protect CD8 and CD4 DC subsets 
The potential requirement for IFN-I signaling was further explored by obtaining a mAb 
known to block IFN-I signaling. While the IFN-I family contains 14 IFN subtypes and a 
single IFN, all members of this cytokine family signal through the same receptor 
complex – here referred to as IFNAR. The mAb MAR1-5A3 has been shown to efficiently 
block this receptor and prevent IFN-I signaling both in vitro and in vivo (44, 45, 111). We 
treated susceptible Db mice with MAR1-5A3 before infection and maintained the 
blockade with booster injections every 24 h for the duration of infection. Blockade was 
verified in the experiment by assessing ability to stain cells with MAR1-5A3 after harvest 
(Figure 8A) as well as evaluating expression of the early activation markers CD69 and 
CD86 on immune cells (Figure 8B&C). MAR1-5A3 staining was reduced to levels 



45  



46  



47  
comparable to the FMO and upregulation of both CD69 and CD86 was depressed for 
mice treated with MAR1-5A3.  
 
IFN-I signaling has also been shown to specifically increase expression of mPDCA (112, 
113). While this surface molecule is a specific marker for pDC during steady state, other 
cells greatly increase mPDCA expression during infection (Figure 9A). We assessed 
upregulation of this marker on non-pDC as an additional confirmation of IFNAR 
blockade. Treatment with MAR1-5A3 essentially abrogated the increases in mPDCA 
when compared to isotype control mice (Figure 9A). 
 
Having verified the efficacy of IFNAR-blockade, we interrogated splenocyte populations 
for DC preservation. This time, we again fully broke down the cDC population into 
CD8, CD4, and DN subsets for analysis. Similar to the pDC depletion data, there was 
minimal rescue of the CD8 DC subset. A small but significant increase in CD8 DC 
numbers from the spleens of mice receiving MAR1-5A3 was observed, but the overall 
numbers were still drastically decreased compared to what would be expected in steady 
state conditions (Figure 9B). The CD4 DC subset displayed a similar pattern, showing a 
small but significant increase in numbers but also a high degree of overall loss (Figure 
9B; compare cell numbers to PBS group of Figure 3). The DN DC subset, however, 
exhibited an increase in numbers that neared complete preservation (Figure 9B). These 
results confirmed what was observed during pDC depletion. While IFN-I signaling may 
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have a slight impact on CD8 DC and CD4 DC numbers, it appears that the DN DC 
compartment is more sensitive to IFN-I signaling. 
 
Genetic deficiency of IFNAR does not prevent DC loss 
To corroborate the results obtained with IFNAR blockade, we generated mice that were 
MCMV susceptible and genetically IFNAR-deficient by breeding the susceptible B6 
strain NKCl with B6 IFNAR-KO mice (see methods). Animals from F1 litters were 
interbred to produce F2 litters containing NKCl IFNAR+/+ (WT), NKCl IFNAR+/- 
(heterozygous), and NKCl IFNAR-/- (KO) genotypes. These mice required no treatments 
or manipulations (i.e. antibody blockade or depletion) in addition to MCMV infection, 
allowing us to directly assess the impact of IFNAR-deficiency with minimal 
complicating factors. Mice received MCMV for 3 d, at which point spleens were 
harvested and assessed for DC subset populations. For analysis, mice were segregated 
into groups based on their expression of surface IFNAR protein and ability to 
upregulate mPDCA in response to infection. This enabled us to readily distinguish 
IFNAR WT, heterozygous (het), and KO mice (Figure 10).  
 
Results from these experiments were consistent with those seen with IFNAR-blockade. 
The CD8 and CD4 DC subsets displayed dramatic loss of cellularity regardless of IFNAR 
genotype (Figure 11). The DN DC subset again exhibited much less severe loss relative 
to the CD8 and CD4 DC (Figure 11). In addition, despite some obvious outliers, the 
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minor effects of IFNAR could also be seen. IFNAR deficiency had very little impact on 
CD4 DC, but both CD8 and DN DC trended toward slight increases in numbers in KO 
animals (Figure 11). Despite these trends, the data show that splenic CD8 and CD4 DC 
subsets undergo severe contraction during MCMV infection and this is not mitigated by 
preventing IFN-I signaling. The IFN-I impact on DN DC is less clear. We observed a 
robust increase in numbers following IFNAR-blockade, but a much milder effect with 
genetic IFNAR-deficiency. While, this is counterintuitive, it may suggest that the 
interaction between DN DC and IFN-I is more complicated than anticipated. 
 
IFN-I effects on DC are not cell-intrinsic 
A weakness in the previous two approaches (blockade and knockout) is that these 
strategies result in a global defect in IFN-I signaling. This could alter cytokine expression 
profiles, immune cell activation and responsiveness, and host control of viral infection. 
Such broad effects could influence DC numbers and cause us to underestimate the role 
of IFN-I (49, 50). In addition, it is possible that developing in the presence of low level 
IFN-I signaling could alter the way DC or their precursors respond during infection. 
This could potentially explain differences seen in the DN DC subset between the 
transient blockade and complete lack of IFNAR signaling. 
 
Hence, to address these concerns we competed IFNAR-WT and -KO DC head-to-head in 
an environment with a mostly intact IFN-I response. To accomplish this, we generated 
chimeric mice. IFNAR WT host mice were irradiated to prepare them for bone marrow 
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(BM) transfer. These recipients were then reconstituted with either IFNAR-WT, -KO, or 
mixed (1:1 WT:KO) BM for 6-8 wk. In this set up, each chimeric group has a slightly 
different distribution of IFNAR expression (Figure 12). Each group maintains IFN-I 
responsiveness in their stromal cells (main targets for early MCMV infection and 
replication) but only WT and mixed chimeras have intact IFNAR signaling in all or part 
of the hematopoietic compartment. Hence, since all cellular responses to IFN-I are 
maintained in mixed chimeras, the IFNAR WT and KO DC populations could be 
directly compared in an environment reminiscent of a WT animal. Following BM 
transfer (BMT), blood was drawn from recipient mice after 4 wk of reconstitution to 
verify chimerism (Figure 13A&B). Mice were infected between 6 and 8 wk post 
reconstitution and their spleens harvested 3 dpi. Splenocyte populations were analyzed 
for chimerism (Figure 13A), IFNAR expression (Figure 13B), mPDCA upregulation 
(Figure 13C), and DC subset persistence (Figure 13D). DC data were evaluated both in 
terms of overall total numbers and numbers of WT vs KO DC remaining in mixed 
chimeras. For all chimeras, cells derived from IFNAR-KO mice maintained low IFNAR 
expression and failed to upregulate mPDCA during infection. 
 
The results highlighted and clarified observations made in blockade and knockout 
studies. First we evaluated DC populations from the unmixed chimeras (WT BMT vs KO 
BMT). CD4 DC from both groups exhibited dramatic cell loss with no detectable 
difference in numbers between WT and KO chimeras (Figure 13D). CD8 DC numbers 
also decreased precipitously in both groups, but there was a slight elevation in numbers 
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recovered from KO chimeras over WT (Figure 13D). DN DC, on the other hand, 
displayed less severe loss – as could be expected given previous results. In addition, KO 
chimeras had significantly increased numbers of DN DC compared to WT chimeras, 
with the KO population reaching levels seen in uninfected mice (Figure 13). This closely 
reflects results seen during IFNAR-blockade. Interestingly, this may suggest that IFNAR 
signaling in a radioresistant cell during development is important for shaping the 
behavior of the DN DC compartment during inflammation, as that element would be 
lacking in the global IFNAR-KO background (Figure 11). 
 
We next compared WT and KO DC populations head-to-head by analyzing their relative 
persistence in mixed BM chimeras. In this setting, there was no preferential retention of 
either WT or KO DC observed for any of the three subsets, although CD8 and DN DC 
showed slight, non-significant trends toward an increased presence of KO cells (Figure 
14). This lack of preference showed that increased retention of the DN DC observed in 
the IFNAR-KO chimera (Figure 13D) was not due to an intrinsic effect of IFN-I on DN 
DC themselves. Hence, DN DC were sensitive to extrinsic regulation by another 
hematopoietic cell in conditions of high IFN-I production. When IFN-I signaling is 
absent in the whole hematopoietic compartment (i.e. IFNAR-KO chimeras), DN DC 
exhibit a significant increase in numbers; but the KO DC do not exhibit an inherent 
advantage over WT DC in the mixed chimera setting. Therefore, when all BM-derived 
cells lack IFNAR-signaling (KO chimera), DN DC display improved retention (Figure 
13). But when IFNAR-signaling is restored in half of BM-derived cells (mixed chimera), 
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IFNAR-KO DN DC are no longer significantly retained over their IFNAR-WT 
counterparts (Figure 14). 
 
Any observed increase in CD8 DC number resulting from IFNAR-KO was a minimal 
effect that failed to overcome the bulk of loss (Figure 13 & 14). Interestingly, uninfected 
mixed BM chimeras exhibited significantly higher numbers of WT CD8 DC compared to 
their KO counterparts (Figure 14; PBS mice). This implied that IFN-I signaling, at some 
low level, could aid homeostatic expansion of WT-derived CD8 DC. In support of this, a 
similar observation has been reported previously by Mattei et al. (107). We did  not 
observe a similar effect in DN or CD4 DC subsets from uninfected mice, so this does not 
appear to be a broad effect on all leukocytes. 
 
 
Discussion 
 
Due to the nature of DC as potent modulators of the immune response, detailed 
understanding of their development and regulation is a primary goal in the field. While 
a great deal of progress has been made in the past decade for defining DC populations 
under various conditions (16, 20, 21, 114–116), the behavior and fate of these cells during 
inflammation is still not well understood. To date, IFN-I has been largely accepted as an 
underlying cause of DC loss during infection. Initially, we expected to confirm this 
concept and move on to additional areas of study. Surprisingly, though, our results did 
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not support the idea that IFN-I is the major driving force behind DC loss during MCMV 
infection. 
 
Our data reveal several interesting and unexpected concepts. The strongest conclusion is 
that IFN-I is not a necessary factor for DC loss during infection, especially in regard to 
CD8 and CD4 DC subsets. While it is possible that these cytokines could play some role 
in the effect, the results detailed here definitively show that DC loss progresses in the 
absence of IFN-I signaling. Related to this is the observation that CD4 and DN DC 
subsets are completely divergent in their sensitivity to IFN-I, at least in terms of splenic 
retention. This is an important finding since the field currently lacks detailed 
information distinguishing these two populations. An interesting question that arises 
from this discovery is how skewed splenic retention (favoring DN DC over CD8 and 
CD4 DC) may influence the immune response. Functional differences that characterize 
the splenic DN subset are sparse, but one study has indicated that these cells are 
superior producers of TNF and IL-12, compared to their CD4 counterparts, but are 
inefficient at CD4 T cell priming in vivo (23). Hence, viral inflammation that 
preferentially retains DN DC may generate an environment that favors inflammatory 
cytokine production over T cell priming in an attempt to unbalance development of 
immunity. 
 
Our data also suggests that any contribution of IFN-I to DC subset loss is mediated in a 
DC-extrinsic fashion. There were clear differences in DN DC subset numbers between 
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the pure IFNAR-WT and -KO bone marrow chimeras, but no significant difference in 
numbers between WT and KO cell numbers in the mixed chimera setting (Figure 14). 
Additionally, the slight increase in CD8 DC seen between WT and KO chimeras also 
appeared absent from mixed chimera mice. Since the stromal cells in the chimeras were 
all equivalent, the implication here is that another BM-derived cell limits DC numbers 
(especially in the case of DN DC) in response to IFN-I signaling. Another interesting 
point here is that DN DC may be derived from an earlier myeloid precursor rather than 
pre-DC (23). With this in mind, one possibility is that IFN-I alters cytokine production in 
a way that favor recruitment or differentiation of inflammatory monocytes/ 
macrophages over DN DC, resulting in reduced persistence of this DC subset in 
response to DC-extrinsic IFN-I signaling. 
 
Curiously, our conclusions seem at odds with those from other work. Fuertes Marraco et 
al showed that IFNAR-deficient mice were partially protected from poly I:C-induced 
splenic DC loss. (98). They assessed DC loss in poly I:C treated mice by comparing DC 
numbers between treated and control animals to calculate a fold change value. When 
they compared this value for poly I:C-treated IFNAR-KO and IFNAR-WT mice, the fold 
change was less dramatic for IFNAR- KO groups. Part of the difference for the CD8 DC 
subset could be due to a dual effect. Since IFNAR-KO CD8 DC do not develop as 
robustly as IFNAR-WT (Figure 14 & (107)), it is possible that baseline numbers were 
lower in their untreated IFNAR-KO mice. When coupled with the slight protective effect 
we see in the IFNAR-blockade and chimeric mice (Figures 9 & 13D), it is possible that 
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the fold change would not be as dramatic due to a larger numerator and lesser 
denominator. It is also important to note that the IFNAR-KO mice from the Fuertes 
Marraco study still exhibited a reduction in DC (fold change of ~0.7) confirming that loss 
is not solely dependent on IFN-I signals. It is slightly more difficult to explain the 
protection they observed in the CD11b compartment since steady state development of 
these cells is unaffected by the absence of IFNAR (Figure 14). However, since they 
combined CD4 and DN DC subsets by analyzing the CD11b compartment as a whole, it 
is possible that the less severe fold change was due to retention of the DN subset while 
CD4 DC receive no benefit. If this is the case, it would fit nicely with our observations. 
 
One of the original studies that implicated IFN-I in DC loss during MCMV infection was 
performed by Robbins et al in 2007 (46). It is interesting to note that, while thy showed 
Ly49H-mediated MCMV control lowered IFN-I production from pDC and preserved 
cDC subset numbers, a causal link between pDC-derived IFN and cDC numbers was not 
established. In an attempt to further implicate IFN-I, they dosed resistant mice with IFN-
I during MCMV infection to recapitulate DC loss observed in susceptible mice. To 
determine how much IFN-I should be used for the treatments, they quantified the IFN-I 
concentration in susceptible serum and calculated absolute levels of circulating cytokine 
using the total blood volume of mice. While this treatment did impair splenic DC 
retention, the degree of loss was still not comparable to that seen in susceptible animals. 
This further supports our conclusion that there are IFN-I-independent factors causing 
DC loss. 
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One study has followed up on the initial Robbins et al work. The aim of this second 
investigation was defining the transcriptional profile of DC and NK responding to IFN-I 
stimulation. To this end, they compared IFNAR-KO and IFNAR-WT cells using mixed 
BM chimeras and MCMV infection, similar to our experiments in figures 13 & 14. 
Although the main goal of their study was the investigation of IFNAR-dependent 
changes in transcriptional profiles, they also performed a cursory analysis of DC 
persistence during infection. Their results actually largely agree with our observations, 
showing a dramatic decrease in the frequency of both IFNAR-WT and IFNAR-KO DC at 
3 dpi. In their hands, the IFNAR-KO DC did display a significantly higher residual 
frequency compared to WT counterparts, but the overall loss phenotype was still 
maintained. It should also be noted that they measured percentages for the DC 
compartment as a whole in this analysis without individual subset breakdown, which 
could account for any minor differences between our observations and theirs. 
Furthermore, the transcriptional profiles obtained in this work showed that IFNAR 
signaling induced both pro- and anti-apoptotic pathways. This finding led the authors to 
hypothesize that IFN-I is not likely to drive DC death (48). Rather, they suggested IFN-I 
was acting on DC precursors, ascribing the loss of DC numbers to a turnover-without-
replacement effect. However, this idea was not pursued beyond the initial correlations 
observed. As a result, the fate of DC and the underlying cause of their disappearance in 
the spleen during infection is still unclear.  
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Due to the unexpected nature of our results, we performed an in depth survey of the 
literature for IFN-I/DC interactions. Our findings indicated the minimal role for IFN-I in 
driving DC loss may not be necessarily surprising. The majority of work performed 
indicates that IFN-I enhances DC functions rather than inducing outright apoptosis. 
Some of the work is difficult to assess due to the use of GM-CSF to differentiate DC in 
culture, which generates more monocytic DC rather than true conventional DC. 
However, we found evidence for enhanced development/differentiation (48, 107, 117–
119), maturation and antigen presentation (120–122), metabolic reprogramming (123), 
survival (124), cross-presentation (125, 126), Tfh induction (127), and DC-dependent B 
cell class switching (128).  
 
In contrast, very few papers cite apoptosis as a direct outcome of the DC response to 
IFN-I. Aside from the work of Fuertes Marraco et al., we identified two in vitro studies 
that cited DC apoptosis as a result of IFN-I stimulation. However, both were performed 
with with monocyte derived DC (moDC). In one, moDC apoptosis in response to IFN-I 
was only seen after maturing the cells with a cocktail of TNF, IL-6, IL-1, and PGE2 
(129). In the other study, differentiation in the presence of IFN-I was found to sensitize 
the moDC to activation induced death but, again, the apoptotic effect required the 
addition of a maturation signal, e.g. LPS (130). 
 
The strongest data for a contribution of IFN-I to DC apoptosis comes from a 2009 study 
by Mattei et al. They showed that injection of IFN-I into mice resulted in a transient 
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increase in DC apoptosis (Annexin V and TUNEL staining) specifically in IFNAR-WT 
but not IFNAR-KO mice (107). Interestingly, they saw this effect at 4 h after IFN-I 
injection but not at 24 h. They also never saw a reduction in DC numbers during IFN-I 
stimulation. They attributed this to the possibility that IFN-I preferentially causes 
apoptosis in older DC, allowing for fresh cells to fill the compartment. In our eyes, their 
data show that IFN-I can contribute to transient DC cell death, but does not result in DC 
loss from the spleen. It is also interesting to consider their work with the finding of 
Robbins et al. that IFN-I treatment during MCMV infection only induced a partial 
reduction of splenic DC (46). When considered together with our work, the data favor 
the conclusion that IFN-I can participate in DC apoptosis but also enhances DC 
differentiation to maintain cellularity. Therefore, IFN-I is not itself a driving force in 
sustained loss of splenic DC and, logically, an alternative mechanism must be involved. 
 
The work presented in this chapter has questioned an assumption held in the field and 
the findings highlight a significant gap in our knowledge of DC behavior during 
infection. The fact that DC loss is not reliant on IFN-I signaling and is sustained in its 
absence necessitates a shift in focus and the exploration of alternative mechanisms. It is 
critical that we understand how DC are responding to infection and inflammatory 
stimuli in vivo to facilitate their manipulation in the clinic, both in terms of enhancing the 
generation of immunity from a vaccine standpoint or reducing potential contributions of 
DC to pathogenic conditions like autoimmunity. The work in the next chapter is focused 
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on extending this work, attempting to identify alternative mechanisms essential for DC 
loss. 
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CHAPTER II – Analysis of IFN-I Independent Splenic DC Loss 
 
Introduction 
 
While it is apparent from our results and the literature that DC numbers decrease in the 
spleen following MCMV infections, our data shows that IFN-I signaling is not the 
essential factor responsible for the loss of CD8 and CD4 DC subsets. Hence, something 
else is regulating their numbers during infection. A variety of hypotheses arise that 
could explain IFN-independent DC loss. First is the possibility that DC could be directly 
infected by MCMV and dying either due to stress or cytopathic effects of the virus. Also, 
if MCMV infection is not directly inducing DC death, perhaps NK cells recognize and 
kill infected DC. Alternatively, NK cells could play a role regardless since activated NK 
cells can recognize and kill immature DC (131–135), which could lead to broad 
reductions in DC during infection. Another possibility is that some soluble factor 
produced during infection is toxic to DC and responsible for the effects attributed to 
IFN-I. Another question that arises from this line of thinking is whether or not DC are 
actually dying. So far, it is more or less assumed that DC attrition is due to cell death, 
but this may not be the case. It is potentially possible DC are leaving the spleen en masse 
in either a directed (migration) or undirected (destruction of niche) manner. These 
possibilities form the basis of the hypotheses tested in this chapter. The following 
studies aimed to further assess the regulation of DC fate during infection and explore 
potential candidates involved in IFN-I-independent DC loss. 
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Results 
 
DC loss via direct infection is unlikely  
While direct infection of DC by MCMV leading to DC death has been put forth as one 
possibility to explain loss, we have seen little evidence in the literature or our own data 
to support this scenario. Incubation of DC with MCMV in vitro causes profound changes 
in DC phenotype, which we do not see recapitulated prior to loss in vivo. DC isolated 
from mouse spleens and infected in culture decrease their expression of MHC II and 
CD86 (Figure 15 and (136)) and become refractory to maturation signals like LPS (136). 
Hence, if DC were infected in the spleen during MCMV infection, we would not 
logically expect them to increase expression levels of MHC II and CD86, essentially 
taking on the appearance of mature DC. Yet this is precisely what we see (Figure 16). DC 
are strongly activated at time points just prior to loss of the cells at 3 dpi, with 
significantly increased MHC II and CD86. 
 
NK cells are not responsible for MCMV-induced DC loss 
We next wanted to explore NK cell killing as a potential source of DC loss. Previous 
work by Andrews et al. has assessed this in B6 by depleting total NK cells with the anti-
NK1.1 mAb PK136 (106). NK-depletion in MCMV-infected mice dramatically impaired 
retention of CD8 DC, showing that NK cells were not necessary for DC loss. In addition, 
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we have previously seen a similar outcome in C57L-derived mice following total NK-
depletion. To verify these results, we treated mice with the NK-dpeleting PK136 mAb 
prior to MCMV infection. We found that the absence of NK cells did not ameliorate DC 
loss and, if anything, exacerbated the phenotype (Figure 17). This clearly illustrates that 
NK killing is not contributing to DC loss. 
 
DC loss can be driven in the absence of MCMV infection 
Aside from active infection, DC loss could be the result of inflammatory stimuli. 
Treatments with LPS (TLR4 agonist), poly I:C (TLR3 agonist), or CpG (TLR9 agonist) 
have all been shown to cause reductions in splenic DC by others (98, 103, 104, 107, 137, 
138). Therefore, significant DC loss can occur in response to inflammation and in the 
absence of infection, supporting the conclusion that direct infection is not responsible for 
DC loss. We next interrogated the impact of different TLR agonists on DC subsets to 
determine if their effects were comparable. 
 
TLR3, 7, and 9 are important sensors of viral infection and are variably expressed by DC 
subsets (27, 28, 139, 140). TLR3 is almost exclusively expressed in CD8 DC (DN DC 
express low levels), TLR7 is expressed in all DC except CD8 DC, and TLR9 is expressed 
similarly across the subsets. TLR3 and 9 especially have been identified as important 
players in the response to MCMV. Mutant mice deficient in either TLR3 or TLR9 exhibit 
drastically increased MCMV levels in spleen 4 dpi compared to control B6 mice (141). 
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Virus levels were greater in TLR9-KO mice than TLR3-KO, but these data exhibit the 
importance of both in the response to MCMV.  
 
To compare the impacts of stimulating these TLR on DC subset loss, we tested poly I:C 
and two different formulations of CpG reagents (class A and class B) which signal 
differently through TLR9 based on their endosomal trafficking patterns (142, 143). CpG-
A compounds are retained in early endosomes, preferentially inducing pDC production 
of IFN-I, while CpG-B compounds traffic quickly into lysosomes, triggering B cell 
maturation and high levels of non-IFN cytokine production (e.g. IL-6 and TNF) (144, 
145). Additionally, we were intrigued that there are no reports of DC loss following 
TLR7 stimulation. We hypothesized that DC loss could be a general outcome of TLR-
mediated inflammation and included the TLR7 agonist imiquimod in these experiments 
for comparison. 
 
Imiquimod (TLR7) and poly I:C (TLR3) were administered to mice i.p. while the two 
CpG reagents (TLR9) were given i.v. After 2 d, splenic cDC subsets were quantified 
(Figure 18). TLR7 stimulation with imiquimod produced minimal effects on DC 
numbers, with only a trending decrease in CD4 DC, but this was inconsistent between 
experiments (Figure 18). Poly I:C, on the other hand, resulted in a strong and 
reproducible loss of DC across all three subsets (Figure 18), as could expected based on 
previous studies (98). Surprisingly, we saw observed clear differences between CpG-A 
and CpG-B treatments. Dramatic decreases in both CD4 and CD8 DC occurred after 
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CpG-B administration (DN DC were essentially spared) while CpG-A failed to induce 
observable loss of any subset (Figure 18). This is particularly interesting since CpG-A 
reagents are superior IFN-I inducers. In short, the data indicate that driving DC loss is 
specific to distinct types of inflammatory sensing, with DN DC being most sensitive to a 
TLR3 signature and CD4 and CD8 DC responding to both TLR3 and lysosomal TLR9 
signals. However, DC loss is not a general function TLR-mediated inflammation since 
TLR7 and CpG-A stimulations had minimal effects. 
 
Soluble factors do not potently induce DC loss 
We were interested by the differences we observed between CpG-A and B induction of 
DC loss. Upon investigating the two compounds, we found that they diverge in their 
potency for IL-6 induction (information published on Invivogen’s website (146)). Higher 
IL-6 levels are induced with CpG-B reagents than with CpG-A. We performed a luminex 
study to assess cytokines produced during MCMV infection and found high levels of IL-
6 in serum from both resistant (Dk) and susceptible (Db) infected mice (Figure 19), 
suggesting that IL-6 could reasonably play a role in DC loss. 
 
We tested this hypothesis during infection by neutralizing IL-6 with a specific blocking 
mAb (clone MP5-20F3). Ab injections were given approximately 18 h prior to infection 
and every 24 h after infection. The results showed a minimal increase in DC numbers 
from IL-6-neutralized mice; however, DC loss was still prominent and there were no 
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significant differences between mAb treated and untreated groups (Figure 19). Hence, 
IL-6 levels are not controlling DC loss. 
 
Since IL6-neutralization did not prevent DC loss, we next assessed if any MCMV-
induced, soluble factor to negatively regulate DC numbers. If secreted factors are 
responsible, a transfer of infected serum into naïve mice should result in decreased 
splenic DC retention. Serum was isolated from MCMV-infected or PBS-treated mice at 
the peak of cytokine production (~40 hpi; (70)). Blood for serum isolation was collected 
from donor mice via post-mortem cardiac puncture and isolated serum was pooled 
within groups to ensure homogeneity of the transfer material. The total volume of 
collected serum was then split evenly among the same number of recipient mice as 
donors, essentially a 1 donor:1 recipient transfer ratio. Splenic DC subsets were 
quantified ~40 h post transfer. 
 
Interestingly, no negative impact of MCMV serum on DC retention was observed 
(Figure 20A). There was no reduction in any of the DC subsets in MCMV-serum 
recipients and, if anything, slight trends toward increased numbers when compared to 
the PBS-serum recipients. We also did not observe increased CD86 expression on DC 
after MCMV-serum transfer, indicating that the cytokines present in serum at 2 dpi are 
not sufficient for strong activation of naïve DC (Figure 21). Interestingly, though, the 
mass of MCMV-serum recipient spleens increased relative to PBS-serum spleens, 
indicating a bulk increase in cellularity; an outcome likely due in part to increased 



76  



77  



78  
erythropoiesis since bulk splenocytes were not significantly increased (Figure 20B). 
Jordan et al. have previously shown that increased spleen weight following MCMV 
infection correlates with large increases in TER-119+ erythroid lineage cells (147). 
Regardless, despite the lack of DC changes, this increase in mass shows that MCMV-
serum was able to stimulate other changes in recipient spleens. 
 
MCMV infection does not overtly dysregulate putative pre-cDC compartment 
As mentioned above, Baranek et al. suggested DC loss could be due to a decrease in 
splenic DC precursors (pre-cDC), leading to turnover-without-replacement and a 
gradual DC attrition (48). Using flow cytometry to detect pre-cDC, they observed 
reduced numbers of splenic pre-cDC during MCMV infection We have also attempted to 
distinguish intrasplenic pre-cDC through the use of multicolor flow cytometry. Guided 
by the characterization of Naik et al. (114), we stained for cells that were Lin-  CD11cint 
SIRPαint CD43int (with Lineage markers represented by CD3, CD19, CD4, CD8, NKp46, 
and MHC II). The frequency of the population identified with this strategy was between 
.03-.05% of total splenocytes at steady state (Figure 22A), which matches what would be 
expected for pre-cDC (114). Unlike the Baranek et al. study, we did not detect any loss of 
this population during infection; in fact, numbers of these cells trended toward an 
increase (not significant) (Figure 22B). 
 
DC do not exhibit increases in apoptosis or necroptosis during MCMV infection 
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Since we did not detect a reduction in prec-cDC-like cells over the course of infection, 
we viewed inefficient replenishment of DC as a less likely explanation for DC loss. We 
next interrogated the fate of DC themselves during infection, turning to the investigation 
of cell death pathways. To test the hypothesis that increased DC death was indeed 
leading to their loss, we first analyzed DC death rates via multiparametric flow 
cytometry. We used Annexin V staining of surface phosphatidylserine and propidium 
iodide (PI) to detect loss of membrane maintenance and/or increases in cell permeability 
(respectively). 
 
Surprisingly, when spleens were harvested at 60 and 72 hpi (the window when DC 
numbers begin to decline), we did not observe increased indicators of cell death in the 
CD11chi DC compartment (Figure 23). Rather, the frequencies of Annexin V+ and PI+ 
CD11chi cells decreased over time from uninfected to 60 hpi to 72 hpi. This was in stark 
contrast to CD11b+ cells which exhibited increases in both Annexin V and PI positive 
frequencies at 60 and 72 hpi. 
 
While we were unable to detect increases cell death by these methods, the possibility 
remained that artifacts in the experiment were interfering with our ability to find dying 
DC. For example, if rapid in vivo clearance of infected DC is occurring or DC are dying 
off too quickly during ex vivo organ processing, we may not be able to accurately 
determine the degree of splenic DC death occurring during MCMV infection. Hence, we 
next aimed to interfere with traditional cell death pathways for apoptosis and 
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necroptosis (a.k.a. regulated necrosis) and assess any protective effects on splenic DC 
subset numbers. Generally speaking, caspase activation is an important step for the 
propagation of apoptotic cell death (148, 149). To block this, mice were treated with an 
irreversible caspase inhibitor, z-VAD-fmk. Necroptosis, on the other hand, is now 
known to rely on RIP3 kinase phosphorylation of MLKL (150, 151). We obtained mice 
deficient in RIP3 to investigate the role of necroptosis in DC death during infection (kind 
gift from Dr. John Lukens). Since treating cells with z-VAD-fmk can drive them toward 
necroptosis as a compensatory death pathway (152), we decided to investigate DC 
subsets in RIP3-KO mice with or without z-VAD-fmk treatment. This way, if necroptosis 
is playing an important role, both groups should exhibit DC retention vs RIP3-WT mice; 
whereas if apoptosis is the important death mechanism only z-VAD-fmk treated mice 
should manifest DC protection.  
 
Amazingly, neither experimental group exhibited improved retention of DC numbers at 
3 dpi (Figure 24A). Z-VAD-fmk treatment appeared to be working since mice treated 
with this inhibitor exhibited an increase in CD3 cell numbers (Figure 24B) and a 
proportion of T cells can undergo apoptosis during acute infection (153–155). We 
therefore infer that neither classical apoptosis nor necroptosis are involved in loss of 
splenic DC during MCMV infection. 
 
DC trafficking is a viable hypothesis 
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Our inability to detect increased DC death or rescue cells via disruption of death 
pathways spurred us toward attempts to track DC. We have performed preliminary 
studies to evaluate whether cellular migration is a reasonable hypothesis to pursue. We 
surveyed CD11c+ MHCII+ cells in peripheral sites 3 dpi – including blood, spleen, liver, 
kidney, lung, and mesenteric nodes. Since CD8 is specifically expressed on lymphoid 
tissue-resident DC, we hypothesized that, if splenic emigration is occurring, we should 
detect an increase in the representation of CD8+ CD11c+ MHCII+ cells at peripheral 
locations concomitant with their reduction in the spleen. Interestingly, we observed a 
potential increase in this population in the liver of infected mice (Figure 25A). Moreover, 
the increase appeared to track with the severity of splenic loss. Resistant Dk mice (rIgG) 
exhibited moderate levels of splenic CD8 DC loss accompanied by a similarly moderate 
increase of CD8 DC in the liver. On the other hand, Dk mice made susceptible by Ly49G2 
depletion (4D11) displayed a greater degree of both splenic loss and liver increase 
relative to the isotype-treated Dk mice (Figure 25A). We also observed an increase of 
CD11c+ MHCII+ cells in the blood (Figure 25B). However, we could not detect CD8 on 
these cells and they are likely monocyte/macrophage populations. Additionally, though, 
this could represent an increased presence of DC precursors in the circulation 
undergoing active differentiation. These cells may be shuttled to the liver during 
infection. Nevertheless, the data indicates that DC trafficking is a potential contributor to 
the decreases observed in splenic DC subsets. 
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In another attempt to assess DC migration, we injected a small bolus of fluorescent anti-
CD11c (PE conjugated; clone N418) into the bloodstream of mice 2 dpi. This will quickly 
circulate to the spleen and liver and label any DC present at the time of injection. The 2 
dpi time point was chosen since minimal DC loss has occurred at this time, allowing us 
to label the bulk of the population 24 h prior to their dramatic decline. We hypothesized 
this would allow us to track CD11c-PE accumulation at extrasplenic sites upon organ 
collection at 3 dpi. We would also be able to determine if any labeled cells were retained 
in the spleen with altered surface marker expression (i.e. DC loss due to cellular 
conversion). PE was chosen for the fluorescent tag due to its high level of stability across 
a range of pHs, temperatures, and light exposure times (156). 
 
We observed that there was no CD11c-PE staining on remaining DC from the spleens of 
infected mice (Figure 26A). This was puzzling since we were able to detect CD11c on the 
cells ex vivo with a separate Ab clone (HL3) conjugated to APC-Cy7. To determine if the 
APC-Cy7+ PE- cells had freshly upregulated or recycled their CD11c expression, we 
repeated the experiment but harvested spleens 30 minutes after CD11c-PE injection 
instead of 24 h. Again, we observed very little PE staining on DC from infected spleens, 
indicating that the Ab was unable to bind CD11c on DC in vivo at 2 dpi (Figure 26B). 
Interestingly, NK cell in vivo staining with CD11c-PE was unaffected by infection, 
showing that the inability of N418 to bind CD11c in vivo may be specific to DC.  
 
 



87  



88  
Discussion 
 
Like IFN-I toxicity toward DC, splenic DC fate is another topic that has been subjected to 
some unexplored assumptions. It used to be thought that once DC entered a lymph node 
(LN), they remained there until they died. However, it is now understood that a small 
fraction of DC are capable of emigrating from the node to enter the blood stream 
through the thoracic duct (30, 34). Hence, it is no longer believed that LNs are terminal 
organs for DC. What is still not well understood, however, is the trafficking potential of 
resident DC that develop within secondary lymphoid tissue (SLO). Are these cells 
migrating and entering circulation like peripheral tissue DC or are they a static 
population that never leaves its specific tissue? This question is even more prominent for 
the spleen, which can retain DC populations but does not actively recruit them (30). DC 
enter the spleen passively due to its connection to the circulation, but splenic flux 
beyond that is rather mysterious. Yet, based on the results obtained in this section, 
trafficking out of the spleen may indeed be a mechanism to explain DC loss from the 
spleen. Currently, this conclusion has been derived from a process of elimination 
thought process, as studies investigating other potential mechanisms have all yielded 
negative data. 
 
Work investigating the role of direct infection of DC by MCMV yielded evidence that 
this didn’t make logical sense as an explanation. Direct infection of DC is difficult to test 
due to the phagocytic nature of these cells. Many DC may take up infected cells or 
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material from infected cells, leading to false positives and an over-estimation of direct 
infection frequency. This is especially true for CD8 DC which are specialized for the 
uptake of dead or dying cells. Hence, the use of viruses encoding fluorescent proteins is 
not ideal for such studies. In addition, infiltrating monocytic cells may be included in 
DC populations from infected spleen if care is not taken to exclude these cells during 
flow cytometric analysis. Such cells are more prone to infection than DC in vivo (157) and 
therefore could artificially increase the estimation of infected DC. 
 
One study used a cre-expressing MCMV and a ROSA26-flox-STOP-flox-YFP reporter 
mouse strain to try to quantify DC infection (158). In these mice, MCMV infection 
excises the STOP codon preceding the YFP protein to allow for transcription from the 
ROSA26 promoter. However, ubiquitous expression from the ROSA26 promoter 
recapitulates many of the same issues as a virus encoding a fluorescent protein. It would 
be more precise to test this system with a mouse encoding a fluorescent protein 
downstream of the CD11c promoter or, better yet, the promoter for the DC specific gene 
zbtb46. This would significantly reduce background and potential for false positive 
results. These tools do not exist yet but are likely not far off. Despite the issues with 
these systems, though, there is a rough consensus in the literature that, at most, < 4% of 
DC are likely to be infected during peaks of infection (110, 120, 158, 159). This level of 
infection does not seem nearly high enough to explain the dramatic and rapid loss we 
observe. 
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A study performed by Andrews et al (136) examining DC infection suggests that 
infected DC are transitioning into “virally-altered DC” displaying reduced CD11c and 
greatly restricted MHC II expression, which is a potential possibility. However, there is 
little evidence presented to indicate that this CD11c+ MHC IIlo population which arises in 
their mice is not a separate, non-DC population altogether. These cells match the 
phenotype of both monocytes and NK cells which could both be increasing in 
proportion during MCMV infection. This could make it appear that DC progressively 
convert into “virally-altered” cells, when in fact DC numbers are dropping and an 
entirely different cell type is recruited or expanded. Furthermore, they show a near 
complete absence of cDC by 4 dpi, which would suggest near 100% DC-infection 
frequency (well above anything reported elsewhere). Considering these studies 
alongside our TLR stimulations and evidence for DC maturation during infection, we 
have concluded that there is no strong evidence for direct infection as a major source of 
splenic DC loss. 
 
While examples of NK cell cytolytic killing of DC populations exist in the literature, 
there is really no evidence that this occurs during MCMV infection. The data from our 
lab showing sustained DC loss in the absence of NK cells corroborates the results seen 
by others. Andrews et al. showed that NK depletion in B6 mice, which normally retain 
their DC, resulted in significant loss of CD8 DC during MCMV infection (106). Mitrovic 
et al. has also investigated the role of NK cytotoxicity using mice deficient for the 
cytolytic protein perforin. They do not show the data in their report, but relate that they 
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witness dramatic reductions in cDC during MCMV infection of the perforin-knockout 
mice (110). Presumably, therefore, DC loss is not reliant on perforin-dependent 
cytotoxicity from NK cells (or T cells). This collection of evidence rules out a role for NK 
in enforcing DC loss. 
 
Since DC activation precedes loss, we have considered the possibility for an activation-
induced cell death mechanism. Logically, TLR stimulation would be a strong candidate 
as the inducer of this type of pathway since they are directly upstream of IFN-I 
expression. This could explain why IFN-I appeared responsible for DC loss. If DC were 
dying in response to TLR activation, IFN-I expression would be inherently correlated to 
the phenotype. 
 
However, one puzzling aspect from the TLR data is that CD4 DC are reduced in 
response to stimulation of TLR they do not express. CD4 DC lack expression of TLR3 
(27, 28) but still exhibit strong loss following poly I:C injection, suggesting CD4 DC loss 
is not dependent on direct activation by TLR3. Hence, the implication is that CD4 DC 
numbers are being regulated by stimulation of a separate, TLR3+ cell. Alternatively, CD 
DC could be responding to TLR3 through cytosolic DNA sensors (e.g. MDA-5), but 
stimulation of these sensors generally require an additional reagent to target poly I:C to 
the cytosol after injection. This line of evidence indicates direct TLR stimulation is not 
necessarily involved in the DC loss, but to conclude this firmly we will need to run 
experiments with MyD88 and TRIF knockout DC. These studies will likely require 
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mixed BM chimeras since we will need to directly compare WT and KO DC to 
determine the cell intrinsic effects, much like what was done in figure 14 for IFN-I 
effects. 
 
Interestingly, the TLR data do present the possibility that DC loss is being regulated in a 
cell-exogenous manner. DN DC express some TLR3 (but not to the same levels as CD8 
DC), which could indicate that TLR3 stimulation is responsible for the loss of these cells. 
However, they also express significant levels of TLR7 and 9 but exhibited no loss in 
response to imiquimod, CpG-A, or CpG-B. This further indicates loss is not a general 
effect of TLR stimulation and may require activation of an accessory cell. CD8 DC 
express both TLR3 and 9, but not TLR7. In light of this, direct stimulation of these cells 
could be leading to their loss since only poly I:C and CpG-B induced their attrition. 
However, it is still unclear why CpG-A would have no effect while CpG-B potently 
induces loss. This will require more in depth analysis of the similarities and differences 
between CpG-A, CpG-B, and poly I:C to discern aspects (e.g. cytokines, cells activated, 
morphology and localization changes in the spleen) of each response that correspond to 
DC loss. 
 
While our initial experiments have indicated soluble factors are not responsible for DC 
loss, this finding still requires independent verification. The serum transfer study, while 
interesting, has distinct caveats that prevent firm conclusions from being made. First is 
the fact that a 1:1 transfer of serum (serum collected from 3 mice and transferred into 3 
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mice) means there is still at least a 50% dilution of any factors present. Once the material 
is injected into the blood stream of the recipient, the infected serum fraction is, at most, 
half of the total serum volume of in the mouse. Additionally, we only administered a 
single bolus of serum, which likely differs from the cumulative, sustained production of 
cytokine that is likely occurring during active infection. With this in mind, it may be 
necessary to administer serum as a concentrated bolus or via repeated transfers to see a 
significant effect. Another potential issue is that the serum was administered 
systemically. Hence, if local concentration or intrasplenic gradients are important in any 
way, these effects will not necessarily be recapitulated. This requires more in depth 
experimentation to make firm conclusions about the role of secreted factors and future 
work will address these issues. However, what can be taken from this data currently is 
that there does not appear to be a potent, soluble regulator of DC numbers present in ~2 
d-infected serum, the peak of cytokine production. 
 
Similarly, our work on cDC precursors (pre-cDC) is far from conclusive. To truly call 
these DC precursors, we will need to confirm the capability of the population to 
exclusively generate cDC upon transfer into hosts and in culture. Once we verify the 
homeostatic population as a true pre-cDC, we will need to isolate the cells from infected 
mice and test their differentiation potential. This is important since they may be 
functionally impaired. If pre-cDC are unable to differentiate in an MCMV environment, 
the fact that we do not see the population decrease in numbers during infection becomes 
a moot point. 
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While we cannot yet make firm conclusions about the impact of MCMV on DC 
precursors, we do have good data indicating that the cells are not being remove through 
apoptosis or necroptosis. Our inability to detect increased DC death or restore DC 
numbers by death inhibition strongly indicates that these mechanisms are not 
responsible. Interestingly, while DC generally have fairly rapid turnover times at steady 
state (107, 160) they aquire resistance to some forms of death signaling after 
activation/maturation. For example, immature DC are susceptible to the external 
pathway of Fas-mediated cell death, but upon activation become resistant to Fas 
engagement (161–163). Interestingly, they also increase anti-apoptotic proteins in 
response to IFN-I and/or TNF signaling (48, 164). 
 
Since we have found no role for cell death, DC trafficking has become a main focus 
moving forward. This is, however, a daunting task which will likely require innovative 
models and strategies to investigate. Ideally, we need a way to track DC that originated 
specifically in the spleen and detect them leaving, in transit, and increasing in numbers 
at another anatomical location. Without knowing where the DC might go, though, we 
are currently unsure where to look to detect increased accumulation of spleen derived 
DC. However, our initial results from figure 25 suggest the liver is a good candidate. 
Moving forward, future studies on trafficking will require use of zbtb46gfp mice, since 
this will allow us to define DC populations with minimal effort and high specificity. 
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However, we will still require a way to specifically mark spleen DC at some point. 
Without a way of determining the source location of the liver CD8 DC, we will be 
unable to know if they immigrated from the spleen or are locally 
expanded/differentiated, recruited from the blood, or entering from a lymph node. Also, 
the apparent correlation between increased cells in the liver and splenic loss could be 
due to differing levels of prolonged inflammation and sustained viral loads in the G2+ 
NK depleted mice. This is something we are looking into (perhaps through exploiting 
tissue specific promoters), but time will be required to develop a suitable strategy. 
 
This work has begun the exploration of IFN-I-independent mechanisms of DC loss, but 
there is still a great much to be done on this topic. It is difficult to draw firm conclusions 
from the experiments presented here due to the lack of clear positive results, but some 
elements are clear. We now know that virus and NK are not required for DC loss and 
strong DC activation precedes the phenomenon. We also know that the process can 
occur in the absence of virus, but may be dependent specific types of 
stimulation/inflammation. The role of soluble factors merits more investigation, but for 
now it appears there is no potent toxicity present in infected serum. This means that, if a 
soluble component is involved, it could be dependent on local production in the spleen 
or in vivo gradients that are not recapitulated by serum transfer. Additionally, we have 
not observed significant fluctuations in a putative pre-cDC population and the fact that 
IFNAR blockade or knockout does not increase DC numbers suggests that IFN-I is not 
impairing splenic precursor populations. To date, we have not observed a role for 
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apoptosis or necroptosis, but this does not rule out the possibility of alternative 
mechanisms of cell death. Apparently, there is a mechanism of B cell and DC death that 
is driven by MHC II and is independent of caspase activation but dependent on 
mitochondrial calcium flux (165–168). This may merit investigation as well. 
Alternatively, a role for cell trafficking has not been formally ruled out, but this will 
require sophisticated systems to investigate thoroughly. Overall, what we have seen so 
far is a process that is dependent on inflammatory stimuli leading to DC activation 
followed by rapid loss, either through migration or alternative death pathways. 
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CHAPTER III – Licensed Ly49G2+ NK Cells Enhance Splenic DC Recovery 
 
Introduction 
 
In addition to their prominent role in innate immune protection during viral infection, 
recent reports have shown NK cell responses can also lead to dampened T cell immunity 
(169). This can occur through either direct T cell killing or reducing the amount of 
antigen available for DC priming of virus-specific T cells (63, 110, 170–172). Despite 
these findings, we have previously shown that licensed NK cells which can specifically 
respond to MCMV infection promote an accelerated accumulation of virus-specific T 
cells and efficient viral clearance (109). Since MCMV is well known for modulating 
dendritic cell (DC) numbers during infection, it is possible that the retention of these 
cells influences the kinetics of T cell priming. Indeed, Stadnisky et al showed a rapid 
recovery of splenic DC in mice with an efficient licensed-NK cell response. Here, we 
investigated the ability of the Ly49G2+ NK cells that have been licensed by self 
expression of H-Dk to support DC recovery during MCMV infection. 
 
It is well known that there is intimate cross-talk between NK and DC. Previous work has 
shown that Ly49H+ NK cells play a significant role in preserving DC populations during 
MCMV infection (106). In the Ly49H model, DC are essentially preserved with no 
significant initial loss, although one could imagine that pushing the dose high enough 
would manifest DC loss similar to susceptible mice. One particularly interesting 
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observation from our MCMV studies in the C57L background is that despite an initial 
DC loss, mice with a licensed Ly49G2 population mounted a protective NK response 
and rapidly reconstituted their DC compartment within ~24-36 h of loss (Figure 3 & 
(109). This contrasts with what has been observed in other resistant strains and strains 
lacking efficient NK protection. Rather than resulting in DC maintenance (other resistant 
mice) or prolonged DC suppression (susceptible mice), we observed a third profile 
marked by initial DC loss followed by rapid reconstitution. We therefore hypothesized 
that the licensed NK response could be promoting DC expansion and recovery. 
 
 
Results 
 
Ly49G2+ NK cells are necessary for rapid DC recovery 
Both Dk and Db mice contain Ly49G2+ NK cells (G2+ NK), but only mice expressing the 
MHC I-Dk allele license this population at steady state. To address a potential role for 
licensed NK cells in promoting DC recovery following MCMV-induced loss, we first 
looked at DC in infected Dk and Db strains at time points after loss. Our earlier 
experiments with these MHC I-disparate mice clearly revealed the importance of the Dk 
molecule in rapid DC recovery at 4 dpi (see Figure 3). In fact, by 4 dpi, DC subsets from 
Dk mice trended toward increased numbers relative to uninfected mice (red lines = 
average number of DC seen in uninfected mice).  
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We also examined a specific role for G2+ NK cells in splenic DC protection and recovery. 
Depletion of G2+ NK cells prior to MCMV infection increased the severity of DC loss in 
Dk mice to similar levels as those seen in Db animals at 3 dpi (Figure 27A). Furthermore, 
G2-depletion abrogated the rapid accumulation of splenic DC observed in Dk mice; 
rather, splenic DC numbers remained low through 4 dpi (Figure 27B). Hence, even in the 
presence of residual NK cells, the licensed G2+ NK cells are necessary for Dk mice to 
efficiently reconstitute splenic DC during MCMV infection. 
 
Ly49G2+ NK cells interact with DC 
NK cells have been shown to acquire surface proteins via a process termed 
“trogocytosis” (cell eating) (42, 173–176). Upon interacting with other cells, NK sample 
their partner’s membrane, allowing the transfer of surface molecules to the NK. An 
example of this is the transfer of MHC II which is highly expressed on DC. The NK cells 
themselves do not express mRNA transcript for MHC class II production, but, upon 
generating cell-cell contacts with DC, acquire enough surface MHC class II protein for 
clear detection during flow cytometric analysis (42). This is, therefore, a surrogate 
marker for interactions between NK and DC in mice. We evaluated this phenomenon in 
by staining for MHC II on the surface of NK cells during infection. NKp46+ cells from Dk 
mice displayed greatly increased staining intensity of surface MHC II by 54.hpi when 
compared to uninfected MHC II levels (Figure 28A). NK cells from Db mice also had 
increased surface levels of MHC II compared to uninfected mice, but this paled in 
comparison to the increase seen from Dk mice (Figure 28A). When NK cells from Dk mice 
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were separated into Ly49G2+ an Ly49G2- subsets, there did not appear to be a preference 
for MHC II acquisition by either subset. Slightly over 50% of G2+ and G2- cells had 
increased MHC II staining. Hence, NK-DC interactions are generally increased during 
MCMV infection in the presence of a specific licensed NK response. 
 
Licensed Ly49G2+ NK cells protect splenic DC accumulation in Dk mice 
DC recovery and accumulation above homeostatic levels in Dk mice prompted us to 
investigate if they were expanding in response to NK-mediated virus control. For this, 
we used BrdU incorporation assays as a measure of proliferation (pulse of BrdU 
administered 3 h prior to analysis). At 90 hpi, Dk mice had more BrdU+ CD11b DC, both 
in terms of absolute numbers and frequency, than uninfected mice (Figure 29). In 
contrast, the CD11b DC from Db mice had a slightly increased frequency of BrdU+ cells, 
but no increase in numbers over uninfected mice. This suggests that both strains have 
more cells undergoing division during MCMV infection (i.e. increased rate of 
proliferation), but only the Dk mice are able to maintain their CD11b DC population in 
substantial numbers. We observed similar results with the splenic CD8 DC subset. Both 
Dk and Db mice exhibited increased BrdU frequencies at 90 hpi, but only Dk mice 
displayed increased numbers (Figure 30). This, again, indicated that DC from both Db 
and Dk mice had proliferated during the 3 h BrdU pulse and were cycling at higher rates 
than uninfected mice, but only Dk mice were capable of retaining numbers within both 
subsets. In other words, Db mice were unable to accumulate DC numbers in the spleen 
despite increases in proliferation rates over uninfected mice.  
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Productive Ly49G2+ NK-licensing is required for enhanced DC recovery during MCMV 
infection 
We have shown previously that, in bone marrow chimeric mice, productive licensing of 
Ly49G2 NK cells requires Dk expression on both hematopoietic and non-hematopoietic 
cells (78, 100). Using C57L mouse strains with differential expression of a Dk transgene 
(C57L.Tg-Dk (a.k.a. Tg or T) and C57L littermates (a.k.a. non-Tg or N)), we generated 
bone marrow (BM) chimeras. Chimeras were created by reconstituting T host mice with 
either T or N donor BM (T:T and N:T) as well as reconstituting N host mice with T donor 
BM (T:N). Of these combinations, only the T:T mice will have homogeneous expression 
of the Ly49G2-licensing ligand Dk. In the other chimeras, G2+ NK are only exposed to Dk 
expression on the hematopoietic (T:N) or stromal (N:T) compartments. Despite 
availability of Dk in all mice, only the T:T chimeras exhibited productive G2+ NK 
licensing and MCMV control (100); demonstrating the importance of MHC expression 
by both hematopoietic and non-hematopoietic cells for proper NK licensing and 
responsiveness.  
 
Thus, we assessed DC recovery during MCMV infection in the context of fully 
competent or impaired licensed-NK cells. The results from these chimeric mice 
confirmed our previous results that DC recovery tracks with licensed NK cells. At 90 
hpi, only the T:T chimeras exhibit increases in DC numbers (Figure 31). Hence, DC 
recovery is not due to expression of Dk on the DC, since low DC numbers were 
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maintained in T:N mice. Rather, the results suggest that, in this context, NK cell 
licensing is important for DC recovery. 
 
DC suppression is dependent on virus dose 
We next assessed if DC loss was responsive to virus dose and if this could overcome any 
protection granted by NK. Since mice without licensed G2+ NK always exhibit higher 
residual virus levels, we wanted to examine DC recovery in a situation where virus 
levels were equal between Dk and Db mice.  
 
We have run experiments investigating this by infecting mice with a range of virus 
inoculums ranging from 2x104 PFU to 1x105 PFU MCMV. The results indicated that 
retention of cDC in Dk mice was dose dependent up to a point (see Figure 2). Doses of 
5x104 and 1x105 PFU exhibited essentially the same degree of DC loss, but both were 
more severe than the 2x104 PFU dose. Hence, the degree of DC loss at 3 dpi can be 
modulated in resistant mice. 
 
We next investigated the impact of higher doses on DC recovery. When infecting with 
inoculums between 2-5x104 PFU, we see robust DC recovery in Dk mice by 4 dpi (see 
Figure 3). We wanted to test the hypothesis that licensed NK cells provide a direct 
benefit to DC. If this is the case, Dk mice should display strong DC recovery regardless 
of virus dose. Therefore, we compared DC recovery in Dk mice infected with 1x105 PFU 
to Db mice infected with 1x103 PFU. (According to previous experiments, we knew these 
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doses should result in similar virus levels between the two groups 4 dpi). We also 
included a group of Dk mice infected with 1x104 PFU MCMV. We knew this group 
would exhibit strong DC recovery 4 dpi and planned to use it as a benchmark for 
“expected” DC recovery.  
 
The results revealed that, while we saw high numbers of DC in the 1x104-infected Dk, 
DC did not recover in the Dk mice infected with 1x105 PFU (Figure 32A). DC numbers 
were comparable between the high-dose Dk and low-doseDb mice (Figure 32A). As 
planned, virus levels were also similar between these two groups (Figure 32B). This 
indicates that sustained virus levels is likely a key factor regulating DC numbers.  
 
MCMV-induces prolonged DC suppression in mice without Ly49G2+ NK control 
Since NK cell-mediated restriction of MCMV appeared to be a key element governing 
DC recovery, we next investigated the extent of DC suppression in the absence of an 
efficient G2+ NK response. In the context of licensed G2+ NK cell MCMV control (Dk 
mice), we observed that splenic DC numbers (both CD8 and CD11b subsets) were 
recovering by 90 hpi and exhibited a robust expansion by 6 dpi which began returning 
to baseline by 12 dpi (Figure 33). However, in mice lacking the protective G2+ NK 
response (Db), DC numbers displayed a different pattern. The CD8 DC subset was 
affected most severely, exhibiting extremely low numbers through 6 dpi but finally 
recovering by 12 dpi. CD11b DC appeared to mostly recover by 6 dpi, but the effect was 
rather variable between mice, with some animals still well below baseline cell numbers 
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(Figure 33). Interestingly, the results show that Db mice exhibit a DC expansion around 
12 dpi, while DC from mice with a licensed NK response are contracting (Figure 33). 
This appears to coincide with a time frame when these mice have finally significantly 
controlled their MCMV levels(109). 
 
A specific NK response accelerates DC accumulation 
Although sustained virus levels appear to be a dominant element controlling DC 
suppression, we wanted to know if a specific NK response might enhance DC expansion 
following the restriction of viral load. We compared DC numbers at defined time points 
following injection of a general NK stimulus (poly I:C; TLR3 agonist and strong inducer 
of IFN-I) or a specific NK stimulus (MCMV; specific stimulus for licensed G2+ NK in Dk 
mice). Poly I:C alone causes a transient inflammation without any antigen for specific 
recognition or a replicating agent to sustain DC suppression. MCMV, on the other hand, 
will generate a specific response in G2+ NK and cause sustained DC suppression in mice 
without Dk.  
 
Interestingly, we did not observe DC loss in Dk mice during this experiment, likely due 
to the dose and stock used. However, since Db mice gradually lost DC populations over 
the course of the experiment the stock used was clearly capable of causing infection and 
DC suppression. This must mean that the Dk mice rapidly controlled the MCMV 
infection. Despite such a rapid control of virus, we still observed robust expansion of 
splenic DC subsets from 60-96 hpi (Figure 34 A&B). Hence, DC accumulation follows the 
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licensed response even when virus levels do not reach suppressive levels. Moreover, this 
expansion happens rapidly in the context of a licensed G2+ NK response, potentially 
faster than DC recovery after poly I:C.  
 
During MCMV infection, pronounced DC loss generally occurs at 3 dpi (see Figure 27). 
Following poly I:C, significant loss begins at 36 h post injection (Figure 34). Yet DC 
recovery happens by 4 d in both scenarios. Essentially, this means DC recovery takes 
about 60 h after poly I:C and 36 h during MCMV. Unfortunately, the CMV and poly I:C 
groups in figure 34 are not easily compared, but the individual pattern of each supports 
the hypothesis that a specific NK response can induce rapid accumulation of splenic DC 
subsets, possibly with accelerated kinetics compared to homeostatic reconstitution. 
 
DC expansion is not exclusive to Ly49G2 responses 
To further evaluate the potential benefits of a licensed antiviral response on splenic DC 
populations, we compared our Ly49G2+ NK model to Ly49H-mediated control. The 
hypothesis here being if licensed NK are specifically supporting DC numbers, we should 
see DC expansion in mice with a G2-mediated response and not in those reliant on an H-
response. We wanted to compare these systems on the same genetic background and 
generated two new mouse strains. To produce licensed Ly49G2+ NK cells in B6 mice, we 
introgressed our Dk transgene and the C57L NKC into the B6 background using 
traditional speed congenic approaches (90). This resulted in two new strains: B6.Tg-
Dk.NKCb6 and B6.Tg-Dk.Cg-NKCl. While both strains express MHC I-Dk, only the mice 
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with NKCl express a Ly49G2 that binds and licenses on it. The NKCb6 mice, on the other 
hand, express the activating receptor Ly49H, which mediates MCMV recognition and 
control by recognizing the viral protein m157. Using these mice, we compared DC loss 
and expansion in the context of a licensed G2 response or unlicensed H response. 
Splenic DC were analyzed 2, 4, and 6 dpi. As expected, the NKCb6 mice did not lose DC 
during the course of the experiment. However, DC loss was observed in the NKCl at 4 
dpi (Figure 35). At 6 dpi, both strains expanded their splenic DC populations to similar 
levels. This suggested that H-dependent MCMV control can also promote DC 
expansion. According to these results, the important element for DC accumulation 
appears to be the ability to mount a specific response to infection  
 
 
Discussion 
 
While we have published extensively on the ability of licensed G2+ NK to control 
MCMV (77, 78, 100, 109), this is the first time we have formally shown a requirement for 
these cells in DC recovery and maintenance via several approaches. Infecting mice 
without the licensing ligand (Dk), an intact G2+ NK population, or productive licensing 
due to chimeric MHC I expression all lead to an inefficient NK response and inability to 
recover DC in a timely fashion. In fact, these mice exhibit suppressed DC numbers for 
extended periods (through 6 dpi) while mice with licensed G2+ NK cells promote 
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splenic DC accumulation. Hence, we show that licensed G2+ NK are critical to 
enhancing DC reconstitution kinetics. 
 
It has long been appreciated that NK and DC engage in extensive crosstalk. Since initial 
work by Fernandez et al. showed DC are capable of directly triggering NK to recognize 
target cells (177), there has been an underlying interest in the field to better define their 
interactions. Another early study showed that the crosstalk is truly bidirectional. 
Mocikat et al. found that, in response to injection of MHC class I-low targets, NK cells 
primed DC to initiate an adaptive CD8 T cell response (178). The work performed in this 
section extends our knowledge of the interactions between licensed NK cells and DC 
during MCMV infection. 
 
While Ly49H-dependent control of MCMV has been shown to essentially preserve 
splenic DC during MCMV infection (46, 110), we observe a unique pattern of dendritic 
cell regulation with G2+ NK-mediated control. In our model, resistant mice first lose, 
then quickly recover, and finally expand their splenic DC populations over the course of 
infection. To our knowledge, there has been very little investigation into the dynamics 
and fate of the DC compartment beyond 4 d post-MCMV and it is unclear if this late 
expansion occurs in other models of MCMV control. 
 
Furthermore, it is still unclear what this expansion means for the immune response. 
Presumably, having a transiently expanded DC compartment between 4 and 12 dpi 
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would be beneficial for rapidly priming a robust T cell response. This matches well with 
our previously published work and unpublished data from ongoing studies (109), but 
we have not yet proven a role for increased DC numbers in enhancing the T cell 
response. For the time being, though, it is a valid hypothesis. 
 
If this is the case, our work becomes incredibly interesting from a vaccine development 
standpoint. A means of exploiting NK-DC crosstalk to enhance adaptive responses 
priming is a clear interest in the field. In general, there has been a focus toward using 
innate immune mechanisms to enhance vaccine efficacy, both for protective and 
therapeutic vaccine strategies. The concept of using dendritic cells for cancer vaccines 
has been around for years and is still a popular approach being developed and refined 
as a clinical tool (87, 179, 180). Recently, there has also been interest in taking advantage 
of NK cells as DC vaccine enhancers (89, 181). We have seen clear evidence in these 
studies that licensed NK are viable candidates for such tasks. 
 
One of the strongest observations made from the above data is that DC are unable to 
recover efficiently in the presence of elevated virus levels. This is made clear by figure 32 
in which increasing the viral inoculum resulted in sustained virus at levels similar to 
those seen in mice without licensed NK protection. Both of these groups failed to 
recover and expand their splenic DC, indicating that virus control is the primary benefit 
of licensed NK in these studies. Hence, an efficient NK response establishes an 
environment conducive to DC accumulation. This is supported by the BrdU 
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incorporation data. Dk mice have comparable frequencies of BrdU+ DC to Db mice which 
means their compartments are proliferating at similar rates. However, the accumulation 
of cells seen in Dk mice implies that the environment is conducive to DC retention.  
 
If trafficking is involved in DC loss as, Chapter II may suggest, perhaps this is due to 
protection of stromal cells that produce CCL19 and 21 or at least reducing viral 
interference with these pathways. Such an effect has been seen by Benedict et al. (159). 
MCMV infected spleens express less CCL21, a ligand for CCR7 and an important factor 
for bringing cells into the T cell zones of lymphoid tissue. DC upregulate CCR7 upon 
activation and this generally allows them to interact with T cells during inflammation. 
However, if the levels of CCL21 are reduced enough it may lead to impaired DC 
retention upon upregulation f CCR7. Hence, licensed NK cells may be supporting 
stromal cells and chemokine networks to keep maintain proper localization of DC and 
other immune cells. 
 
Additionally, since our data suggested DC themselves weren’t necessarily proliferating 
at a higher rate, the increased number of BrdU+ DC from Dk mice could imply greater 
precursor efficiency for DC differentiation in the context of licensed NK cell virus 
control. One hypothesis is that licensed NK cells could be secreting Flt3 ligand (Flt3L) to 
support DC generation. Apparently, in the spleen, Flt3Lexpression by immune cells is 
required for the development of local DC (182). Furthermore, NK cells secrete the most 
Flt3L compared to other immune cells (182). This is an interesting prospect because 
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Flt3L is also required for developing DC to become competent inducers of NK 
activation, particularly during MCMV infection (183). DC from mice with a defect in Flt3 
signaling succumb more easily to MCMV infection due to suboptimal crosstalk of DC 
with NK. 
 
While virus control appears to be the most critical function of the licensed NK cell does 
not preclude the possibility that they could still have additional roles in enhancing DC 
recovery. It is very interesting to note that NK are exhibiting immune-regulatory effects 
early on during MCMV infection. By 54 hpi, mice with a licensed G2+ NK response 
exhibit an NK cell compartment that has undergone extensive interactions with DC – as 
exhibited by increases in MHC class II on NK cells. The fact that MHC class II 
acquisition is much less dramatic on NK cells from susceptible Db mice is telling, but it is 
also quite interesting that all NK cells in Dk mice derive a benefit from having licensed 
G2+ NK cells. The MHC class II increase is not limited to G2+ NK. Rather, it appears to 
be equally spread around the NK compartment, implying that all NK subsets are 
interacting with DC to a greater degree. Somehow, the licensed G2+ NK cells are 
enforcing an environment conducive to crosstalk during the first 54 h of the response to 
MCMV. This function could be critical in enhancing vaccine efficacy and merits further 
study. 
 
An indication that the licensed NK could be providing an additional benefit to DC 
recovery is seen when comparing the time to recovery/expansion between poly I:C 
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treatment (Figure 34) and infected Dk mice. While both scenarios induce inflammation, 
DC loss, and NK cell activation, only MCMV will generate a licensed response due to 
specific MCMV recognition by the G2+ NK. In this comparison, an infected Dk mouse 
will generally lose DC on d 3 and recover by d4, followed by a period of increased DC 
numbers. In the case of non-specific NK activation with poly I:C, however, DC are lost 
by d 1.5 and do not recover until d 4. While this is not a conclusive analysis, it does 
provide evidence for the hypothesis that post-infection DC recovery in the presence of a 
licensed NK response is faster than baseline repopulation. 
 
Interestingly, by 12 d, Db mice appeared to have an expansion of DC similar to what was 
seen in Dk mice between 4 and 6 dpi. This would suggest that expansion of DC can occur 
in the absence of a specific NK response, but it is difficult to claim this conclusively. A 
variety of factors could be at play by 12 dpi. For example, maybe the T cell response to 
virus is contributing to DC expansion or perhaps by this time there has been a shift in 
the infection to allow specific recognition by another NK subset. The result from our B6 
strains also indicate that DC can expand independently of a licensed response. The 
indication from the B6 mice was that a Ly49H dominated response is capable of 
allowing splenic DC to increase their numbers, hence reinforcing the primacy of virus 
control for DC expansion. However, there is still a possibility that licensed NK are 
playing a role in the B6 mice. Ly49A is an inhibitory receptor encoded by the B6 NKC 
and it can also bind to Dk, similar to Ly49G2 from C57L mice. Ly49A is expressed at 
much lower levels and on fewer NK cells than Ly49G2, but it is possible that Ly49A is 
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generating a licensed response in our B6.Dk-NKCb6 mice and influencing DC recovery. 
We will have to test this further by including B6 mice without Dk expression as a 
comparator. 
 
In summary, this work shows a dominant role MCMV titers in enforcing DC 
suppression. Some aspect of the licensed NK cell allows for enhanced DC interactions, 
likely leading to full functionality of the NK response. Furthermore, the presence of the 
licensed NK allows permits the rest of the NK compartment to interact with DC as well. 
The mechanism and outcome of this in our model is currently unknown, but NK-DC 
interactions generally increase functionality of one or both of the cells. If virus cannot be 
cleared efficiently, elevated levels of virus are driving conditions that maintain low 
splenic DC count. Hence, the foremost function of the licensed NK cell from Dk mice is 
to accelerate virus control. This control establishes conditions that protect the 
accumulation of DC that are proliferating in the spleen. In conditions without efficient 
control, DC proliferation appears to be occurring, but sustained virus levels are inducing 
either rapid efflux or rapid elimination of any DC that arise in the spleen. Hence, a 
licensed G2+ NK cell is promoting the recovery of splenic DC. 
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CONCLUSIONS & FUTURE DIRECTIONS 
 
Interestingly, recent work for both type I IFN and NK cells has highlighted the duality of 
each in terms of their abilities as immune modulators capable of either benefiting or 
hindering immunity. While the many beneficial effects of IFN-I have been long 
appreciated and range from directly limiting viral spread to B cell activation and class 
switching (49), there are circumstances in which the benefit of IFN-I is markedly 
diminished. For example, during chronic LCMV infection (clone 13), two groups have 
found that blocking the IFN-I receptor results in a relief of immunosuppression and 
enhanced clearance of persistent virus (44, 45). NK cells are now also known to manifest 
a diverse array of functions. Like IFN-I they are involved in limiting early virus spread 
by recognizing and eliminating infected cells. They can also participate in the switch to 
adaptive immunity through their feedback on DC (35, 84, 89, 181). However, recent 
evidence also points to NK cells restricting immunity and persistent virus control (171). 
Depletion of NK cells from mice latently infected with LCMV results in a renewed T cell 
response and improved viral clearance. Intriguingly, IFN-I has come up frequently as a 
modulator of the immune dampening potential of NK cells. Two studies have shown a 
role for IFN-I in protecting virus specific T cells during an immune response, although 
they cited different mechanisms of action. Crouse et al. found that CD8 T cells reduced 
their levels of NK-activating ligands in response to IFN-I signaling which allowed them 
to escape NK killing (63). Xu et al., on the other hand, observed increased expression of 
MHC class I and Ib by CD8 T cells in response to IFN-I. This protected the T cells by 
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binding NK cell inhibitory receptors, signaling them to spare the T cells (170). Yet 
another report, by Madera et al., showed that IFN-I was necessary for NK cell expansion 
in response to viral infection (64). Without IFN-I signaling, proliferating NK cells 
increased their expression of activating ligands for the NK receptor NKG2D, making 
them susceptible to fratricide. 
 
However, it is important to keep in mind that many of these detrimental scenarios occur 
in an artificial system (i.e. complete lack of IFN-I signaling) or in the context of a viral 
infection that has evolved to destabilize the immune response for prolonged periods. 
Here, we have investigated the interplay between MCMV-induced inflammation and 
licensed NK-dependent virus control and the ensuing impact on integrity of the 
dendritic cell compartment. Overall, we observed minimal negative impacts of IFN-I 
and a direct benefit of licensed NK cells on splenic DC numbers. Hence, in the context of 
an effective, licensed NK cell response to infection, the pathogenic properties of IFN-I 
and NK cells appear largely mitigated in favor of cooperation and an optimized antiviral 
response. 
 
IFN-I impact on DC 
 
We showed that splenic DC subsets differ in their sensitivity to loss in general and, 
specifically, in their susceptibility to IFN-I. The DN DC subset is most resistant to 
MCMV-induced loss, but appears to be most sensitive to IFN-I regulation. CD4 DC, on 
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the other hand, are severely decreased during MCMV infection but in a largely IFN-I 
independent manner. This distinction is an important point due to our minimal 
knowledge about the differences between DN and CD4 DC. The fact that these two 
subsets are so often combined as the “CD11b+” or “CD8- “ subset and analyzed together 
is potentially troubling since we understand so little about the potential differences that 
may exist between them. The most detailed information to date describing these cells 
comes from work by Lewis et al. (23). As stated previously, they determined that Notch2 
signaling controlled development of the CD4 DC subset specifically and that mice 
deficient for this population had severe impairments in CD4 T cell priming. On the other 
hand, the DN subset exhibited greater capacity for cytokine (IL-12, TNF) production. 
We are just now beginning to define the differences between DC within the CD11b 
subset, but our finding of divergent sensitivity to IFN-I regulation contributes to this 
knowledge. 
 
CD8 DC numbers showed a small, generally insignificant increase in response to 
removal of IFN signaling, but loss in response to MCMV is maintained regardless of 
IFN-I signals. Of the splenic subsets these cells are the best characterized to date. CD8 
DC are premier cross-presenters, able to take up exogenous proteins or dead/dying cells 
and process the material for display on MHC class I. These cells rely on the Batf3 
transcription factor for development and initial work with Batf3-KO mice by Hildner et 
al. (22) proved the importance of this population for CD8 T cell stimulation, in response 
to viral infection as well as tumor challenge. Interestingly, infection of Batf3-KO mice 
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with MCMV gives mixed results. Initial priming of virus specific T cells is greatly 
impaired in Batf3-KO, but as the infection progresses, direct presentation is capable of 
simulating an inflationary T cell response (184). A similar finding was reported by Ong 
et al. when they used a CpG reagent to transiently deplete DC before infection (103).  
 
There are issues with these experiments, however since IL-12 signaling can induce 
development of CD8 DC in Batf3-KO mice and pretreatment with CpG is going to prime 
the immune system prior to infection. More definitive studies are needed to truly rule 
out an important role for CD8 DC during MCMV infection. However, the fact that cross-
presenting DC appear dispensable during MCMV infection does not reduce their 
general importance. Hence, our conclusions extend beyond MCMV since we have 
essentially investigated the necessity of IFN-I in establishing a condition of reduced DC 
numbers. From this work, we can strongly conclude that IFN-I signaling is not required 
for loss of CD8 and CD4 splenic DC. 
 
Alternative mechanisms of DC loss 
 
While IFN-I may participate in DC loss on some level, especially for DN DC, it is quite 
clear that the bulk of DC loss within the CD8 and CD4 subsets is sustained in the 
absence of IFN-I signaling. Therefore, there must logically be other factors with a strong 
ability to drive DC loss during infection. Due to the assumption that IFN-I was 
responsible for DC toxicity, the area of alternative regulation has remained largely 
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unexplored in the literature. We have been unable to definitively implicate another 
source of DC loss as of yet, but the experiments here allow us to refine the future of the 
investigation. Thus far, we can firmly conclude that DC loss occurs via a mechanism that 
is pDC-independent, NK-independent, virus-independent, IFNAR-independent, but 
inflammation dependent. It is likely that DC activation and maturation plays a role in 
sensitizing them to this mechanism of loss, but this will require further study. The fact 
that DC loss can proceed independently of IFN-I is an important advance in the field 
itself, though. This has been fully unappreciated until now, which will allow us to 
further pursue alternative mechanisms of DC loss during inflammation. 
 
The CpG reagent results present an interesting opportunity for future study. Since both 
signal through TLR9 but have completely divergent effects on DC. While the CpG-A 
reagent generated no loss in any DC subset, CpG-B treatment resulted in substantial 
decreases in CD4 and CD8 DC compartments. Hence, a more complete profiling of the 
effects of each treatment should provide us with a better understanding of the 
conditions leading to DC loss. It is quite interesting that CpG-B is a more potent 
activator of B cells since they are involved quite early in the response to MCMV. As 
noted in the introduction, LT signaling from B cells to stromal cells is responsible for 
the very first wave of IFN-I in response to MCMV (153). Additionally, TLR9 is known to 
be strongly activated during the response to MCMV and is actually heavily involved in 
controlling virus levels (141). The involvement of TLR9 in the anti-MCMV response 
means we know that its ligands are present. This creates the potential to stimulate both 
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B cells and pDC. Hence, the knowledge of a mechanism where activated B cells are 
generating an environment that suppresses DC it would be a significant advance in the 
field. To test this, CpG-B stimulations in Rag-KO or other B cell deficient mouse strain 
can be performed and DC loss compared to control mice reconstituted with B cells. If DC 
are protected during CpG-B treatment of B cell deficient mice, then this would be a 
strong indication they are involved. However, total B cell deficiencies may influence the 
structure and development of lymphoid tissue and an alternate approach would likely 
be required for verification. In this case, TLR9-KO mice could be of use. For these 
studies, bone marrow chimeras could be made by reconstituting mice with a mix of 
TLR9-KO and Rag-KO bone marrow. In these chimeras, all T and B cells that develop 
will be TLR9-KO while all other cell compartments will have half of their cells 
expressing TLR9. Using these models and CpG-B treatments will greatly assist in 
parsing out the requirement for B cell TLR9 signaling in splenic DC loss. 
 
Another strong candidate to be tested is cell trafficking. Traditionally, spleen is thought 
of as an end-point organ for DC. As such, their emigration from this organ has really not 
been characterized or studied. However, there are some indications that DC may be able 
to re-enter circulation. Some have detected a small percentage of CD11c+ cells in the 
lymph moving into the thoracic duct for redistribution to the blood stream (31). These 
cells lacked other lineage markers for T, B, and NK cell. Another line of evidence for 
potential DC circulation is that, during influenza infection, virus specific T cells become 
primed in the spleen and develop into functional memory cells, indicating there is an 
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antigen bearing DC present that has likely come into contact with the infection (32). Yet 
another indicator that DC may enter circulation and migrate to new sites comes from 
work by Reinhardt et al. They found that during Listeria monocytogenes or LPS treatment, 
DC rapidly accumulated in lymph nodes around high endothelial venules and the 
accumulation could be inhibited with Pertussis toxin treatment which inhibits most G 
protein-coupled receptor (GPCR)-mediated migration signals (33).  
 
Hence, considering this evidence and the fact that we have been unable to detect 
increased death or rescue DC by blocking cell death, DC emigration from the spleen is a 
good hypothesis to test. These studies should be done with zbtb46gfp in order to easily 
identify and track DC. As a broad approach, treating mice with pertussis toxin during 
infection to broadly inhibit cell migration could be performed. In this scenario, I would 
expect most populations to be largely static, without a lot of movement in or out of most 
peripheral sites. If DC still decreased in number in the spleen under these circumstances, 
the possible interpretations would be (1) the cells are dying in the spleen (2) the cells are 
leaving the spleen in a GPCR-independent manner. These two possibilities also carry 
their own complications. For example, if the cells die in response to pertussis toxin 
treatment, is it because they normally die during infection or is it because their GPCR 
signaling is being interfered with or because a separate cell has been dysregulated. In 
short, this is a blunt approach that must not be over-interpreted.  
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Alternatively, for a more restricted approach, the drug Ciglitazone blocks migration in 
response to the chemokine receptor CCR7(185). As mentioned previously, CCR7 is an 
attractive candidate since it is only upregulated in DC during activation and, in our 
experience, DC activation always precedes loss. Also, when Idoyaga et al. (138) used an 
anti-langerin antibody to label CD8 DC in spleen sections after poly I:C treatment, they 
observed clustering of the langerin+ DC in the T cell zone just prior to poly I:C-induced 
DC loss. Hence, since CCR7 controls localization of mature DC to T cell zones, and DC 
appear to cluster in T cell zones prior to loss, CCR7 could play a role in the progression 
of splenic DC loss. However, if Ciglitazone treatment preserves splenic DC numbers, we 
still will not know why CCR7 is important and would have to perform further tests to 
determine more detailed information. For example, we still wouldn’t know if CCR7 was 
mediating trafficking out of the spleen after clustering the T cell zone or if the something 
happens to the DC after entering the T cell area that leads to the demise of the cell. 
Perhaps the most rigorous way to test for DC trafficking or migration would be through 
a spleen transplant. If we surgically implanted the spleen of a zbtb46gfp mouse into a 
non-gfp mouse, it would be possible to easily identify cells at peripheral locations that 
originated from the spleen. The biggest concern with this approach would be if the 
inflammation of a major surgery alters DC distribution prior to running the infection 
and completing the experiment. 
 
Related to the DC clustering observation made by Idoyaga et al. (138), an alternative 
mechanism of cell death that requires DC clustering could explain the DC loss as well. 



130  
According to a study by Leverkus et al. (165), MHC class II ligation on activated DC 
drives a rapid apoptosis. Through several experiments, they defined some of the 
characteristics of this mechanism. First, DC must be activated and mature before MCH 
II-ligation induces death. Second, DC-DC homotypic interactions promote the 
progression of this mechanism (i.e. clustering). Third, uncoupling actin filament 
bundling prevented death. Fourth, the process was independent of caspases. And fifth, 
Bcl-2 overexpression could not prevent it (165). Several of these elements fit well with 
what we see during MCMV or TLR-induced DC loss (DC activation, caspase 
independent, clustering, rapid death). The most feasible and cost-effective way to test 
this possibility would likely be with an MHC II blocking Ab. Interestingly, this does 
exist (clone M5/114) and could be tested easily. Treatment with the antibody would be 
transient, lasting from 2 dpi to 3 dpi to cover the window of dramatic DC loss and 
therefore shouldn’t manifest many off target effects. If the DC are dying in a MCH II-
dependent manner, this should interfere with the process since it is capable of blocking 
T cell responses (186). 
 
Before performing any interventional experiments, though, it may be useful to generate 
spleen sections from infected zbtbgfp mice and follow DC during infection. We propose 
this because the context and environment of the DC prior to loss is an important factor 
that we do not yet fully understand. We were also very intrigued that we lost the ability 
to label DC in vivo at 2 dpi, presumably indicating that either the DC themselves or the 
receptor were unavailable for binding and recognition. Interestingly, the antibody clone 
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used (N418) has blocking functionality for CD11c, which means if CD11c is bound by a 
ligand N418 may not be able to recognize its epitope (187). Determining exactly which 
cells DC are interacting with during splenic loss would be conducive to identifying 
additional candidate pathways and interaction to test for a role DC loss. 
 
Support functions of the licensed Ly49G2+ NK cell response 
 
In terms of DC recovery, we have shown a requirement for virus control and a role for 
licensed G2+ NK cells in driving DC expansion rapidly after controlling infection. The 
exact role of licensing NK beyond virus control is still in question, though and requires 
more detailed analysis. A benefit to CD8 DC maintenance has previously been shown in 
the context of a Ly49H unlicensed response, so if there are no additional benefits of the 
licensed NK cell, the process becomes more confirmatory of those data(106). However, 
the fact that a licensed NK population is mediating virus control followed by DC 
protection and expansion is still a novel finding in itself. 
 
To further investigate the question of whether or not licensed NK cells provide 
additional benefits, the overall strategy will be two-fold. First, we will attempt to see if 
DC expand to a similar degree when infection is controlled independently of licensed 
NK cells. Second, we will attempt to expand naïve DC by manipulating licensed NK 
cells.  
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We have acquired a strain of MCMV that expresses the herpes simplex virus thymidine 
kinase (TK) (188). Expression of this kinase molecule enhances the incorporation of 
antiviral drugs (like Acyclovir or Ganciclovir) into the genome of replicating 
herpesviruses and destabilizes their DNA. This potentially allows for exogenous viral 
control in susceptible mice. Using this MCMV-TK and the antiviral Ganciclovir, we plan 
to investigate the ability of exogenous virus control to expand DC after infection. This 
will speak to the effect of virus control in general on DC recovery and will allow us to 
evaluate if the licensed NK cell is necessary for DC expansion. 
 
The second approach will be more focused on whether a licensed NK cell response is 
sufficient for DC expansion. There is very little information in the literature 
investigating specifically licensed NK support of DC. However, we were able to find one 
report showing licensed human NK cells preferentially promote DC maturation by 
expression of the TNF superfamily member LIGHT. This occurs after the NK receive 
activation signals – either CD16 stimulation, IL-2 and IL-15, or stimulation with tumor 
targets (189).  
 
Ideally we want to know if the licensed NK cell response is enhancing DC numbers in 
vivo. We will employ 3 strategies to test this. First, NK cells from 3 d and 4 d infected 
mice will be isolated. It will be informative to perform NK transfers of MCMV-
experience NK into naïve recipients to determine if this causes an expansion in DC. A 
second strategy will be to deplete G2+ NK at discreet time points during the course of 
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infection (i.e. before infection vs d 1 depletion vs d 2 depletion etc.) and determine if the 
extent or kinetics of DC recovery are impacted. Finally, a third approach is to inject 
MHC class I-low target cells or MHC-mismatched cells into Dk mice. Licensed NK cells 
are uniquely tuned to respond to differences in MHC class I so either of these should 
activate G2+ NK. This type of recognition is termed a “missing” or “altered” self 
response. We currently hypothesize that this is how the G2+ NK are responding to 
MCMV-infected cells. So, in this approach, we will be able to specifically induce licensed 
NK cell activation in the absence of virus. Following injection of the target cells, DC 
populations will be evaluated over 4 d for any fluctuations in numbers. Hence this will 
speak directly to the question of whether or not an activated licensed NK cell can drive 
DC expansion. 
 
Closing remarks 
 
Interestingly, while our licensed NK cells are effective at restricting viral load, they may 
be slightly less efficient than a cell that recognizes infected cells purely through an 
activating receptor. This has very interesting theoretical implications for the 
immunomodulatory aspects of an NK cell response. If, for some reason, the licensed 
response takes longer to initiate recognition of infection, this means that there will be a 
brief period for viral replication and expansion. This will result in a transiently increased 
viral titer and proportionally increased inflammation in response to virus (i.e. a stronger 
IFN-I response). Both of these elements contribute to a productive adaptive response. 



134  
With more antigen available, DC can prime more T cells and higher levels of IFN-I will 
protect T cells from NK and NK from each other (63, 64, 110, 170). Furthermore, since 
the NK are still capable of specifically recognizing infected cells, destruction of those 
cells makes viral antigen available to DC while also controlling viral load and allowing 
for DC recovery. Hence, we put forth the assertion that a licensed NK cell response, by 
its nature and kinetics of response, can modulate the timing and severity of infection for 
the progression of an optimal immune response with minimal pathology. This model 
fits with our observations to date and is completely unique in the field. 
 
Here, we have shown a function for licensed NK cells that benefits and stabilizes the 
immune system during MCMV infection, enacting pathogen clearance, resolution of 
inflammation, and immune cell reconstitution. An element that is, however, still unclear 
is the actual impact of DC loss on immunity. The assumption has been made that DC 
loss prior to 4 dpi will impair T cell priming, but this may not be the case. While we 
know that loss in the spleen occurs and that NK can prevent/counter it, we do not know 
if DC are leaving to prime T cells at a separate location or if they are dying because they 
have completed their role in the immune response. It is distinctly possible that DC are 
disappearing by 3 dpi because they have already performed their function and set the 
stage for an ensuing T cell response. This may be a failsafe of the immune system since 
systems that enforce prolonged DC survival can result in autoimmunity (190–192). 
However, it is precisely for reasons like this that it is important to understand the 
dynamics regulating DC responses and homeostasis; some of the studies proposed 
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above will speak to these issues. Furthermore, understanding the elements of DC 
recovery during infection could prove important for patient care following viral 
infection. It is not a stretch to imagine that conditions exhibiting prolonged periods of 
decreased DC (i.e. susceptible mice infected with MCMV or humans infected with HIV) 
make the host more susceptible to secondary infections. To limit these effects, it will be 
crucial for us to effectively regulate DC numbers, survival, and function in the clinic. 
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