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ABSTRACT 

 Many chronic diseases, if not well-managed, are major healthcare problems 

globally with two-third of the total US healthcare spending going toward chronic-related 

conditions in 2015. To avoid solely relying on expensive treatments, sensing systems and 

learning modeling techniques have been implemented in healthcare fields to focus on the 

prevention, early detection, and minimally invasive management of diseases in-the-field. 

As opposed to the old-fashioned method where a patient only sees a single point of data 

when he/she meets the clinician, the sensing system can continuously collect data to 

identify signs of disease anywhere and anytime. However, symptom management, 

especially informing the patient of symptom prevention and mitigation suggestions, using 

sensing and modeling systems faces many real-world problems such as weak symptom 

labeling and providing users actionable information. Thus, this work proposes three 

practical approaches addressing fundamental data challenges found in real-world 

sensing and learning modeling systems. The proposed approaches are also implemented 

in two real-world use cases: dementia caregiver empowerment and improving cancer pain 

management.  

 First, the implementation of machine learning models to time-series data collected 

in the real-world is presented. This work evaluates and implements different learning 

algorithms, as well as suggests techniques that can address real-world data problems 

such as imprecise user annotations, small training samples, and imbalanced label 

distributions. The results suggest that a machine learning algorithm can be applied to 

predict health events, dementia-related agitations, and cancer-pain episodes from 

ambient environmental stimuli. 

 To create appropriate prevention and mitigation suggestions (e.g. symptom 

intervention) based on the learning model’s prediction, some interpretability of the model 

is needed. Unfortunately, many real-world applications use complex learning models such 

as deep learning for their prediction making model interpretation difficult. In this 

dissertation, a black-box model interpretation technique is presented using the already 

learned model, predictor importance analysis, and cross-correlation to learn and suggest 

actionable information to users in real-time. Real-world actionable suggestions can be 
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extracted such as notifying the in-home dementia caregiver to intervene before dementia-

related agitation escalates by turning the lights on because the ambient light level is 

decreasing, which has triggered agitation episodes in the past.  

 User engagement and domain expert contribution is also important for many in-

the-field applications, especially those that involve interventions. Here, a personalized 

intervention suggestion selection technique is presented that involves user engagement 

from surveys, self-reports, and sensing systems in combination with domain expert 

assessments to create scalable and automated prevention and mitigation intervention 

suggestions for real-world applications. This approach has been used to notify dementia 

caregivers with personalized agitation interventions. The results suggest that the 

interventions may help caregivers minimize the stress associated with dementia 

caregiving tasks. 
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 INTRODUCTION 

1.1 Motivations and objectives 

 Recently, one of the major healthcare challenges is the escalation in costs and 

incidences related to chronic diseases, such as cancer and cardiovascular diseases. A 

study in 2015 shows that two-thirds of the total healthcare spending in the US is from 

adults with chronic conditions [1]. People with three or more chronic conditions also tend 

to have higher healthcare costs due to more hospital stays. For example, people with 

chronic atrial fibrillation, a type of long-term abnormal heart rhythm, often are required to 

stay in clinics or hospitals setting to monitor symptoms and receive health care [2]. This 

higher cost of healthcare coupled with a rapidly aging society will lead to one of every 

three dollars spent in America paying for healthcare by 2040 [3]. Instead of solely relying 

on expensive chronic symptom treatments, to sustain the global healthcare system, many 

technologies have been developed to focus on prevention, early detection, and minimally 

invasive management of diseases [4]. Sensing technologies’ advances can continuously 

monitor health in the real world, making them applicable as monitoring systems for 

chronic symptom occurrences.   

 Sensing technologies and systems such as body sensors networks and internet-

of-things have been implemented in many health care areas such as remote health 

monitoring, chronic disease management, and elderly care. These technologies have the 

potential to reduce monitoring downtime, due to the continuous operation of these 

devices. The continuous sensing systems can constantly monitor for relevant health 

events compared to traditional methods which the health monitoring only happens when 

patients interact with the physicians [5]–[8]. However, the continuous monitoring of the 

sensing systems will also generate a large amount of time-series data. This masses 

amount of data needs to be studied and interpreted before we can extract useful 
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information that would benefit the healthcare field [9]–[11]. The amount of generated data 

also makes it difficult for clinical experts to reliably search through all health-related data 

to manually extract the relevant health information. Fortunately, with advances in machine 

learning and modeling approaches, these techniques have been utilized with sensing 

technologies for detection and early diagnosis of symptoms and medical emergencies. 

This combination of sensing technology and learning model approach has been 

implemented in many healthcare applications such as atrial fibrillation detection, sports 

injury classification, and in-home elderly care [12]–[14]. 

 For many healthcare applications, labeled data needs to be obtained and used 

together with learning models to assess, manage, or diagnose symptoms. Unfortunately, 

it could be difficult to obtain well-labeled training data in the real-world. Examples of 

problems found in real-world data are weakly labeled data due to human-annotated 

errors, small training samples, and unbalanced label distribution. Furthermore, to 

effectively and noninvasively manage chronic diseases in the real-world, personalized 

healthcare approaches have received increasing attention in the last decade [15]. 

Personalized healthcare can be achieved by involving patients and clinicians in the 

planning, development, and analysis of symptoms. Data-driven and continuous sensing 

technology can play a major role in the emergence of personalized healthcare such as 

explaining and monitoring for risk factors for disease symptoms. However, the 

interpretation of symptom’s risks or triggers can be so complex to analyze in real-time (in 

time to interact with patients). Also, many real-world personalized healthcare technologies 

often ignore the obtrusiveness and privacy invasiveness aspect. For example, 

Dem@care (Dementia Ambient Care) uses video cameras and wearables to record the 

daily activities of elderly persons living at home [16]. The records are used to assess the 

cognitive impairment of the user to provide personalized healthcare. The usage of video 

cameras raises privacy concerns which contribute to users' reluctance to use the 

technology. For sensing technology-based healthcare, research evidence has shown that 

patient and clinician engagement is still limited [10].  

 The objective of this work is to bring together the monitoring system, the data, and 

the people (e.g. patients and clinical experts). A monitoring system can continuously 

collect data which helps with capturing signs of disease anywhere and anytime instead 
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of the traditional method where only one data point is generated when patient and clinician 

meet. Accordingly, the monitoring system will generate masses amount of data. 

Especially, with the rise of smart devices and the internet-of-things, more and more 

devices will be able to generate data [17]–[20]. To take advantage of all these data, this 

work utilizes data processing data managing and machine learning techniques to extract 

useful and relevant information. Challenges found in real-world data will also be 

discussed such as the temporally imprecise data labels due to self-report data, a small 

number of observations to train machine learning models, and unbalanced label 

distribution. This work will provide practical solutions to these challenges. Apart from the 

processing and modeling techniques for real-world data, interpretation is also an 

important part. This work aims to create a model and data interpretation technique to 

learn input triggers that impact the prediction and help the user make a decision and take 

action based on the interpretation. The model interpretation technique is built to work with 

complex models (e.g. black-box learning models). This actionable interpretation is 

particularly useful in applications that benefit from an early intervention such as disease 

symptom management. This work also aims to enhance the intervention aspect by 

incorporate patients and clinicians in the development and delivery of personalized 

symptom intervention strategies. 

 Despite the increased usage of smart devices and sensing devices (e.g. mobile 

phones, smart watches, and smart-home gadgets) in the last decade, the potential of 

using these devices to capturing signs of health events, anywhere and anytime, has not 

been utilized [21]–[23]. A study shows that one of the reasons users abandon their smart 

devices is that the data collected by the devices were perceived to not be useful [24]. The 

work done in this dissertation is aimed to encourage the adoption of sensing 

devices/systems and data analytic techniques to make sense of the data and assist in the 

healthcare and health monitoring field. Following is the thesis statement of this 

dissertation: Smart health systems, machine learning, and data interpretation techniques 

can help predict symptoms of in-home health events and create automated, actionable, 

and scalable intervention suggestions for real-world applications. 
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1.2 Dissertation outline 

 The remaining chapters of this dissertation are organized as follows. Chapter 2 

introduces the real-world health monitoring system called behavioral and environmental 

sensing and intervention (BESI) and two application case-studies. The first case-study, 

BESI for dementia caregiver empowerment, aims to assist dementia caregivers, who live 

with person-with-dementia, handling dementia-related agitation events. Dementia 

agitation is inappropriate verbal or physical behavior expressed by the person-with-

dementia [25]. The BESI system learns to predict those behaviors and informs the 

caregivers of early signs of agitation before it escalates. BESI is implemented in another 

case-study that aims to improve cancer pain management. Most cancer pain symptom 

management occurs in homes of the cancer-patients. Usually, family caregivers are the 

ones helping with the management of cancer pain. The BESI system is deployed at 

homes of the cancer-patients to learn information about cancer pain at home and help to 

manage pain such as predicting upcoming cancer-pain episodes based on the ambient 

environment. The BESI system is deployed in actual patients’ houses collecting time-

series data related to the health events.   

 Chapter 3 presents the implementation of machine learning models to time-series 

data collected in the real-world. This chapter demonstrates techniques for extracting data 

segments from real-world time-series data and techniques for transforming the data for 

machine learning modeling. Machine learning basics and algorithms for time-series data 

are presented in this chapter as well as relevance evaluation metrics for choosing 

appropriate learning models. Lastly, the result of using a machine learning model to 

predict health events in the two case-studies is presented. 

 Chapter 4 discusses data challenges associated with the healthcare approach 

which combines sensing technology in real-world, personalized healthcare, and real-

world learning modeling. To minimize the invasiveness associate with video camera 

usage, a real-world symptom sensing system can involve patient engagement by utilizing 

the self-annotation approach. For example, patient with chronic cancer pain can self-

report their symptom occurrences which can be used as training data labels for cancer 

pain prediction applications [26]. One of the complications with using this self-annotation 

approach could be the weak training labels (e.g. timestamp of cancer pain event is 
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temporally imprecise). The imprecision can occur due to the real-world difficulty of the 

patient dealing with the occurring symptom (e.g. cancer patient taking pain medication) 

and cannot report the symptom event immediately. Here, a boosting convolutional neural 

network is implemented with regularization and weighted sample technique to address 

the following in-the-field data challenges: temporally imprecise training labels, small 

training samples, and unbalanced label distribution. The goal of this learning framework 

approach is to create a robust model that can overcome mentioned real-world challenges 

such as model overfitting [27], [28]. 

 Chapter 5 presents a model interpretation for real-time actionable intervention. 

Sensing systems and prediction models should also be leveraged for disease prevention 

strategies for better real-world symptom management [29]. The predictive model 

interpretation techniques can be used to learn symptom triggers, and inform users to 

avoid certain triggers. However, many machine learning models used to detect/diagnose 

symptoms lack interpretability due to the complexity of the learning models. This can 

make it difficult for the user to take action or make a decision based on the model result, 

especially in healthcare applications where decisions can come with severe 

consequences. In this chapter, a black-box model interpretation method to learn symptom 

triggers based on the already learned model, predictor importance analysis, and cross-

correlation technique is presented. This approach is designed to be used in the real-time 

scenario to match its need for just-in-time intervention suggestions. 

 Chapter 6 shows a personalized symptom intervention strategy selection that 

involves both patient engagement and clinical expert assessments. The method 

combines clinical assessment tools, self-report surveys from the user (for user 

engagement), and a rule-based algorithm to customizes a list of personalized symptom 

intervention strategies. This method is used in a real-world application, in-home dementia 

caregiver empowerment, where personalized intervention lists are delivered to dementia 

caregivers via the sensing and intervention system presented in this dissertation. 

 Lastly, this dissertation closes with a summary, thoughts, and discussions of the 

future of the monitoring systems and data interpretations in Chapter 7.   
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1.3 Dissertation Contributions 

 This dissertation work includes implementations of data processing, data 

transformations, and data modeling techniques on time-series data. These techniques 

extract relevant information from the sensor data, based in part on the users’ self-reported 

labels, using machine learning models to detect/predict health events and suggesting 

actionable strategies to users to prevent unwanted outcomes. The work is performed 

within two case-studies – the detection and prediction of dementia-related agitation and 

cancer-related pain from wearable and in-home ambient environment data. Procedures 

for implementing predictive machine learning models to real-world time-series data are 

shown. This consists of the time-series data filtering, usage of user-report data labels and 

data segmentation, data transformation, and relevance feature extractions, and 

structuring of machine learning models for time-series data. 

 While this work is implemented in healthcare-related studies, it can be generalized 

for many other real-world applications that use sensor systems to continuously collect 

data. These applications will also benefit from the presented data modeling and 

interpretation techniques to extract useful and relevant information to the users who can 

take action or make a decision based on the provided information. The presented 

implementations and evaluations of machine learning models to make predictions from 

time-series data can be used to help researchers build a learning model for other 

applications. Examples of these applications are the smart-devices for real-world 

infrastructure monitoring and the sensors for fault detection and prevention [30], [31]. 

The following are the contributions of this dissertation: 

1. The implementation and evaluation of machine learning models for the prediction 

of health events from time-series data obtained from real-world sensor systems. 

Time-series data from sensors is often paired with temporal machine learning 

models. However, the complex models are not robust to real-world data problems, 

including imprecise labels from user annotations, small training samples, and 

imbalanced datasets. This work evaluates and implements different learning 

algorithms, as well as suggests techniques that can enhance real-world learning 

tasks. This information can aid researchers in the selection and implementation of 

appropriate machine learning algorithms for their studies.  
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2. A novel black-box model and data interpretation that uncovers actionable 

information from the previously learned model, predictor importance analysis, and 

cross-correlation to suggest actions to the user in real-time. An example of an 

actionable item, in the dementia case study, could be to notify the in-home 

dementia caregiver to intervene before agitation escalates by turning the lights on 

because the ambient light level is decreasing (e.g. the sun is setting), which has 

triggered agitation episodes in the past. 

3. A rule-based algorithm for generating an appropriate intervention plan based on 

domain experts’ assessments and user engagement via self-report 

questionnaires. The algorithm utilizes experts’ assessments to identify problematic 

areas that required intervention and uses users’ reports to personalize the 

intervention plan. This algorithm has been used to create personalized dementia-

related agitation intervention suggestions for in-home dementia caregivers.  

 

 The techniques presented in this dissertation are implemented in real-world 

healthcare applications, dementia-caregiver empowerment and cancer-pain 

management, to show the contribution in the healthcare field such as prevention, early 

detection, and minimally managing symptoms. The clinical contributions of this work are: 

1. An in-home symptom prediction using sensing system and predictive modeling 

approach. Here, cancer-pain episodes are predicted by learning from the patients’ 

pain reports and the ambient environment surrounding the patients. 

2. A dementia-related agitation prediction based on the in-home ambient 

environment. 

3. A real-time dementia-related agitation intervention suggestion based on the 

ambient environment triggers using the model interpretation which examines the 

environmental time-series that impact the agitation prediction. 

4. An automated and personalized dementia-related agitation intervention 

suggestions based on dementia symptom severity and patient/caregivers’ reports. 

The intervention suggestions have been used to assist in-home dementia 

caregivers living with person-with-dementia. The approach can minimize or 
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eliminates the need for on-call clinical experts for scalable real-world symptom 

sensing and intervention systems. 
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 CASE STUDY: BEHAVIORAL AND 
ENVIRONMENTAL SENSING AND 
INTERVENTION (BESI) 

 This chapter presents the Behavioral and Environmental Sensing and Intervention 

(BESI) system. BESI is an integrative sensing, analytics, modeling, and intervention 

system that learns/detects the early symptom signs and notifies the user of intervention 

suggestions [16]. The development of the BESI system is a collaborative work by 

graduate students of the Department of Electrical and Computer Engineering, University 

of Virginia. My main contributions here are on-node processing of the sensing nodes, 

data pipeline for real-time data modeling and intervention suggestion, notification delivery 

system, cloud services, intervention suggestion systems, system fault-tolerant programs, 

and real-world data collection deployments. In this section, the BESI system and real-

world data are described alongside two real-world applications that the system is 

deployed on. The BESI system is designed to remotely sense behavioral and 

environmental context in a residential area, detects potential early stages of health 

symptoms such as dementia-related agitations and cancer-pain episodes, and sends 

personalized intervention suggestions to the users (e.g. in-home dementia caregivers) in 

a timely manner. The BESI system is deployed in actual homes of dementia-patients and 

cancer-patients living with in-home caregivers, who often are the family member of the 

patients. During each sensing system deployment, BESI continuously monitors for 

ambient environmental stimuli that correlate with the occurrences of the health events 

(dementia-related agitations, cancer-pain episodes). Figure 2.1 shows an overview of the 

system which consists of remote sensing nodes, a processing hub, and user interfacing 

devices. 
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Figure 2.1. BESI system architecture consists of the sensing nodes, processing hub, 
and user interfacing device(s) 

  

 The sensing nodes are mounted with room-level environmental sensors that 

collect light level, in-home temperature, humidity, air pressure, and ambient noise level. 

All environmental data is sequentially sampled once per second (1 Hz) except for the 

ambient noise level which is sampled at 10 Hz then averaged down to 8 Hz to remove 

any distinguishable conversation. BESI system also deploys smartwatches to sense the 

physical motion of the users. The in-home room-level location of the user is monitored 

using doorway sensors and a monitoring algorithm [32]. The sensor data are pre-

processed and transferred to the central processing hub via socket programming [33]. 

The processing hub, also called the base-station, is a laptop deployed with the rest of the 

components. The tasks performed by the hub are: (1) monitors the sensing nodes; (2) 

runs symptom predictive models; and (3) communicates with cloud services for 

intervention delivery. The processing station connects with all deployed sensing nodes 

via a local wireless network provided by a wireless router and runs a program that ensures 
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all sensing nodes are running as intended. This network also used by the processing 

station to receive behavioral and environmental context from the sensing nodes. Based 

on the data, predictive models are used to monitor for upcoming symptoms. The base-

station also notifies the user and provides intervention strategies in real-time. The base-

station has internet access for communicating with user interfacing devices and cloud 

services. Lastly, the BESI system acquires the non-sensor information regarding the in-

home symptom events and symptom-related information via the user inputs. The system 

relies on these user inputs (e.g. symptom event timestamp, patient behavior) as training 

labels to learn symptom prediction models. The interfacing devices are also utilized for 

notifying and delivering personalized symptom intervention to the users. 

2.1 BESI for dementia caregiver empowerment 

 The proposed approaches, which aim to predict patients’ symptoms, learn 

symptom triggers, and suggest personalized interventions, are implemented to learn in-

home ambient environment triggers for dementia-related agitation. Persons with 

dementia (PWD) often suffer from cognitive impairments which often lead to difficult daily 

lives. The difficulty related to the impairments can cause the PWD to express agitated 

behavior such as verbal outbursts, or aggressive motor behaviors which can be called 

dementia-related agitation [19]. The occurrence of agitation can be unpredictable or be 

affected by the ambient environment around PWD [20]. Many studies have shown the 

causation between the ambient environment and PWD. The College of Nursing, 

University of Wisconsin-Milwaukee, suggests that dementia agitation has a significant 

correlation with the level of sound in the environment (in this case, nursing homes) [21]. 

Another study by Van Hoof observed that high-intensity bright light can affect restlessness 

behavior and increase the frequency of agitation occurrences of institutionalized older 

adults with dementia [22]. The BESI system is used to collect ambient environmental data 

in the homes of PWD using our developed integrative sensing system; through a 

collaboration with dementia experts from the Virginia Tech Carilion School of Medicine 

[23]. The system has been deployed to collect data in real dementia patient and caregiver 

(CG) homes. Each takes two months during which the system passively collects the 

environmental data. To gather information about the occurrences of the in-home 
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dementia-related agitation, CGs use a tablet survey application to label each agitation 

episode. In the dementia case-study, the BESI system has been deployed in five 2-

month-long deployments. On average, we received 6 agitation labels per week or around 

48 agitation labels for each deployment. Table 2.1 shows characteristics of participants 

and deployments in the dementia case-study. In this table, the Cohen-Mansfield Agitation 

Inventory (CMAI-C) is shown [25]. The CMAI-C is a clinical assessment tool that 

measures dementia-related behavior frequency and occurrence. The higher the score 

refers to more agitated behavior occurrence as well as more frequency. This assessment 

tool is a standard measurement for assessing agitation in dementia.  

 

Table 2.1. Participant and deployment characteristics of the dementia case-study 

Deployment 
# 

Age, 
Gender 

CMAI-C 
score 

(1-232)  

Days of 
sensor 

deployment 

Number of reported 
agitations  

Average agitation 
severity reported 

(1-10) 

1 83, Male 132 74 days 81 7.18 

2 77, Female 65 78 days 16 6.00 

3 71, Female 52.5 59 days 48 2.16 

4 85, Male 57 68 days 24 6.19 

5 81, Female 117 57 days 73 4.12 

 

 In the dementia case-study, a smart watch and a tablet are used as caregiver 

interfacing devices. CGs are encouraged to use a tablet survey application to record 

information about each PWD agitation episode. The application can record the time of 

agitation, agitation intensity, PWD behavior during the agitation, recent PWD activity, and 

PWD mood. This agitation information will be based on the CG inputs which enable the 

system to learn agitated behavior and contextual triggers specifically of each PWD-CG 

dyad. The tablet application also allows CGs to input their mood and stress which we use 

to assess CGs' burden level. The information is securely stored in the cloud server. We 

also designed a second method of marking an agitation event to increase the reliability of 

the agitation event ground truth. In cases that PWD agitation requires the full attention of 
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the CG, the agitation timestamp can be easily marked with one click on the CG watch. 

This allows CGs to handle the agitation, then fill in a more detailed agitation report via the 

tablet application later without the burden to remember the exact time of the episode. 

Once the predictive model on the base-station detects a potential agitation behavior, the 

base-station sends a notification to the CG watch, which buzzes and alerts the CG. At the 

same time, the base-station uses the Firebase cloud service to pull personalized agitation 

interventions from the cloud server and display them on the tablet. The intervention 

suggestions are chosen, by clinical experts, specifically for each CG-PWD dyad based 

on the agitation pattern of the PWD. Figure 2.2 shows the dementia caregivers interfacing 

devices and examples of the dementia-related agitation notifications. 

 

Figure 2.2. User interfacing devices for dementia caregivers 
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2.2 BESI for improving cancer pain management 

 The sensing system, BESI, is deployed in the homes of cancer patients to measure 

and describe variables relevant to cancer pain in the home setting. In the management 

of cancer disease, 60%-90% of cancer patients experience moderate to severe pain [24]. 

One type of cancer pain is breakthrough pain which is sudden, unpredictable, and 

increases in pain [25]. This difficult pain, if not early managed, can escalate and increase 

distress for both patients and caregivers. Furthermore, most cancer symptom 

management happens in home settings [34]. Normally, the family caregivers assist the 

cancer patients in managing the pain symptom. In-home cancer symptom management 

is the main factor in helping and assisting patients with cancer. However, the family 

caregivers often have limited information and supporting tools which cause emotional 

distress in caregiving tasks [35]. The smart health systems, such as mobile technology 

and sensing system, can be utilized to improve symptom monitoring and management 

[36]. But despite the increased adoption of the smart sensing system and smart devices 

which generate a many types of data, the relationship between the data and in-home 

cancer-pain has not been studied, such as ambient environmental triggers of cancer-pain 

episodes [37]. 

 In the cancer pain management case-study, the BESI system is deployed in five 

2-week-long deployments in homes of cancer patients from an academic medical center 

outpatient palliative care clinic [26]. The system continuously collects the patient’s 

physiological data (e.g. motion, heart rate) using smartwatch devices and room-level 

ambient environmental data (light, temperature, humidity, air pressure, noise level) using 

the sensor nodes. Cancer pain events can be marked by the patient and caregiver via the 

smartwatch device. Marking a pain event will also allow users to report information 

regarding the events such as describing the pain such as the level of pain. The collected 

system data and self-report pain markers will be used to infer and detect cancer pain 

events. Figure 2.3 below shows the sensing station used for collecting in-home ambient 

environmental data surrounding the patients and the smartwatches with user interfacing 

questionnaires for labeling occurrences of cancer-pain episodes.   
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Figure 2.3. (a.) Sensing station for in-home ambient environmental data collection. (b.) 
Smartwatches with example user interfacing questionnaires. 

 

 In the cancer management case-study, 5 dyads (cancer patient and their family 

caregiver pair) participated in the BESI deployments. Participant characteristics are as 

follow: One patient is between 45–54-year-old, two patients are between 55-64, and 

another two patients are 65-74 years of age; Three patients are male and two are female; 

Three patients have cancer diagnosis of head and neck cancer, one has diagnosed with 

colorectal cancer, and the other patient has diagnosed with lung cancer. On average, 

each sensor system deployment has 46 cancer-pain episodes reported with average pain 

severity of 5.29 out of 10. 

2.3 Real-world data 

 In this section, figures of the data collected in real-world are shown. Figure 2.4 

shows an example period of the collected ambient environmental data from the dementia 

case-study and the CG-provided agitation label. In these deployments, once the sensor 

patterns associated with PWD agitation are learned, just-in-time intervention suggestions 

are sent to CG via user interfacing devices. 
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Figure 2.4. A period of ambient environmental data collected by the sensor node at the 
PWD home. The ambient environmental data, from top to bottom, are (from top to 

bottom) light level (lux), ambient temperature (°C), in-door humidity level (% relative 
humidity), air-pressure (kPa), and ambient noise level (dB). The red vertical line shows 

a dementia-related agitation event label provided by the PWD’s CG. 

 

 These ambient environmental time-series data are used with machine learning 

models to predict upcoming health events based on the observation label from users. For 

example, if certain behavior of the ambient light level, such as decreasing light level in 

the evening, has shown to be followed by dementia-related agitation episodes, the 

learning model will learn to predict future agitation episodes based on these triggers. To 

show the relationship between the in-home ambient environment and the occurrences of 

health events (dementia-related agitation, cancer-pain episodes), Figure 2.5 shows the 

comparison between collected ambient environmental data and the number of cancer 

pain reported from the patient each day. From the data of the deployment shown in figure 

2.5, the daily air-pressure value is correlated with the number of cancer-pain episode 

reports per day, with the Pearson correlation coefficient of 0.60 [38].     
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Figure 2.5. Number of the daily reported cancer-pain episodes and the daily value of the 
in-home ambient environmental data 

 

 The time-of-the-day is also used as one of the health event predictors. For 

dementia-related agitation, many patients can frequently display restlessness behaviors 

during a similar time-of-day. This symptom is called Sundowning syndrome [39]. The 

time-of-day also shows a correlation relationship with the reported cancer-pain episodes. 

Figure 2.6 illustrates all cancer-pain reports in one deployment with their timestamps. In 

this figure, the time-of-day is plotted at the vertical axis from the beginning of the day on 

the top of the axis to the end of the day at the bottom of the axis. The dotted lines show 

common time-of-day which cancer-pain has been frequently reported. The common 

timestamps are computed using k-mean clustering of all cancer-pain timestamps [40]. In 

figure 2.6, 75% of all cancer-pain reports occur within one standard deviation window of 

the three common timestamps.  
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Figure 2.6. Reported cancer-pain episodes throughout one sensor deployment and their 
timestamps. The vertical axis shows the time of the day, from mid-night (top) to the next 
day (bottom). The dotted lines show the common time-of-day that cancer-pain episodes 

have been reported. The x-marked episodes are the outliner timestamps (more than 
one standard deviation away from the three common times).    
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 TIME-SERIES DATA AND HEALTH EVENT 
PREDICTION 

 Over the past two decades, machine learning has progressed significantly. 

Machine learning has shown successes in many fields of technology and science, such 

as finances, speech processing, image classification, and health care [41]. Also, there is 

a breakthrough in deep learning systems that outperform not only classical methods but 

also human benchmarks in many tasks [42]. A machine learning algorithm is an algorithm 

that learns from data; and is defined as “A computer program is said to learn from 

experience E with respect to some class of tasks T and performance measure P, if its 

performance at tasks in T, as measured by P, improves with experience E [43].” This 

chapter presents the procedures of implementing predictive machine learning models 

from time-series data. Predictive machine learning is a learning algorithm that focuses on 

classification tasks in which the program is asked to specify which categories some inputs 

belong to. Accordingly, this chapter will focus on supervised learning algorithms. 

Supervised learning algorithms need labeled data (also called dependent variable or 

response in statistical terminology) for training [44]. Figure 3.1 shows an overview of the 

procedures for predictive machine learning tasks (e.g. health event prediction) with time-

series data input. Usually, sensor systems or smart devices generate time-series data. 

The time-series data can be labeled with the event of interest. For example, in the 

dementia case study, ambient environmental time-series data is labeled by the dementia-

caregivers when they observed agitated behavior from the person-with-dementia. The 

data labels are used to segment periods of relevant data. Then, the segmented data is 

feature extracted and used as inputs to machine learning models. The models learn to 

make predictions from the training data and compared the model’s predictions to the 

actual labels. Finally, the results of the comparison are used to improve the model.   
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Figure 3.1. An overview of machine learning structure for event prediction of time-series 
data.  

 

3.1 Related works 

 Many machine learning models have been implemented to solve tasks with time-

series data [45]. In this section, types of machine learning algorithms that have been used 

with time-series classification/prediction are explored. A study uses a neural network (NN) 

machine learning model to predict wind speed for renewable energy management [46]. 

Since the neural network model takes numerical data as inputs, the study extracts wavelet 

decomposition features from the time-series wind-speed data. The features are used as 
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inputs to the neural network model to predict hourly wind speed. One disadvantage of 

using NN models with time-series prediction is that NN models do not learn temporal 

information in the time-series inputs. In many applications dealing with time-series data, 

the temporal relationship can be very important such as speech recognitions, natural 

language processing, or activity recognition from human motion [47]–[49]. To include the 

temporal dependency in the time-series data, a long-short-term-memory (LSTM) neural 

network model has been introduced [50]. The LSTM neural network models have been 

implemented and show success in prediction/classification tasks with time-series data 

[51]–[53]. LSTM models take the temporal information in the time-series data into account 

by implementing memory states which retain temporal information in adjacent inputs if 

they are relevant [50]. Recently, boosting models have gained increasing usage and 

success for real-world prediction tasks [54]–[56]. The boosting model works by converting 

multiple weak learners to a strong model which creates a more robust learning model 

[57]. However, similar to the neural network model, the boosting models do not consider 

the temporal relationship in time-series data. Lastly, convolutional neural network (CNN) 

models have been implemented for time-series classification and prediction tasks [58]. 

CNN models are widely used for image processing learning problems [59], [60]. Thus, 

many studies have taken the well-defined CNN parameters and implemented them to 

time-series classification tasks [61], [62]. CNN models capture the temporal behavior of 

time-series data at the convolutional layer which slides convolutional filters along the time-

series data to find relevance patterns [42]. While LSTM and CNN take in temporal 

information in time-series data into their learning algorithm, both models are complex 

models that required a vast amount of training parameters which could cause 

performance issues such as model overfitting. This chapter will explore each machine 

learning model and compare their performance on the case-studies tasks. 

 Sensor data collected in the real-world is rarely in a ready form for machine 

learning models. Thus, data pre-processing, data transformation, and data filtering tasks 

are often needed. Traditional time-series prediction models use segmentation technique 

[63]. The technique chooses a time-series period with training labels (e.g. 20-minutes 

around the label), divides the time-series period into segments, then extracts features 

from each segment. These features, such as statistical mean, variance, are used as 
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inputs for a learning model. When the traditional time-series prediction models are trained 

with temporally imprecise training labels, it can mislead the learning model and result in 

lower prediction performance. Moreover, using the time-series segmentation and feature 

extraction required a significant amount of task-specific knowledge, e.g. choosing the 

input features related to the task.  

 

3.2 Machine Learning and Time-series Data 

 This section describes the basics of machine learning models and their 

implementations. These models can be used in classification and prediction tasks with 

time-series data. 

3.2.1 Neural network 

 Artificial neural networks are machine learning models inspired by the human 

nervous system which consists of electrochemical stimulation receivers (dendrites), 

responsive cells which release neurotransmitters, and output terminals called axon 

terminals which fire neurotransmitters to the connected neurons [64]. Similarly, artificial 

neural networks imitate human interconnected neuron networks. One of the simplest 

forms of artificial neural networks is shown in figure 3.2 which consists of an input layer, 

a hidden layer, and an output layer. A neural network unit, called a perceptron, consists 

of the input signal 𝑥0, 𝑥1, … , 𝑥𝑗 that are combined with weights 𝑤0, 𝑤1, … , 𝑤𝑗 as shown in 

figure 3.2.  
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Figure 3.2. Artificial neural network and Perceptron [44]. 

 

 These inputs can be observations or data or values from connected perceptrons 

(in the case of a network with multiple hidden layers). The goal of an artificial neural 

network is to learn an output function 𝑓  which maps an input to output by adjusting the 

weights of each input 𝑤0𝑥0, 𝑤1𝑥1, … , 𝑤𝑗𝑥𝑗 in the weight matrix. The weighted inputs are 

summed up, add a bias constant 𝑏, and passed to an activation function which represents 

the action potential of a real neuron. There are different types of activation functions [65]. 

For example, the simplest activation function could be a step function that either fires or 

not fires depending on the value of the summed weighted inputs and the bias. The output 

of a perceptron with activation function 𝑓 is defined by equation 3.1. 

 

𝑦̂(𝑥𝑖) = 𝑓(𝑤0𝑥0, 𝑤1𝑥1, … , 𝑤𝑗𝑥𝑗 + 𝑏) (3.1) 

where: 

𝑦̂(𝑥𝑖) = Output of 𝑖𝑡ℎ perceptron 

𝑤𝑗 = Weight of the 𝑗𝑡ℎ input of the 𝑖𝑡ℎ perceptron 

𝑏 = Bias 

 Each input signal has its weight that is individually adjusted. The weights are 

adjusted during training until the desired result is obtained (e.g. least error at the output). 

The weight matrix, which represents the relationship between inputs and outputs, is 

learned during training by using a weight update formula shown below. 
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𝑤𝑗
𝑘+1 = 𝑤𝑗

𝑘 + 𝜆( 𝑦𝑖 − 𝑦̂𝑖
𝑘 )𝑥𝑖𝑗 (3.2) 

where: 

𝑤𝑘 = Weight for 𝑖𝑡ℎ input after 𝑘𝑡ℎ iteration 

𝜆 = Learning rate 

𝑦̂𝑖
𝑘 = Predicted output 

𝑥𝑖𝑗 =  Value of 𝑗𝑡ℎ attribute of the training instance 

 The weights are usually initially set with random values and adjusted based on the 

prediction error (calculated as the differences between actual output and predicted output 

(𝑦 − 𝑦̂). The updated weight is done according to equation 3.2. The learning rate 𝜆  is a 

value between 0 and 1. The learning rate determines how much of the weights will be 

adjusted for each learning iteration.  The learning algorithm keeps learning for many 

iterations until the output is converging (i.e. the output can classify training instances with 

no or little errors). 

3.2.2 LSTM 

 Long-short-term-memory model (LSTM) is a neural network that is designed to 

learn problems with long-term dependencies (e.g. Natural language processing, where 

the next dialog depends on previous texts or conversations). In 1997, Hochreiter and 

Schmidhuber designed the LSTM neural network which consists of a set of connected 

neural networks known as memory blocks as shown in figure 3.3 [50]. An LSTM block 

involves the current block’s input and output signal 𝑥(𝑡) and 𝑦(𝑡), the previous block’s 

output 𝑦(𝑡−1), and the gates (a neural network with activation function). 
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Figure 3.3. Long-short-term-memory (LSTM) block [66] 

 

 The key difference between regular neural networks and the LSTM gates are 

neural networks that combine current input 𝑥(𝑡) and the output of the last LSTM block 

iteration 𝑦(𝑡−1). This encourages the learning network to take any sequential behavior of 

the input data into account. This is defined in the equation below: 

 

𝑧(𝑡) = 𝑔(𝑊𝑘𝑥(𝑡) + 𝑅𝑘𝑦(𝑡−1) + 𝑏) (3.3) 

where: 

𝑧(𝑡)  = output of the gate 

𝑔  = activation function 

𝑊𝑘, 𝑅𝑘 = weights associated the input x(t)and the previous output y(t-1) 

𝑏  = bias 

 Another component of an LSTM block is a cell state 𝑐(𝑡) (and the last LSTM 

iteration cell state 𝑐(𝑡−1)). In the previous LSTM layer, the LSTM determines which 

information should be retained in the next LSTM block and stores the information in the 

cell state. The LSTM network will learn to add, remove, or modify the cell state depending 

on the training and the learning problem. This cell state also has an impact on the LSTM 

gates as shown in the input gate equation below Where ⊙ represents point-wise 
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multiplication of two vectors, and 𝑊𝑘, 𝑅𝑘, 𝑝𝑘 are the weights associated with 𝑥(𝑡), 𝑦(𝑡−1), 

and the previous cell state 𝑐(𝑡−1): 

 

𝑖(𝑡) = 𝜎(𝑊𝑘𝑥(𝑡) + 𝑅𝑘𝑦(𝑡−1) + 𝑝𝑘⊙𝑐(𝑡−1) + 𝑏) (3.4) 

 

 The LSTM gates, neural network layer(s) with an activation function, are input gate, 

forget gate, and output gate. The input gate combines the current input 𝑥(𝑡) with the last 

iteration output 𝑦(𝑡−1) and cell value 𝑐(𝑡−1). The forget gate determines which information 

should be removed from the previous cell state 𝑐(𝑡−1). Lastly, the output gate calculates 

the output of the LSTM block by combining the current input, output from the previous 

LSTM block, and cell value.  

 The LSTM neural networks have been implemented and shown successes in time-

series prediction problems due to the temporal sequences in data [67].  

3.2.3 Convolutional neural networks 

 The convolutional neural networks (CNN) have become very popular for learning 

problems associated with image processing or image classification tasks where there are 

patterns in many areas of the inputs [59]. CNN is inspired by how humans take in visual 

information by learning patterns. CNN learns patterns in the input data by creating 

convolutional filters. Let the input data be denoted by 𝑓 and the convolutional filters (or 

kernel) by 𝑔, and let 𝑓 has length 𝑛, and 𝑔 has length 𝑚. The filter performs convolution 

operation as shown in the following formula: 

 

(𝑓 ∗ 𝑔)(𝑖) =∑𝑔(𝑗) ∙ 𝑓 (𝑖 − 𝑗 +
𝑚

2
)

𝑚

𝑗=1

(3.5) 

 

 Convolution operation reverses and shifts the convolutional filters through the input 

data 𝑓 [68]. In the CNN context, this creates feature sets based on the product between 

the convolutional filters and the input data. After the convolutional layers, CNN takes the 

feature sets through a pooling layer which reduces the size of the feature sets (also called 
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downsampling). Next, the pooled layer is passed through an activation function layer 

(often ReLU). Lastly, the output layer, multilayer perceptron or neural network, calculates 

the output vector (e.g. Classification, prediction, regression). An example of CNN layers 

is shown below in figure 3.4.  

 

Figure 3.4. One-dimensional convolutional neural network structure and its layers [69] 

 

 To summarize the CNN components and layers; First, the convolutional layer 

performs several convolutions to produce feature sets. Then, the pooling function 

modifies the feature sets by producing summary statistics of nearby feature set 

information. For example, the max-pooling produces the maximum value of the feature 

set within a certain window size. The pooling helps approximate the feature sets. When 

the approximation is correct, it can greatly improve the statistical efficiency of the CNN 

such as lower parameters to train which leads to less likelihood of overfitting [70]. Finally, 

the fully connected layer, multi-perceptron layers, connects weights and values from all 

prior pooling layers and calculates the class score (in the case of classification). The class 

score is outputted as a vector at the end of the CNN model. 
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3.2.4 Boosting model 

 The idea of boosting algorithms came from using multiple weak learners and 

combining them to create a better learner without relying on complex models with 

numerous parameters to train. This is beneficial in many learning problems where model 

overfitting is an issue such as problems with small real-world training data. For example, 

we can use three weak predictors to vote for the final prediction. If each predictor is a 

weak predictor with only 60% accuracy but their error never intersects, each observation 

can only be false-predicted by one of the three predictors, the voted final prediction will 

always be correct. Thus, boosting algorithm trains the weak learners sequentially with 

each preceding learner learning from the errors of the prior learners as shown in figure 

3.5. 

 

Figure 3.5. Boosting algorithms procedures. Each preceding learner is trained from the 
errors of the prior learner [71]. 

 

 First, boosting algorithm training the first weak learner. Let the inputs 𝑥0, 𝑥1, … , 𝑥𝑗 

are associated with the outputs 𝑦0, 𝑦1, … , 𝑦𝑗. The prediction 𝑦̂ of the learner is defined in 

equation 3.6 below, where 𝑤0, 𝑤1, … , 𝑤𝑗 are the weights of the inputs: 

 

𝑦̂(𝑥𝑖) = 𝑓(𝑤0𝑥0, 𝑤1𝑥1, … , 𝑤0𝑥𝑗 + 𝑏) (3.6) 

 

 Then, boosting algorithm calculates the learner’s error 𝜀𝑖 by comparing the actual 

outputs 𝑦(𝑥𝑖)to the predicted outputs 𝑦̂(𝑥𝑖). After that, the next learner will be trained with 
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a lower weight on the input 𝑥0, 𝑥1, … , 𝑥𝑗 with the correct prediction on the prior learner. An 

example of the weight penalization is shown in equation 3.7 below: 

 

𝑤𝑖 =
1

2
ln (

1 − 𝜀𝑖
𝜀𝑖

) (3.7) 

 

Where 𝜀𝑖 are the errors from the prior learner. 

 This training of a weak learner, calculate errors, and updating/lowering the weights 

of the preceding learner are repeated for learner 𝑖 = 0, 1, . . . , 𝑚. Finally, the final prediction 

will be from the voting of multiple weak learners which are boosted from the errors of the 

prior learners. 

3.3 Pre-processing of time-series data for prediction models 

 Real-world data is often noisy and often contains irrelevant information. The raw 

real-world data is rarely in a suitable form for machine learning algorithms. For example, 

data collection in the real world can generate a lot of redundant data, which will increase 

the cost of training machine learning on irrelevant data. To ensure that the learning 

algorithms can be efficiently trained, data pre-processing techniques are required. Using 

pre-processing techniques, we can extract useful information, features, from raw data or 

transform raw data into appropriate formats like converting texts into numbers. In the 

case-studies, behavioral and environmental sensing and intervention, the data are 

continuously collected via ambient environmental sensing nodes. Sensors can produce 

signals with noises, so data filtering is needed to reduce the presence of the sensor 

noises. Continuous data collection also produces a lot of time-series data. A two-month-

long deployment can generate over 100Gb of data. However, we mainly focus on the 

period when health events occur, as shown in figure 3.1 (dementia-related agitations, 

cancer breakthrough pain events), which sometimes only account for 10% of the whole 

collected data.  

 In this subsection, relevant data pre-processing techniques are presented which 

include data filtering, data normalization, data segmentation, and feature extraction. 
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3.3.1 Filtering and normalization 

 Data Filtering: Raw sensor data can contain random, spike-like noises [68]. 

Figure 3.6 shows raw environmental data from one of the real-world deployments with 

the noises. In the figure, the spike noise, that the sensor produced, can be seen especially 

in the humidity data. These random noises on the sensor are not relevant to the data and 

can inflate the value of the actual data.  

 

Figure 3.6. (Left) raw environmental data with noises from a sensing station. (Right) The 
environmental data after 5-seconds median filtering. 

 

 A one-dimensional (1D) median filter can be used to remove the spike-noises [72]. 

Let the raw sensor data be represented by the data sequence 𝑋𝑗 = 𝑥0, 𝑥1, … , 𝑥𝑛, … , 𝑥𝑗 

where 𝑛 is the temporal sample index of the data and 𝑗 is the sequence length. The 1D 

window-median-filter operation, with a filter-window size 𝐶, can be defined in the algorithm 

below: 

ALGORITHM 3.1 

Input: data sequence 𝑋𝑗 

Output: median-filtered data sequence 𝑚𝑒𝑑𝑖𝑎𝑛(𝑋𝑗) 

LOOP Process 
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1: Setting the filter-window center point at sample 𝑛𝑡ℎ, and getting all adjacent samples 

within the window size 𝐶 (𝐶 is usually an odd number, so the number of samples on 

both sides of the center are equal.) 

2: Sorting all samples in 𝐶 from smaller to larger 

3: After sequencing, pick the center value as an output at the 𝑛𝑡ℎ point 

4: Move the filter-window 𝑁 steps and repeat the process until all 𝑗 samples of the data 

sequence are median-filtered 

 

 Figure 3.6 shows the raw time-series environmental data with noises from the 

sensors and the data after the median filtering with window size 𝐶 = 5 seconds. 

 Normalization: Normalization in machine learning often means transforming data 

values, that have been measured at different scales, into a common scale. For example, 

in the case-studies with collected environmental data, the sensor collecting air-pressure, 

also known as barometric pressure or Atmospheric pressure, can measure approximately 

100kPa. While the ambient temperature sensor can produce a sensor value of 70°F. To 

use these different scale values in machine learning algorithms, data normalization is 

needed for the value to receive similar learning weights. In the works with the case-

studies, all inputs of machine learning models, ambient environmental data, and time-of-

day are normalized into a range from 0 to 1. 

3.3.2 Data transformations 

 Machine learning often required data transformations to transform raw data into a 

format that can be used as inputs for learning models. In the case-studies, ambient 

environmental time-series data is collected around person-with-chronic-disease (e.g. 

dementia, cancer). These time-series data are transformed from continuous values into 

discrete values to be used as models’ inputs. In this subsection, data segmentation and 

feature extraction techniques are presented.  

 Data segmentation: To transform time-series data into inputs of predictive 

machine learning models, data segmentation is needed to define the temporal length of 

the input. In the dementia case-study, the data segmentation can be viewed as the length 

of environmental data, which may have patterns or specific values such as bright light 
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level, that can be used to predict upcoming dementia-related agitations. To learn ambient 

environmental data patterns that correlate to the occurrences of dementia-related 

agitation, the data segment immediately before each agitation label is used. Different data 

segment ranges are tried. Environmental data segment length of 90-minutes, 60-minutes, 

42-minutes, 30-minutes, and 18-minutes are tested for performance comparison. 

Ambient environmental data around the time of the health event label has not been used; 

it is observed that there are certain activities in the data during most event episodes. For 

example, we often see high changes in the ambient noise level during the time of 

agitation; which can be explained as verbally agitated behavior or verbal activities 

between the patient and caregiver. Since we are interested in the effect of the ambient 

environment on the patient which leads to the occurrences of health events, we excluded 

the data at the time of the event labels (specifically, 12-minutes before the event labels). 

The time-segment period of the ambient environment that the predictive model used for 

training is shown in figure 3.7. 
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Figure 3.7. Ambient environmental time-segment and the event label used for feature 
extraction 

 

 Feature extraction: Feature extraction is one of the most important tasks to 

extract relevant information from raw data. Raw dataset is rarely used as input for a 

learning algorithm. Instead, the data is usually transformed into more useful information 

for the subsequent machine learning tasks. Here, the feature extraction technique for 

transforming time-series data into learning model inputs is explained.  

 Features extraction for neural network models and boosted models: For 

perceptron models (NN, LSTM) and boosted models, number-vector(s) is required at the 

input layer. To transform time-series data, such as continuous ambient environmental 

sensor data, into number-vector features by the process below: 

ALGORITHM 3.2 

Input: time-series data segment 𝑋𝑟𝑎𝑤 

Output: number vector (input for the learning models) 𝑋𝑖𝑛𝑝𝑢𝑡 

1: Divide the time-series data segment into smaller sub-segments, each sub-segment 

cover 𝐶 period of time in the raw time-series data  

2: Calculate statistical value(s) of each sub-segment (e.g. statistical mean), the 

computed statistical values are the feature representing the sub-segment 

3: Create number vector(s) with the computed features 

 

 For the case-studies data, the collected environmental time-series data is 

segmented (e.g. 60-minute window) and divided into 6-minutes sub-segments for feature 

extraction. Features are extracted from the ambient environmental data to represent the 

current value of the data (e.g. if bright light level affects/causes dementia agitation). Many 

studies also show that the changes in the ambient environment around the patient can 

trigger the health events (e.g. if the rapid changes of light intensity affect/cause dementia 

agitation) [73]. Thus, we extract another set of features that represent the changes in the 

environmental data. Finally, the time-of-day feature is also extracted to be used as one 

of the model inputs. The time-of-day is shown to be correlated to certain health events 

such as dementia-related agitation; studies show that dementia agitation often occurs at 
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a similar time of the day, this phenomenon is called the sundowning syndrome [9].  The 

summary of all extracted features used for NN, LSTM, and boosted models are shown in 

table 3.1, assuming time-series data in each 6-minute sub-segment is 𝑋 =

𝑥0, 𝑥1, 𝑥2, … , 𝑥𝑖 , … , 𝑥𝑛−1, 𝑥𝑛 where 𝑛 is number of data sample in the sub-segment and 𝑥𝑖 

is the data at sample 𝑖𝑡ℎ. 

 

Table 3.1. List of features extracted from each six-minutes window of the ambient 
environmental data 

Feature 
Type 

Description Statistical Features 

Feature 
Name 

Statistical Computation 

Data 
value 

Features 
representing the 
data value of the 
time-series within 
the six-minutes 
window 

Mean  𝑀𝑒𝑎𝑛 𝑥̅ = ∑
𝑥

𝑛
 

Median 𝑀𝑒𝑑𝑖𝑎𝑛

=  

{
 
 

 
  

(𝑛 + 1)𝑡ℎ

2
𝑠𝑎𝑚𝑝𝑙𝑒;  𝑛 𝑖𝑠 𝑜𝑑𝑑

𝑛𝑡ℎ

2 + (
𝑛
2 + 1)

𝑡ℎ

2
𝑠𝑎𝑚𝑝𝑙𝑒;  𝑛 𝑖𝑠 𝑒𝑣𝑒𝑛

 

Maximum 𝑥𝑚𝑎𝑥 = Sample data with  

the highest value in X 

Data 
deviation 

Features 
representing the 
changes in the 
environmental data 
within the six-minute 
window 

Variance 
𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒 𝜎2 =

∑(𝑥𝑖 − 𝑥̅)
2

𝑛
 

Mean of 
differential 

𝑀𝑒𝑎𝑛 𝑜𝑓 ∆𝑋; 

∆𝑋 𝑖𝑠 𝑋 𝑤ℎ𝑒𝑟𝑒 𝑥𝑖 = 𝑥𝑖 − 𝑥𝑖−1 

Max of 
differential 

𝑀𝑎𝑥(∆𝑋) = Sample data with  

the highest value in ∆X 

Time-of-
day 

A number 
representing the 
time of the day 

Rescale the time to the ranges of 0 (0:00) to 100 
(23:59)  

 

 Feature extraction for convolutional neural network model:  The deep learning 

model CNN is trained to learn patterns in the whole data segment (e.g. the whole 60-

minutes of all five environmental data). Thus, the data transformation from time-series to 

number-vectors is not required as opposed to the perceptron and boosted models’ 
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requirements. However, for the case-studies purposes, many clinical studies show that 

the changes in the ambient environment around that patient with chronic diseases can 

affect and trigger health events such as dementia-related agitation or cancer pain 

episodes. Therefore, a rate-of-change feature is computed from each ambient 

environmental data. The absolute of a gradient of time-series data is used to represent 

the rate-of-change. Let a time-series segment 𝑋 = 𝑋0, 𝑋1, 𝑋2, … , 𝑋𝑖 , … , 𝑋𝑛−1, 𝑋𝑛. the 

gradient of a time-series array X is defined as: 

 

 

∇𝑋𝑖 = {

  𝑋1 − 𝑋0 ;    𝑖 = 0
     (𝑋𝑖+1 − 𝑋𝑖−1)/2;    1 ≤ 𝑖 ≤  𝑛 − 1

𝑋𝑛 − 𝑋𝑛−1 ;    𝑖 = 𝑛
 (3.8) 

  

 Thus, the ROC of a time-series data 𝑋 is defined as shown in the equation below: 

 

 ROC𝑋 = |∇𝑋| (3.9) 

  

 Time-series data with high spike-noise can result in a high fluctuation in the rate-

of-change calculation. Therefore, a noise reduction filter is needed before the calculation. 

Note that the requirement of a noise reduction filter depends on the application and its 

time-series data. In the case-studies, a five-second median filter is used to reduce the 

spike-noises which come from the sensors used to collect ambient environmental data. 

A graphical example of time-series data and its rate-of-change is presented in figure 3.8. 
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Figure 3.8. Time series plot of the original time-series data segment and its rate-of-
change 

 

3.4 Evaluation Metrics 

 Once a machine learning model is built, model evaluation is one of the most 

important tasks in the learning problem which determines the performance of the model 

output (e.g. predictions, regressions). In this subsection, several evaluation metrics and 

performance measures related to the predictive model are explained.  

 A classification/prediction model can be evaluated by testing the model with a 

testing dataset. A testing dataset is a dataset that is independent of the training dataset 

but still follows the same probability distribution as the training dataset [44]. Let actual 

class be the known actual values in the testing dataset, and predicted class is the 

prediction model output, the results of comparing prediction model result to the testing 

datasets can be divided into four parameters, assuming binary prediction problem (e.g. 

only predicting yes/no or true/false), as shown in the table below. These four parameters 

are (1) true positives, (2) true negatives, (3) false positives, and (4) false negatives. The 
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table used to describe the four parameters related to the performance of a prediction 

model on a test data set is called a confusion matrix [44].  

 

Table 3.2. Confusion matrix 

 Predicted Class: Positive Predicted Class: Negative 

Actual Class: Positive True Positive (TP) False Positive (FP) 

Actual Class: Negative False Negative (FN) True Negative (TN) 

 

True positives and true negatives are the observations that are correctly predicted. On 

the other hand, false positives and false negatives are the values that occur when the 

actual class contradicts the predicted class. From the parameters in the confusion matrix, 

performance evaluation measurements of a machine learning model can be calculated. 

Here, four evaluation metrics, accuracy, precision, recall, and F1 score, will be described. 

 

Accuracy: Accuracy indicates how well the machine learning model correctly predicted 

observations and can be calculated using the equation below: 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 + 𝑇𝑁
(3.10) 

 

Precision: Precision is a metric that quantifies the number of correct positive predictions 

made. In another word, precision looks at all positive predictions and tells you the 

probability of the correct predictions. Thus, a high precision rate is related to a low false-

positive rate. Precision can be computed with the equation below: 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
(3.11) 

 

Recall: Recall shows the number of correct positive predictions made, out of all actual 

positive samples. This is different from precision which focuses on the correctly predicted 

values out of all positive predictions. Hence, recall provides information about the missed 
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positive predictions. High recall means the model rarely classifies an actual positive 

sample as a negative prediction. 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
(3.12) 

 

F1 Score: F1 score is the average precision and recall. Therefore, the F1 score uses both 

false positives and false negatives to calculates. Thus, the F1 score can be a useful 

performance evaluation metric when the dataset has an unbalanced or uneven class 

distribution. Since the case-studies presented in this work have highly unbalanced label 

distributions (e.g. dementia-related agitation only occurred 48 events during a 2-months-

long deployment), the F1 score here will be weighted. The weighted F1 score takes 

precision and recall of both positive and negative class, as well as the number of 

instances in both classes into account. This makes the weighted F1 score a better 

performance evaluation metric in learning problems with highly imbalanced data 

distribution [74]. The weighted F1 score is shown in the following equations: 

 

𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑 𝐹1 𝑠𝑐𝑜𝑟𝑒 (𝐹1𝑤) = 2 ×
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑 × 𝑟𝑒𝑐𝑎𝑙𝑙𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑 + 𝑟𝑒𝑐𝑎𝑙𝑙𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑
(3.13) 

 

Where: 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑 =
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑝 ×𝑁𝑝 + 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑛 × 𝑁𝑛

𝑁𝑝 + 𝑁𝑛
 

𝑟𝑒𝑐𝑎𝑙𝑙𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑 =
𝑟𝑒𝑐𝑎𝑙𝑙𝑝 × 𝑁𝑝 + 𝑟𝑒𝑐𝑎𝑙𝑙𝑛 × 𝑁𝑛

𝑁𝑝 + 𝑁𝑛
 

 

 The 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑝 and 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑛 are the precision metric for the positive and the 

negative class and 𝑁𝑝 and 𝑁𝑛 are the number of instances in positive and negative class 

(the same applied for the 𝑟𝑒𝑐𝑎𝑙𝑙𝑝 and 𝑟𝑒𝑐𝑎𝑙𝑙𝑛). 

 The machine learning models’ hyperparameters, the points of choice or 

configuration that allow a machine learning model to be customized for a specific task or 

dataset, are tuned using grid search approach [42]. The grid search method defines a 
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search space as a grid of hyperparameter values [75]. Then, the machine learning model 

is trained and evaluated at every position in the grid. In other words, every defined 

hyperparameter values are used to configure the machine learning model. The 

hyperparameter with the best evaluation performance is chosen to configure the final 

model. 

  

3.5 Case-studies results 

 In this work, the environmental time-series data is used to predict upcoming health 

events, dementia-related agitation, and cancer pain episodes. Due to the limited data 

samples, all performance results are done using the 5-folds cross-validation approach 

[76]. The cross-validation approach randomly divided the datasets into five groups. Four 

groups will be used as training datasets and the other group is used as a testing dataset. 

Once each unique group has been used as the testing dataset, the evaluation scores are 

summarized. The dementia dataset consists of five 2-months-long deployments where 

actual environmental sensors are deployed at the person-with-dementia and their 

caregiver houses. The agitation event labels are marked by the dementia caregivers and 

used for machine learning models to learn features in ambient environmental data which 

correlate to the occurrences of agitation episodes.  

 As described in this chapter, the ambient environmental time-series is segmented 

as inputs to learning models, which are the neural network (NN), boosting model, LSTM 

neural network, and CNN. For NN, boosting, and LSTM-NN models. The time-series 

segment is 42-minutes long, from 6-minutes before the CG-provided agitation label to 48-

minutes before. For NN, boosting, LSTM-NN models, statistical features are extracted 

from the 42-minutes long segment of ambient environmental time-series. The 42-minute 

segment is divided into seven subsegments, each subsegment is 6-minutes long. Each 

of the subsegments is used to calculate statistical features mean, median, maximum, 

variance, mean of differentiate, max of differentiate. Time-of-day is also used as one of 

the input features. For the CNN model, the 42-minutes environmental time-series is used 

to compute a rate-of-change feature. Both the rate-of-change and the actual 

environmental time-series (both 42-minutes long) are input to the CNN learning model. 
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All models are trained and evaluated using a five-fold cross-validation procedure. The 

results of the cross-validation are summarized with the mean and variance of each 

evaluation metrics, accuracy, precision, recall, and weighted F1 score. The performance 

metrics of each model across all five deployments are shown in figure 3.9 below. All 

models are also compared with a baseline model or a no-skill model which randomly 

predict an upcoming agitation. The dark stripe on top of each bar represents the cross-

validation variance of each performance metric. 

 

Figure 3.9. Machine learning model performance comparison for the prediction of 
upcoming dementia-related agitation 
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 Because the dementia-related agitation dataset has unbalanced distribution, the 

ratio between agitation event label (environmental time-series that followed by an 

agitation event) and non-agitation label is around 1 to 4, the performance metrics for the 

baseline model is as follow: 50% accuracy, 20% precision, 50% recall, and 55% weighted 

F1 score. Table 3.3. also shows a summary of all models’ performance which are the 

average values across all five deployments.  

Table 3.3. Summary of machine learning model performance 

Model 
Performance Metrics (Value ± Variance) 

Accuracy Precision Recall F1 

Baseline 0.50±0.00 0.20±0.00 0.50±0.00 0.55±0.00 

NN 0.57±0.05 0.56±0.07 0.45±0.08 0.56±0.05 

Boosting 0.63±0.02 0.60±0.02 0.61±0.02 0.62±0.02 

LSTM 0.70±0.06 0.61±0.06 0.68±0.07 0.65±0.06 

CNN 0.71±0.06 0.65±0.06 0.67±0.06 0.66±0.06 

 

 From the result in figure 3.9. and table 3.3., all machine learning models perform 

better than a baseline model which randomly predicts between agitation and non-

agitation. The neural network model has the worst performance with a lower average 

recall compared to the baseline model (ability to correctly predict upcoming agitation out 

of all actual agitation data). Overall, the long-short-term-memory neural network and the 

convolutional neural network have the best performance values. The weighted F1 score, 

which is a good evaluation metric for imbalanced learning problem [77], of the LSTM is 

10%, 9%, 3% higher than the baseline, NN, and boosting model; and only 1% lower than 

the CNN model.  

 In another case-study, cancer pain management, ambient environmental data are 

also collected from five 2-weeks-long deployments in homes of cancer patients. The data 

label, timestamp of cancer breakthrough pain events, are marked by the patient using 

Android smartwatches. Then, the environmental time-series data prior to the cancer pain 

labels are segmented, feature extracted and used as inputs to the same set of machine 

learning models. In this case study, ambient environment and cancer pain management, 

the training dataset suffer less from the unbalance label distribution (ambient environment 
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before pain events vs. non-pain events). This is because there are more reported cancer-

pain episodes (average of 3.82 episodes per day) compared to the reported dementia-

related agitations (0.8 agitation events per day on average). Figure 3.10 below shows the 

cross-validation performance of all models. All performance metrics are also summarized 

in table 3.4. Similar to the dementia case study, all machine learning models outperform 

the baseline model which randomly predicts the cancer-pain episodes. LSTM and CNN 

models are the best models with a 0.67 and 0.66 weighted F1 score. However, both LSTM 

and CNN performance scores have higher cross-validation variance which is presented 

as the dark-stripes at the top of each performance metric bar in figure 3.10. The high 

cross-validation variances of LSTM and CNN models are due to the mass number of 

model parameters in both models. A learning model that trains many parameters with a 

small number of observations (e.g. dementia-agitation events or cancer-pain episodes) 

can cause the model to overfit the training data which results in a higher cross-validation 

variance [78]. On the contrary, the boosting model, which uses multiple weak learning 

instances and required fewer learning parameters, has a significantly lower cross-

validation variance. In this case-study, the average recall variance of the boosting model 

is 0.01 compared to 0.04 and 0.05 average variance of LSTM and CNN model.   
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Figure 3.10. Machine learning model performance comparison for the prediction of 
upcoming cancer pain episodes 

 

 

 Table 3.4. Summary of machine learning model performance for the prediction of 
upcoming cancer pain episodes 

Model 
Performance Metrics (Value ± Variance) 

Accuracy Precision Recall F1 

Baseline 0.50±0.00 0.33±0.00 0.50±0.00 0.51±0.00 
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NN 0.54±0.04 0.53±0.04 0.49±0.05 0.51±0.04 

Boosting 0.60±0.02 0.59±0.02 0.69±0.01 0.59±0.02 

LSTM 0.65±0.04 0.67±0.03 0.67±0.04 0.67±0.05 

CNN 0.65±0.04 0.67±0.03 0.63±0.05 0.66±0.04 

 

3.6 Conclusion and Discussions 

 In both case studies of dementia-related agitation and cancer pain management, 

the results show that machine learning models and data processing techniques such as 

data transformation and segmentation can be utilized to predict health events from 

ambient environmental time-series data collected near the patient. In this chapter, 

methods to transform continuously collected environmental data into inputs for machine 

learning models are described. Various machine learning models and their 

implementations with time-series data are also shown with relevant performance 

evaluation metrics. The model evaluation result suggests that LSTM and CNN models 

are suitable for learning problems in which inputs are time-series data. 

 The results in figure 3.9 and figure 3.10 show that the LSTM and the CNN model 

have the best performance in predicting health events from ambient environmental time-

series data. The better performances of LSTM and CNN are possibly due to the model’s 

ability to take temporal and sequential information into account (e.g. the ramping up of 

environment data in each subsegment). The LSTM achieves this by having memory cells 

that pass on relevant information from the previous feature or input window to the next 

[50]. On the other hand, the CNN model is using convolution operations which slide a 

convolution filter across the time-series input, learning any relevant patterns in the data. 

However, both LSTM and CNN models required a vast amount of learning parameters 

which is not suitable for a learning problem with a small amount of training data. This 

makes the cross-validation variance in both LSTM and CNN higher compared to a simpler 

model such as the boosting model which required fewer learning parameters. 

 This leads to challenges presented in learning problems in the real world. In the 

case study examples, the data analysis shows that each patient reacts differently to their 

ambient environment, some could be sensitive to ambient light level, some are sensitive 
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to the noise around them. Thus, a personalized learning model is required. Each learning 

model has to be trained on specific patients and their ambient surroundings. This makes 

the training observations for each model become even smaller and is a challenge for 

training deep learning models that required a lot of training data/observations. In the next 

chapter, these real-world challenges will be discussed as well as approaches to create a 

robust machine learning model that can overcome common real-world learning 

challenges such as small training data and unbalanced label distribution.   
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 PRACTICAL HEALTH EVENT PREDICTION 
FOR IN-THE-FIELD APPLICATION 

 Deep learning system advances and achievements show the potential for the 

implementation of deep learning in real-world problems. Deep learning models usually 

involve millions of parameters. This required a very large amount of training data for deep 

learning to outperforms other traditional learning models [79]. In the academic world, 

obtaining a large amount of well-labeled data to train the learning algorithm may not be a 

problem if the data collection process is not focused. However, in real-world scenarios, 

datasets often come with challenges such as imprecise data labels, a small number of 

training data, and unbalanced data labels. Consider one of the use-cases presented in 

this work, the dementia-related agitation and in-home caregiver empowerment. The 

training labels, dementia agitation events, are used to train the prediction model to predict 

the occurrences of dementia-related agitation symptoms. The labels are provided by in-

home caregivers. Thus, they can be temporally imprecise depending on when the 

caregiver noticed an agitation event. Furthermore, the average number of agitations 

reported in two-month deployment is 48 events, which is a small number of labels to train 

complex learning models such as deep learning.  

 This chapter discusses data challenges associated with real-world learning 

modeling approaches. For example, a weak training label is a common problem in the 

real-world dataset (e.g. timestamp of the event of interest is temporally imprecise).  To 

minimize the invasiveness associate with video camera usage, a real-world symptom 

sensing system can involve patient engagement by utilizing the self-annotation approach. 

Patient with chronic cancer pain can self-report their symptom occurrences which can be 

used as training data labels for cancer pain prediction applications [26]. The imprecision 

can occur due to the real-world difficulty of the patient dealing with the occurring symptom 
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(e.g. cancer patient taking pain medication) and cannot report the symptom event 

immediately. Here, the implementations and evaluations of a boosted convolutional 

neural network with regularization and weighted sample technique is presented to 

addresses the following in-the-field data challenges: temporally imprecise training labels, 

small training samples, and unbalanced label distribution. The goal of this is to evaluate 

different machine learning models to address the mentioned real-world challenges such 

as model overfitting [27]. The work presented in this chapter can assist researchers in 

implementing machine learning models to solve similar real-world problems. 

4.1 Related works 

 Many studies in the field of machine learning often use the standard procedure to 

measure, compare, and evaluate model performance on a standard dataset [80]–[82]. 

These methods are used to compare learning techniques with other approaches to make 

sure that one method outperforms others. However, in real-world learning problems, the 

dataset often comes with complications such as imbalanced label distribution or a small 

number of training observations. Thus, building a robust learning model is a higher priority 

than modifying and improving a model to gain an extra 1% in performance [83].  

 Imbalanced label distribution is one of the common problems associated with real-

world data acquisition [66], [67]. In one of the case-study presented in the dissertation, 

on average, the dementia-related agitation events are reported 48 times per 2-months 

long deployment. The predictive model used to predict dementia-related agitation is 

trained to recognize those time-periods as agitation events and other time-periods as the 

non-agitation event. Thus, the number of agitation time-periods are much less than the 

non-agitation time-periods which creates an imbalanced dataset. The imbalanced dataset 

can misguide the learning process of a machine learning model. A learning model that 

focuses on increasing the model’s accuracy may classify every prediction as a negative 

prediction if the training dataset is imbalanced with a lot more samples of negative class. 

Many studies use a weighted sample technique to solve the imbalanced label distribution 

problem [86]. The weighted sample gives different learning weights to each training class 

to modified the minority class’s importance in the model’s learning process.  
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 Another common challenge with real-world machine learning problems is the small 

amount of training data. For many real-world problems, it can be rather expensive to get 

well-labeled training data. A study estimates that the cost for acquiring the Computed 

Tomography (CT) images with annotations from domain experts could be as high as 250k 

US dollars for 10,000 labeled images. Another cause that affects the number of training 

labels is the requirement of a personalized learning model. Recently, precision medicine 

has been adapted and implemented to provide healthcare that takes the variability 

between persons into account [87], [88]. Unfortunately, the requirement of a personalized 

learning model also reduces the number of training datasets available. The small number 

of training observations is usually associated with an overfitting problem in machine 

learning [89]. Complex machine learning models required more training instances to 

outperform traditional learning models due to the mass amount of model parameters [90]. 

Solutions to the small amount of training data problems could be to utilize boosting 

learning model approach which combines multiple simple-but-weak learners to a better 

model [91], [92]. However, in the previous chapter, the results show that machine learning 

models that consider the temporal relationship in the time-series data, such as LSTM and 

CNN model, perform better than other models.  

 In this chapter, a boosted convolutional neural network is implemented for health 

event prediction from time-series data. The boosted CNN is a hybrid machine learning 

model between the boosting model, which incorporates the boosting weights with multiple 

learners, and the convolutional neural network model, which uses a convolutional filter to 

extract temporal features in time-series data. The boosted CNN is compared with a 

standard boosting model and a regular CNN to evaluate the model’s robustness with real-

world datasets. 

4.2 Practical techniques for in-the-field learning algorithms 

 Learning problem that uses data continuously collected in real-world can come 

with many challenges such as small training labels. In the case studies, prediction of 

dementia-related agitation and cancer-pain episodes, to minimize the invasiveness 

associate with video camera usage as shown in many other studies [93], [94], our sensing 

system involves patient engagement by utilizing the self-annotation approach. During the 
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real deployments at actual patients’ houses, on average, we collect 48 dementia-related 

agitation events per deployment and 46 cancer-pain episodes per deployment. This small 

number of training datasets can cause a more complex learning model to overfit the data 

[27]. However, as shown in the results of the previous chapter, complex learning 

algorithms such as the long-short-term-memory neural network (LSTM) and convolutional 

neural network (CNN) are needed to achieve good performance with predicting health 

events from time-series data (i.e. ambient environmental time-series data). In this section, 

approaches to overcome in-the-field challenges associated with implementing a learning 

algorithm for real deployment data are presented. The regularization technique is 

presented to help with model overfitting problems. Next, as presented in the dementia 

case study where only 48 agitation events occur throughout 2-months data collection 

deployment, the unbalanced label distribution is resolved with the weighted sample 

technique. Lastly, the boosting model is modified to be more suitable for learning problem 

with time-series data. The boosting model is shown, in the previous chapter, to be able 

to produce the best cross-validation performance variances; but the model still has a 

downside that it does not take temporal information of the time-series input into account.  

4.2.1 Regularization 

 Complex learning tasks trained with a small number of training samples can be 

overfitted due to a large number of model parameters are trying to fit on little observation 

points [27]. Figure 4.1 illustrates the overfitting behavior of machine learning models. 

Normally, when training a machine learning model, we want the model to fit the training 

data, i.e. the model is trying to minimize the training error. After the model is trained, the 

model is evaluated with another dataset called the testing dataset. In an ideal situation, 

the testing dataset will come from the same population and share the same probability 

distribution as the training dataset; if the model has a low training error, it should fit well 

with the testing dataset and has a low testing error as well. However, when using a more 

complex model, such as LSTM and CNN models shown in the previous chapter, the 

model may have low generalization error where the model fits well with the training data 

but has a high testing error as shown in figure 4.1. This is called model overfitting. The 
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overfitting problem occurs when there are a lot more model parameters compared to the 

number of training observations [95], [96].  

 In the case studies, we have a small amount of training data or reported health 

events (48 dementia-related agitation events per deployment and 46 cancer-pain 

episodes per deployment), but we need the more complex machine learning models that 

utilized the temporal information in the ambient environmental time-series collected 

around the patient. And the result in the previous chapter showed that both complex 

models are prone to the overfitting problem, i.e. high cross-validation variances presented 

in both models. A solution to the overfitting problem due to the complexity of the model is 

the implementation of regularization. Machine learning regularization minimizes model 

complexity by penalizing the model’s loss function. In this section, the L1 (lasso) 

regularization technique is utilized to improve the overfitting problem.  

 

Figure 4.1. Illustrations of model overfitting behavior. (Left) A linear function fit to the 
data suffers from underfitting—it cannot capture the curvature that is present in the data. 

(Center) A quadratic function fit to the data generalizes well to unseen points. It does 
not suffer from a significant amount of overfitting or underfitting. (Right) A polynomial of 

degree 9 fit to the data suffers from overfitting [42]. 

 

 Regularization is a technique that helps reduce model overfitting due to the 

complexity of the model. It achieves this by penalizing the model’s cost function [42]. 

Normally, a learning model tries to minimize its cost function. If 𝑥 is the input with 𝑚 
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samples, ℎ𝜃(𝑥) is the classification prediction output with 𝜃 as parameters (e.g. weights), 

and 𝑦 is the target output, the following formula shows a cost function example of a logistic 

loss: 

 
𝐽(𝜃) =

1

𝑚
∑𝐶𝑜𝑠𝑡(ℎ𝜃(𝑥𝑖), 𝑦𝑖)

𝑚

𝑖=1

 

 

 

 
𝑤ℎ𝑒𝑟𝑒: 𝐶𝑜𝑠𝑡(ℎ𝜃(𝑥), 𝑦) =  {

− log(ℎ𝜃(𝑥))            𝑖𝑓 𝑦 = 1

− log(1 − ℎ𝜃(𝑥))    𝑖𝑓 𝑦 = 0
 (4.1) 

  

𝑎𝑛𝑑: ℎ𝜃𝑥𝑖 = 𝜃0 + 𝜃1𝑥1 + 𝜃2𝑥2
2 + 𝜃3𝑥3

3 +⋯+ 𝜃𝑚𝑥𝑚
𝑚   

 

 

 From the formula (2), the degree of the input features will increase model 

complexity (more 𝜃), making the model tries to fit all training data points which can result 

in an overfitted model, especially if some of the input features have a small contribution 

to the prediction [27]. Lasso regularization (L1) remedies this by adding the regularization 

term to penalize all the weights as shown in equation (3): 

 
𝐿1:     𝐽(𝜃) =

1

𝑚
∑𝐶𝑜𝑠𝑡(ℎ𝜃(𝑥𝑖), 𝑦𝑖) +

𝜆

𝑚

𝑚

𝑖=1

∑|𝜃𝑗|

𝑛

𝑗=1

 (4.2) 

 The variable 𝜆 helps regularize the original fit term in (2) by penalizing the weights 

𝜃. This can make the learning model less overfitted. 

4.2.2 Weighted Samples 

 Another difference between academia and the real-world is the distribution of data 

labels. In academia, datasets usually have balanced label distribution. Thus, supervised 

learning tasks usually have an equal number of samples per class. However, in the real-

world, balanced label distribution is rare. In the use case of dementia-related agitation, 

48 agitation events were labeled in a 2-month deployment. If 1-hour of data is label as 

agitation period, that means only 48 hours of time-series data are labeled as agitation 

periods out of the total of 1,460 hours long deployment. This makes the label distribution 

highly unbalanced. A prediction model trained on highly unbalanced training labels can 
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learn to predict only the majority class and still maintain high prediction accuracy. To 

address this problem, the weighted samples technique is utilized. This technique modifies 

the model’s learning rate to provide more weight to the minority sample (e.g. symptom 

event labels) [84]. The weight ratio between majority samples and minority samples can 

also be tuned depending on the consequences. For example, diagnosing somebody 

healthy as sick may be acceptable if the doctor double checks; but does not recognize a 

sick patient, and letting the person go without treatment can have dire consequences. 

4.2.3 Hybrid Learning Framework 

 In the previous result, it is shown that machine learning models that take temporal 

information in the time-series data into account outperform models that do not. In the 

analysis of machine learning models with the case studies data, using ambient 

environment surrounding patient living at home to predict health events, the long-short-

term-memory neural network (LSTM) and convolutional neural network model (CNN) can 

learn to predict health event from the environmental time-series data better than the 

neural network and boosting model. However, the result showed that the LSTM and CNN 

are complex models that have many learning parameters which, when implemented to a 

real-world learning problem that often has a small number of training observations, can 

overfit the training data. The data overfitting can be seen from the higher cross-validation 

performance variances. Simpler machine learning models, such as the boosting model, 

show potential in the case studies results with the least cross-validation performance 

variance as shown in figure 3.9 and 3.10. Still, the boosting model is not built to consider 

the temporal information in the time-series data. 

 In this section, a hybrid machine learning model is shown. This hybrid learning 

model takes advantage of the simpler boosting model to reduce the overfitting problem 

and the advantage of the CNN model that takes temporal information in the predictors 

into account [28]. In other words, the hybrid model combines the boosting algorithm and 

parts of the CNN model (hence, it is a hybrid model). Figure 4.2 shows the framework of 

the hybrid learning model, called boosted CNN. The structure of the hybrid learning 

framework is as follows. First, the time-series dataset is pre-processed (e.g. data 

segmentation, noise filtering) and feature extracted. In both dementia and cancer case-
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studies, rate-of-change of the environmental data is extracted as features. Next, extracted 

features are input into the CNN model to learn patterns in the training dataset. Here, 

instead of normally using the result of the CNN fully-connected layer as an output, the 

product of the CNN pooling layer is extracted as shown in figure 4.2. As explained in the 

previous chapter, the CNN convolutional layer extracts temporal features from each small 

region of the time-series data, then the pooling layer connects and downsamples the 

features which create a list of relevant temporal features from the CNN model. Then, this 

list of CNN features is used as an input vector for the boosting model. The boosting model 

is implemented with regularization and appropriate weighted sample technique to help 

with overfitting and unbalance label distribution problems.        
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Figure 4.2. Hybrid learning framework with practical performance improvement 
techniques for real-world learning problems. 
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4.3 Case-study Results 

 In this section, practical techniques are shown to address common challenges 

found in real-world sensing and learning applications. In the case-studies, the sensor 

system is deployed at dementia and cancer patients’ homes to collect ambient 

environmental data to study the effect of the surrounding ambient environment on the 

patients [73], [97]–[99]. The environmental data (i.e. light level, ambient temperature, 

humidity, air-pressure, noise level, and time-of-day) is continuously monitored and used 

to predict health events (dementia-related agitations and cancer-pain episodes). In both 

case-studies, the collected health events observations are limited. Only 48 dementia-

related agitation events per deployment (on average, out of five 2-months long 

deployments) were observed; and 46 cancer-pain episodes were marked per deployment 

(averaged from five 2-weeks long deployments). The observation data from a machine 

learning model is even smaller because each user reacts to their ambient environment 

differently which required a personalized learning model. Furthermore, the observation 

data is unbalanced with 1:4 agitation observations to non-agitation observations ratio and 

1:2 pain episode to non-pain episode. To address these real-world challenges, a lasso 

regularization and a weighted sample technique have been implemented with a hybrid 

learning framework which combines the ability to extract temporal features of the CNN 

model and the simplicity of the boosting model.  

 Here, health event observations from both case studies are predicted using 

ambient environmental sensor data prior to the event timestamps. Four learning models 

are implemented to predict health events. The models are the baseline model which 

randomly predicts health events, boosting model, CNN model, and the presented hybrid 

model. The models are trained and evaluated using five-fold cross-validation. The 

performance evaluation metrics are accuracy, precision, recall, and weighted F1 score. 

Accuracy shows how well each model classifies the ambient environment that can trigger 

health events and the one that does not. Precision indicates the probability that the 

predicted health events are correct (e.g. if the model predicts that there will be an 

upcoming dementia-related agitation, what is the probability that it is correct). The recall 

represents the sensitivity of the probability that the model will detect health events given 

that the input is known to trigger upcoming health events. Lastly, the weighted F1 score 
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is used as an overall evaluation metric that considers the precision, recall, and label 

distribution of the data.    

4.3.1 Dementia-related agitation prediction results 

 The result of predicting upcoming dementia-related agitation events from the 

ambient environment is shown in figure 4.3 and table 4.1 below. In figure 4.3, the boosting 

mode, CNN model, and hybrid model are shown to outperform the baseline model which 

randomly predicts dementia-related agitation events from ambient environmental data. 

Comparing the simpler boosting model and the more complex CNN model, CNN has 

higher scores in all evaluation metrics which is likely due to its ability to extract temporal 

features from time-series data. However, the boosting model has significantly lower 

performance variances as shown in the dark-stripes in figure 4.3. This lower scores’ 

variance is due to less model overfitting. The hybrid learning model, which can extract 

temporal features like the CNN model and less likely to overfit as the boosting model, is 

shown to have the best performance compared to other models. The hybrid model’s 

performance variances are comparable to the boosting model, as shown in table 4.1, and 

the performance scores are higher than the CNN model with a 0.77 weighted F1 score 

compared to CNN’s 0.66 F1 scores.  
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Figure 4.3. The hybrid learning model comparison to the baseline model (random 
prediction), boosting model, and CNN model in the prediction of dementia-related 

agitation 

 

Table 4.1. Summary of machine learning model performance for the prediction of 
dementia-related agitation events  

Model 
Performance Metrics (Value ± Variance) 

Accuracy Precision Recall F1 

Baseline 0.50±0.00 0.20±0.00 0.50±0.00 0.55±0.00 

Boosting 0.63±0.02 0.60±0.02 0.61±0.02 0.62±0.02 
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CNN 0.71±0.06 0.65±0.06 0.67±0.06 0.66±0.06 

Hybrid 0.77±0.02 0.77±0.02 0.74±0.02 0.77±0.01 

 

 Figure 4.4 below also show the dementia-related agitation prediction comparison 

between (1) within-deployment prediction where individual learning model learns to 

predict agitation from environmental data and agitation labels within each deployment, 

and (2) cross-deployment prediction where a global model is trained from the combined 

dataset, a dataset which combines all agitation observations from all five deployments. 

Here, the shown within-deployment prediction performance is the average of the 

individual learning models from each deployment. The result in figure 4.4 shows that the 

within-deployment approach outperforms the global learning model approach. The 

accuracy score of the hybrid model using the within-deployment approach, which is an 

average from the accuracy scores of all five deployments, is 0.77 which is a much better 

performance compared to the 0.53 accuracy score of the cross-deployment or the one 

global model approach. The result, which the individual learning modeling approach has 

much better agitation prediction performance compared to the one global model, 

suggests that each person-with-dementia react differently to their ambient environmental 

surrounding. The learning model needs to be configured and trained with individual PWD 

to be able to detect dementia-related agitation events reliably. The need for personalized 

learning also emphasizes that the small number of available real-world observations and 

datasets which is one of the challenges that the work in this chapter is aimed to solve.    
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Figure 4.4. Dementia-related prediction performance comparison between the within-
deployment prediction, average across all five deployments and the cross-deployment 

prediction where the data from all five deployments are combined to one dataset  

 

 In actual sensor deployments at PWD/CG houses, the dementia-caregivers 

observe for signs of dementia-related agitation and mark the agitation labels using the 

user interfacing devices. This self-labeling approach can help to collect ground truth data 

about the occurrences of agitation without the involvement of privacy-invasive devices 

such as video cameras. However, the agitation labels from the caregiver can be 

temporally imprecise which happened due to the need for immediate CG attention when 

there is an agitation event or the CG observed the agitation event at the later stages 

causing the label-marker to be later than when the agitation event started to happen [100]. 

The machine learning models implemented to predict upcoming dementia-related 
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agitation use data segmentation technique which the ambient environmental data before 

the agitation labels is segmented and used as inputs to the learning models. Different 

segment sizes have been used and compared. The result of the effect of the segment 

size on the prediction of dementia-related agitation is shown in figure 4.5 below. Here, 

different observation segment sizes, 18 minutes, 30 minutes, 42 minutes, 60 minutes, 

and 90 minutes are used and evaluated with the weighted F1 score which shows the 

balanced precision and recall of both positive and negative observations. The larger 

segment size will make the learning model more robust to the temporally imprecise 

training labels but will include data that might not be useful to the prediction. The result in 

figure 4.5 shows that time segmentation around 30 minutes to 42 minutes is the most 

suitable segment size for the prediction of dementia-related agitation. 

  

 

Figure 4.5. Effect of different data segmentation size on the weighted F1 score of the 
dementia-related agitation prediction  

 

4.3.2 Cancer-pain episodes prediction results 

 Similar to the dementia case study, observations of cancer-pain episodes collected 

from the deployments at cancer patient houses are limited (46 cancer-pain episodes per 
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deployments on average). This small number of observations can cause complex learning 

models to overfit. Thus, the practical techniques presented in this chapter are required 

for real-world learning problems such as this case study. Below, figure 4.6 and table 4.2 

show the learning model results of predicting cancer-pain episodes from ambient 

environmental data around the cancer patients living at home.  

 

 

Figure 4.6. The hybrid learning model comparison to the baseline model (random 
prediction), boosting model, and CNN model in the prediction of in-home cancer-pain 

episodes 
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 Here, the label distribution (ambient environmental time-series before pain event 

timestamps vs. ambient environment at other times) is not as severely imbalance as the 

observation labels of the dementia case-study, the ratio of cancer-pain observations and 

non-cancer-pain observations are about one to two (the observation labels ratio of the 

dementia case study is one to four). This label imbalance can be seen at the precision 

score of the baseline model that is 0.32 on average (from table 4.2) compared to the 0.20 

precision score of the dementia case-study in table 4.1. The result here also shows that 

the presented hybrid model has the best performance scores for all five cancer-case-

study deployments as shown in figure 4.6. 

 

Table 4.2.   Summary of machine learning model performance for the prediction of 
cancer-pain episodes  

Model 
Performance Metrics (Value ± Variance) 

Accuracy Precision Recall F1 

Baseline 0.50±0.00 0.32±0.00 0.50±0.00 0.51±0.00 

Boosting 0.60±0.02 0.59±0.02 0.69±0.03 0.59±0.02 

CNN 0.65±0.04 0.67±0.03 0.63±0.05 0.66±0.04 

Hybrid 0.73±0.02 0.75±0.02 0.71±0.02 0.77±0.02 

 

 Next, results of the cancer-pain episode prediction from both the within and cross-

deployments are presented. First, the cancer-pain prediction performances of the learning 

models trained on each individual deployment, or the within-deployment performances, 

are shown in figure 4.7 (top). The cross-deployment performances are also illustrated. 

Cross-deployment refers to performance scores from having one global learning model 

trained on the combined dataset, which combines all cancer-pain observations regardless 

of the deployments. The cross-deployment approach shows weak cancer-pain prediction 

scores compared to the individual modeling approach. The recall score of the hybrid 

model or the probability that the model will predict a cancer-pain event if the patient is 

actually experiencing a pain episode, in predicting cancer-pain is 0.71 compared to the 

cross-deployment recall score of 0.49. This result shows the need for an individual or 

personalized learning model which is trained on the behavior of the individual patient. 
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This will make the observation data size even smaller, but the methods presented in this 

chapter, such as the hybrid modeling and model regularization will help increase the 

model’s robustness and tolerance to real-world data problems.  

 

Figure 4.7. In-home cancer-pain episode prediction performance comparison between 
the within-deployment prediction, average across all five deployments, and the cross-
deployment prediction where the data from all five deployments are combined to one 

dataset 

 

 The sensor deployment and the data collection of the cancer-pain management 

case-study also use the self-reporting approach for cancer-pain episode labels. During 

the sensor deployment at houses of cancer patients and caregivers, the patients help to 

mark their cancer-pain episode using smartwatch devices. Since the pain episode can 

require full and immediate attention from both the patient and caregiver to manage such 

as taking the pain medication, the self-report labels may be temporally imprecise. In figure 
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4.8, different data segmentation sizes are compared with the models’ performance to 

predict in-home cancer-pain episodes. The result shows that using time segment of 30 

minutes to 60 minutes before the cancer-pain labels yield the best weighted F1 score. 

 

 

Figure 4.8. Effect of different data segmentation size on the weighted F1 score of the in-
home cancer-pain episode prediction 

 

4.3.3 Weighted sample and prediction sensitivity 

 In this chapter, the weighted sample technique is explained and implemented to 

help learning models deal with imbalanced label distribution. In a real-world application 

with a prediction machine learning model, such as the case-studies that predict health 

events from environmental time-series data, the sample-weight parameter can be tuned 

to make the predictive model more or less sensitive to the prediction. The sample-weight 

parameter represents the learning priority associate with each observation class. For 

example, a sample-weight of 4 means the negative observations only have one-fourth 

impact on the learning model during training compared to the positive observation. Figure 

4.9 shows the receiver operating characteristic plot of the hybrid model predicting 
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upcoming dementia-related agitation from environmental time-series. The receiver 

operating characteristic plot (ROC) illustrates the predictive ability of a binary classifier 

model. The ROC is plotted with the true positive rate (TPR) against the false-positive rate 

(FPR). The true positive rate, also called recall or sensitivity, represents the probability 

that the model will predict a positive class when the actual positive class is given. The 

false-positive rate or false alarm rate shows the probability that the model falsely predicts 

an observation to be positive. For this dementia-related agitation dataset, the positive 

observations or the time period that agitation has been reported is less than the negative 

observations with a ratio of one to four. In figure 4.9, the different sample-weight 

parameters can affect the model’s ROC plot. The higher sample-weight gives higher 

priority to positive observations making the learning model more likely to predict a positive 

class but also more likely to produce a false-positive. Table 4.3 shows results of the effect 

of different sample-weights on the true positive rates and false negative rates of the 

prediction of dementia-related agitation with one to four ratio of positive to negative 

observations. As shown in table 4.3, in learning problems with an imbalanced dataset, 

there is a tradeoff between the TPR and the FPR. When the sample-weight is lower, the 

predictive model tends to have lower TPR or the probability that the model will predict a 

positive class when the actual positive class is given, but the FPR or the false-alarm rate 

is lower as well. This can be seen when the sample-weight is 1, the model has 0.5 TPR 

and only 0.09 FPR, given that the model will predict a positive class when the model’s 

prediction probability is above 0.5. On the contrary, higher sample-weight such as the 

sample-weight of 10, the model has 80% probability to predict an agitation event if a 

known agitation time-period is given; but the model will also falsely predict a non-agitation 

period as agitation with 38% probability. Thus, the tuning of the sample-weight will depend 

on the application. For applications that being cautious is beneficial (such as coronavirus 

saliva tests [101]–[103]), a higher sample-weight is recommended. For other applications 

that frequent false alarms may be harmful such as household smoke detectors, lower the 

sample-weight can reduce the false positive rate but the cause of lowering the true 

positive rate should still be considered.  
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Figure 4.9. Different sample-weights and their effects on the true positive rate and false 
positive rate of the dementia-related agitation prediction model. 

 

Table 4.3.   True positive rate (TPR) and false positive rate (FPR) comparison at 
different sample-weights with prediction probability threshold = 0.5 

 TPR and FPR at prediction probability threshold = 0.5 

True positive rate (TPR) False positive rate (FPR) 

Sample-weight = 1 0.5 0.09 

Sample-weight = 4 0.7 0.25 

Sample-weight =10 0.8 0.38 
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4.3.4 Machine learning models and effects on early event prediction 

 When using a machine learning model for prediction tasks from time-series data 

inputs, the ability to predict the event of interest early can be crucial, especially in 

preventive applications such as informing patients of symptom interventions. The time-

series data collected from in-the-field applications that use self-annotating labels, for 

training machine learning models, can show patterns regarding upcoming events before 

the user observes and labels. These early patterns, after the model is trained, can 

gradually increase the model’s likelihood to predict an event of interest even before the 

label’s timestamp that is used for training, especially for machine learning models that 

consider temporal information such as LSTM and CNN [67], [104], [105]. An example of 

the early event prediction is shown in figure 4.10 below. In the figure, the ambient 

environmental time-series on the left is used to predict whether there will be an upcoming 

dementia-related agitation episode. The red line on the left environment figure indicates 

the timestamp of a known agitation episode. Normally, the environmental time-series will 

be segmented from 6-minutes before the label to 48-minutes before (total of 42-minute 

segment window). The normal 42-minute time-series segment is feature extracted (rate-

of-change) and input into a trained CNN model which output that there will be an 

upcoming agitation event with 0.68 prediction probability which is shown in figure 4.10 on 

the right at position 0 on the x-axis (Time window at 0 minutes). The model prediction 

probability is extracted from the weighted sum layer of a machine learning model. The 

weighted sum layer is a layer before the model uses the final activation function or 

threshold to decide the prediction class or output of the model [106]. Traditionally, a 

positive class threshold is set at 0.5 prediction probability, meaning if the probability is 

above 0.5, the model will predict a positive class. For a machine learning model with 

prediction tasks with time-series inputs, such as the prediction of cancer-pain episodes 

from ambient environmental time-series data, the time-series input(s) are continuously 

streamed into the predictive model. Learning models that sensitive to the temporal 

information in the data may be able to pick up patterns in the data which increases the 

prediction probability even before the known event marker, as shown in figure 4.10.  
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 Figure 4.10. Early prediction of a dementia-related agitation event. The plot on the right 
shows that the prediction probability goes above the 0.5 threshold before the known 

agitation timestamp at the point of time-window 0. 

 

 Table 4.4 below shows the summary of the effect of the machine learning model 

and the early prediction. The early prediction refers to the period that the model’s 

prediction probability goes above the positive-class threshold (threshold set at 0.5) before 

the known event markers. The early prediction duration in table 4.4 is the average 

duration across all five deployments in the dementia case-study and all five deployments 

for the cancer-pain management study. Here, it is shown that machine learning models 

that take temporal information in the time-series data into account such as CNN can 

predict health events earlier than the boosting model. The result also shows that the 

presented hybrid model can also early predict health events similar to the CNN. This is 

because the hybrid model uses part of the CNN model structure that reads temporal 

information in time-series data. Another observation is that the early prediction durations 

of the dementia study are longer than the durations in the cancer-pain management 

study. This could happen due to the differences in the self-reporting approach in the two 

case-studies in which the cancer patients are the ones marking the pain episodes but the 

dementia-caregivers are the ones observing agitation behaviors then mark the agitation 

events. Nevertheless, this section encourages the consideration of the early prediction 

when implementing predictive machine learning models in applications where event 

intervention or prevention is important such as symptom prevention and mitigation. 
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Table 4.4.   Machine learning models and their effect on the early health event 
predictions. 

Learning model 

Early prediction (minutes) 

Dementia-related agitation 
prediction 

Cancer-pain episode 
prediction 

Boosting model 8.6 minutes 3.0 minutes 

Convolutional neural 
network (CNN) 

25 minutes 13.3 minutes 

Hybrid model 23.6 minutes 11.2 minutes 

 

4.4 Conclusion and discussion 

 This chapter’s results show that machine learning models can be implemented for 

health event prediction from time-series data which is generated from a continuous 

sensing system. In this chapter, the fundamental challenges associated with learning 

problems in the real world such as imbalanced label distribution, a small number of 

observations, and temporally imprecise label marker due to the self-labeling approach 

are addressed. The presented hybrid learning model approach, as shown in figure 4.2, 

takes advantage of the CNN model which can take temporal information in time-series 

data into account to mitigate the temporally imprecise label problem. The hybrid model 

also incorporates the regularization technique and the simpler boosting model to help with 

the model overfitting problem which comes from having a small number of event 

observations and the required personalized learning model. Metrics that can be helpful to 

considered when deploying a machine learning model in real-world applications are 

discussed. The weighted sample technique is utilized to address the imbalanced label 

distribution problem. Additionally, the sample-weight parameter can be tuned so that the 

learning model can focus more on the positive or negative label. Lastly, predictive learning 

models with time-series predictors may be able to early predict events of interest such as 

the early dementia-related agitation prediction shown in figure 4.10. The early prediction 

can occur due to certain time-series behavior such as the ramping up in the time-series 
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data. For example, if the increase in ambient noise level is learned to triggered dementia-

related agitation in the past, a learning model that considered temporal behavior in the 

input data should be able to gain increasing prediction probability to the prediction as well.  
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 MODEL INTERPRETATION FOR REAL-TIME 
ACTIONABLE INTERVENTION 

 Machine learning has progressed significantly over the past two decades. Many 

fields of technology and science, such as finances, speech processing, image 

classification, and health care, have successes in applying machine learning [107]. 

Machine-learning algorithms have been developed to suit several types of data and 

learning problems. Generally, these algorithms can be viewed as searching through a 

large set of possible parameters, guided by training samples, to find a set of parameters 

that best optimize performance (e.g., highest classification accuracy, least regression 

error, etc.). Many of the widely-used machine-learning algorithms are considered black-

box; Rudin explains that a black-box model could be a function that is too complicated for 

a human to understand or a proprietary function [108]. Examples of black-box models are 

the predictive deep learning models that can involve millions of parameters. Deep 

learning has been implemented in applications such as medicine, finance, and other fields 

that often require a more complicated model due to the complexity of the data and its 

learning problems, such as multivariable input data or image/time-series classifications 

that consider the temporal relationship of the data [109].  

 However, these implementations of the black-box model can be problematic. The 

lack of interpretability of the machine learning model can make it difficult for the user to 

take action or make a decision based on the model result, especially in healthcare 

applications where decisions can come with severe consequences. Recent research is 

trying to develop techniques to explain/interpret machine learning algorithms, especially 

the black-box models. Došilović defines two categories of approaches to model 

interpretability: (1) integrated interpretation, which traces the logic behind the model, and 
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(2) post-hoc, which extracts information from an already learned model [110]. Samek 

describes that, currently, machine-learning model interpretation methods often focus on 

understanding how the model works and why it produces a certain result [111]. This can 

increase the user’s trust in the machine-learning algorithm and can be used to improve 

the model’s performance. However, it does not always provide actionable measures, 

which are the important component of many applications. For example, if a black box 

model predicts a certain outcome (the outcome is usually known to the user), what 

action/decision should the user take to get the desired outcome? 

 In this work, we focus on the actionable interpretation of black-box machine 

learning models. Actionable interpretation is designed to inform users on what 

action/decision should the user take to get the desired outcome (or avoid undesired 

outcome). We also focus on learning problems with sequential/time-series data types that 

use black-box predictive models such as convolutional neural networks or deep neural 

networks. Our proposed technique uses a combination of information from the model 

outcome; the already learned model; the used training data; and the newly observed data 

to extract actionable items, as shown in Figure 5.1. The actionable items are aimed to 

help the user make decisions or take actionable measures based on the interpretation; 

as opposed to many black-box model interpretation studies that focus on understanding 

the model’s decision (e.g. via model’s logic, model parameters, etc.) to improve the 

performance of the model [111]. The extracted actionable items are related to the time-

series behavior of the sequential input data that impact the model result. Examples of 

these time-series behaviors can be the abnormally low value of the data, the increasing 

of the data, or sudden changes in the data. The proposed actionable interpretation 

method is post-hoc, which uses information from the already-learned model without 

modifying the algorithm of the black-box model. This makes the proposed method robust 

and can be implemented for most traditional black-box predictive models with 

sequential/time-series data inputs. 

 As a case study, we implement our proposed actionable interpretation method with 

a real-world application of dementia-related agitation and ambient environment 

causation. Dementia patients express agitated behavior in various ways such as verbal 

outbursts or aggressive motor behavior [25]. The occurrence of dementia agitation can 
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be affected by the ambient environment, such as the patient’s long exposure to high 

ambient sound levels or bright light [73], [97]. We use a black box prediction model to 

predict upcoming dementia agitation symptoms (or behaviors) based on the in-home 

ambient environment around the dementia patient. Then, we implement our actionable 

interpretation method to determine the potential ambient environment that causes the 

patient’s agitation and extract actionable items related to the ambient environment’s 

behavior. An example of an actionable item, in this use case, could be to notify the in-

home dementia caregiver to turn the lights on because the ambient light level is 

decreasing (e.g. the sun is setting), which has triggered agitation episodes in the past. 

The main contributions of this work are: 

1. Actionable model interpretation technique that uses the prediction result, the 

already learned model, the used training data, and the newly observed data 

without modifying the black-box model. 

2. Time-series analysis techniques, using permutation importance and cross-

correlation, for the model’s predictors importance and time-series behavior 

extraction. 

3. Per-observation interpretation does not require the whole testing dataset to 

interpret models, which is suitable for applications that require real-time 

action/decision. 

4. Actionable interpretation in a use case: ambient environmental causation for 

dementia-related agitation. 
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Figure 5.1. Standard black-box machine learning model vs. model with actionable 
interpretation. (a) Standard machine learning model: users only receive a model 

outcome, difficult to make a decision or take action based on the outcome only. (b) A 
model with the proposed actionable interpretation: users receive suggested actions 

based on the already learned model, the used training dataset, and the model outcome. 
No modification is made to the black-box model. 

 

5.1 Related works 

 Recently, many works have been conducted in the model interpretation area. In 

this section, we discuss the related work regarding machine learning interpretability and 

our approach, actionable interpretation. The proposed approach focuses on interpreting 

black-box machine learning models to extract actionable items (e.g., the ambient 

environment’s correlation to the prediction of an upcoming dementia-related agitation 

event). This actionable interpretation technique is aimed to help the user make decisions 

or take actions from machine learning models rather than interpreting models to validate 

outcomes or improve model performance. 

 Approaches to machine learning interpretation focus on explaining the model’s 

logic by tracing through parts of the model [112]. Došilović categorized this type of model 

interpretation as an integrated interpretation in which the interpretability comes from the 

transparency of the model [113]. This interpretation approach can be limited to simpler 
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models such as linear models and decision trees. In the decision tree models, the logic 

in the model such as tree split gains and sample weights can be used to explain the model 

[114]. Other works make sense of complex models by modifying the model to extract 

interpretable information. Martens extracts rules from support vector machines (SVM) to 

make the model interpretable for credit scoring [115]. Choi modified the recurrent neural 

network (RNN) to generate coefficients at certain stages of the network [116]. The 

generated coefficient can be used to calculate input contribution to the model’s output. 

These works often rely on models with low complexity or require certain modifications to 

learning models that make them specific to a certain problem. Also, the integrated 

interpretations often give insights that can be used for the model’s verification and 

improvement; but not necessarily appropriate in the extraction of actionable items. A work 

by Selvaraju et al., Grad-CAM, provides users with visual explanations from deep learning 

models by computing the gradient of a prediction class with respect to Convolutional 

Neural Network (CNN) feature map [117]. This informs users of the part of the input image 

that contributes to the feature map (contributes to the model’s outcome). These integrated 

interpretations help improve user’s trust in the model’s outcome. However, they require 

model modifications, which may not be available in black-box models.  

 Another category of machine learning model interpretation is post-hoc 

interpretation, which extracts the model’s information from the already learned model 

[113]. Krause validates predictors to the diabetes risk prediction by implementing partial 

dependence plots which show the changes in the model’s output when the predictor’s 

value changes [118]. Colubri evaluated the impact of the predictors to the prediction 

outcome of Ebola patients by analyzing the already trained model to rank the predictors 

[119]. In both of the mentioned studies, the predictor interpretation is done using all data 

samples – training samples, testing samples - to see which predictors contribute a high 

impact on the prediction outcome. This method may not be suitable to be implemented in 

a real-time situation, especially in applications that required real-time action/decision. In 

this work, we also address the real-time implementation by a predictor interpretation 

technique per-observation. Still, an advantage of these post-hoc model interpretation 

approaches is the robustness because they can be implemented in most traditional 

machine-learning models. The proposed actionable interpretation uses the post-hoc 
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predictor interpretation to inform users on what action/decision the user should take to 

get the desired outcome.  

 Recent research on model interpretation in deep learning models is described as 

“the analysis for human to comprehend why certain decisions or predictions have been 

made [110].” A post-hoc model interpretation, LIME, explains model predictions to users 

such as identifying the area of importance in an image that corresponds to a certain 

prediction to improve user’s trust [120]. Another work, Axiomatic Attribution for Deep 

Networks, interprets models using the integrated gradients method [121]. The integrated 

gradient is the tracking of the model prediction, from a baseline input (informationless 

input such as a blank image) to a prediction of the actual input. The prediction score 

should increase with more information given to the baseline until saturation when it is 

identical to the actual input. The place where the prediction score is increasing is the 

gradient of interest which lets the users know the important parts of the input (e.g. area 

of an input image that impact the prediction score). These recent works on model 

interpretations can be used to inspect individual predictions that are suitable for real-world 

applications. However, they are used to increase the user’s trust in the learning algorithm, 

not suggesting users with potential actions to get the desired model’s outcome. Our 

proposed technique interprets the model’s predictions and predictor importance. 

Furthermore, the actionable interpretation also analyzes the predictors to extract 

information that helps users to take actionable measures. Similar to the Axiomatic 

Attribution for Deep Networks, this work also inspects individual predictions to help users 

make decisions. This is particularly useful in applications that benefit from real-time 

prevention and mitigation suggestions.  

 Black-box models have been implemented for sequential data such as video 

records and time-series data. In this work, we focus on the actionable interpretation of 

such models. The interpretation of models with sequential data can be complicated, as 

traditional model interpretation may lack insights on the temporal relationship in the 

sequential data. Norgeot conducted ambulatory outcome forecasting from time-series 

electronic health record features [122]. In the study, the features are extracted from 

window sequences in the time-series data. Then, model interpretation is done using the 

permutation importance scoring technique to rank the important features. This 
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interpretation technique still only provides the user with information regarding the 

importance of the predictors. It does not give insight into the temporal behavior of the 

time-series predictors. Information on temporal behavior (e.g., increasing, decreasing) of 

time-series inputs could be directly used to take actionable measures such as disrupting 

unwanted time-series behavior. In this work, as part of the actionable model 

interpretation, we also provide techniques to analyze the behavior of the time-

series/sequential predictors, which is crucial in the extraction of actionable measures for 

the models’ users. 

5.2 Model interpretation for actionable intervention 

 In this section, the model interpretation for real-time actionable intervention 

methods is explained. The interpretation for actionable intervention focuses on the 

extraction of items that the model’s users can take action upon. The extracted actionable 

items are the behavior of the model’s input data (sequential/time-series data). As an 

example, in our use case, dementia-related agitation prediction from the ambient 

environment, the extracted actionable items are the ambient environmental conditions 

and dynamics that are likely to trigger an agitation event. Such behaviors could be low-

light-level, sudden changes in ambient sound level, or the decreasing in-home 

temperature/humidity. By learning the potential trigger of an upcoming agitation, the user 

(e.g. in-home dementia caregiver) can intervene or de-escalate agitation episodes. 

 An overview architecture of the actionable interpretation methods is shown in 

Figure 5.2. The methods consist of: (1) rate-of-change (ROC) calculation, (2) predictors 

ranking for sequential/time-series predictors, and (3) actionable items extraction. The 

ROC of a time-series input is utilized to help the actionable interpretation identify 

appropriate time-series behavior (e.g. stationery, changing). The ROC calculation is 

implemented both during the model training stage and when using the model for 

predictions. When there is new observation data, the already trained model uses both the 

observation data and its ROC as inputs. The outcome of the prediction model – model 

prediction (e.g. classification output) and prediction probability – is used in the predictor 

ranking. The predictor ranking is used to find impactful predictors; at this stage, the 

predictor ranking also provides information on whether the predictor’s value of its ROC 
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has more impact on the prediction outcome. This information is used for actionable item 

extraction which extracts behaviors of the impactful predictors. All of the mentioned 

techniques can be used to extract actionable items without any modification to the model, 

making them implementable to most black-box machine learning algorithms. 

 

 

Figure 5.2. Actionable interpretation overview architecture: The interpretation uses an 
already trained model, used training data, and the model’s outcome to extract 

actionable items and provide an actionable measure to users. Components of the 
actionable interpretation for black-box models are (1) rate-of-change calculation, (2) 

predictors ranking, and (3) extraction of actionable items. 

 

5.2.1 Calculating rate-of-change (ROC) 

 The goal for the proposed actionable interpretation is to find the time-series 

behavior of the impactful predictors. The predictor’s behavior can be statistically 

stationary or trend-differencing [123]. Thus, the calculation of the rate-of-change (ROC) 

in the time-series data is used to better understand whether it is the stationary behavior 

of the data (e.g. value too low) or the changes in the data (e.g. increasing, decreasing) 

that impact the prediction outcome the most. Before the model is trained, the ROC of the 

input/training data needs to be calculated. Then, both the training data and their ROC are 
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used as inputs to train the model, as shown in Figure 5.2. When the already trained model 

is used, e.g. for prediction, the calculation of ROC is also required.  

 In this work, we use the absolute of a gradient of time-series data to calculate the 

ROC. Let a time-series array 𝑋 = 𝑋0, 𝑋1, 𝑋2, … , 𝑋𝑖, … , 𝑋𝑛−1, 𝑋𝑛. The gradient of a time-

series array 𝑋 is defined as: 

 

∇𝑋𝑖 = {

  𝑋1 − 𝑋0 ;    𝑖 = 0
     (𝑋𝑖+1 − 𝑋𝑖−1)/2;    1 ≤ 𝑖 ≤  𝑛 − 1

𝑋𝑛 − 𝑋𝑛−1 ;    𝑖 = 𝑛
 (5.1) 

 Thus, the ROC of a time-series data 𝑋 is defined as shown in the equation below: 

 ROC𝑋 = |∇𝑋| (5.2) 

 In equation (4), time-series data with high noise can result in a high fluctuation in 

the ROC. Therefore, a noise reduction filter is recommended before the calculation of the 

ROC. Note that the requirement of a noise reduction filter depends on the application and 

its time-series data. In our use case, dementia-related agitation prediction from the 

ambient environment, a median filter is used to reduce the noises which come from the 

sensors used to collect ambient environmental data. More information is explained in the 

use case section. A graphical example of time-series data and its ROC is presented in 

Figure 5.3. 

 

Figure 5.3. Time series plot of (a) original time-series data and (b) rate-of-changes 

5.2.2 Predictors ranking 

 Predictor ranking is used to determine impactful predictors or predictors which 

highly contribute to the outcome/decision/predictions of the model. From the outcome of 
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the prediction model, we record the prediction probability. The prediction probability can 

be acquired using methods depending on the machine-learning algorithm such as the 

output layer’s value before the classification activation function (Neural Network-based 

algorithm), or the value of the last node before leaf nodes (Tree-based algorithm). 

 After the prediction probability is acquired, the predictor ranking uses the idea of 

permutation importance on time-series data [124]. The permutation importance is a post-

hoc interpretation method in which the calculation is done after a model is trained, and 

does not require any changes in the model. In this work, we use permutation importance 

to determines the predictors that have a high impact on predictions by disarranging one 

predictor at a time (note that predictors can be a normal time-series data or its ROC); The 

disarranged predictor will lose any time-series pattern which contributes to the prediction 

of the model. Then, the already trained model is used for prediction again, but with a 

dataset with one disarranged predictor. A new prediction probability, from data with a 

disarranged predictor, is recorded and compared with the original prediction probability. 

This process of disarranging one predictor at a time, recording new prediction probability, 

and compare with the original probability is repeated until every permutation of one 

disarranged predictor is achieved. The predictor which, when disarranged, has a high 

impact on the prediction probability (compared to the original) is determined to be the 

impactful predictors. This predictor ranking technique uses the prediction probability of an 

observation to rank predictor importance, as opposed to the traditional approach which 

uses a set of observations [124]; Making this ranking method implementable for real-time 

application where the model only sees one observation at a time. 

5.2.3 Extraction of actionable items 

 Actionable items are extracted from predictors which are determined to have a 

high impact on the model’s predictions. In this work, we learn the time-series behavior of 

the high-impact predictors and extract actionable items from the behavior. For example, 

the proposed actionable interpretation can learn the model’s prediction is impacted by the 

decreasing of a predictor. Then, based on the current application, we can produce an 

appropriate actionable measure to prevent/stop the decrease of the predictor. In this 
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work, the detection of time-series behaviors can be divided into two categories: (1) 

statistically stationary, and (2) differencing or the changing in the time-series data [123].  

 During the predictor ranking step, if the predictor with a high impact on the 

predictions is the original time-series (not its ROC), stationary behavior will be extracted. 

First, the action interpretation learns basic statistics from the used training data which are 

the means and standard deviations of each predictor. The learned statistics from the used 

training data are compared with the average value of the high impact predictor. The 

comparison provides information on the predictor’s stationary behaviors. Possible 

stationary time-series behaviors are the abnormally low value and abnormally high value. 

If the average value of the high impact predictor is significantly low compared to the mean 

and standard deviation of the same predictor, from the used training data, the behavior is 

inferred as an abnormally low value.  

 On the contrary, if the predictor ranking informs that the ROC of a predictor has a 

high impact, the actionable items will be extracted from the time-series differencing 

behavior instead. In this work, we focus on time-series differencing behaviors which are: 

increasing, decreasing, or sudden changes in the data. To learn the differencing 

behaviors, a cross-correlation between the original time-series predictor and our cross-

correlation filters is computed. Let a time-series array 𝑋 = 𝑋0, 𝑋1, … , 𝑋𝑖, … , 𝑋𝑛−1, 𝑋𝑛 and a 

cross-correlation filter 𝑔 = 𝑔0, 𝑔1, … , 𝑔𝑖, … , 𝑔𝑛−1, 𝑔𝑛 For a better cross-correlation 

comparison, we normalized 𝑋 with its mean 𝑋̅ and standard deviation 𝜎𝑥 [125]. The cross-

correlation filters are designed to have the same size as the time-series data and also 

normalized. The normalized cross-correlation between 𝑋 and 𝑔 is defined as: 

 

 

(𝑋 ∗ 𝑔)𝑖 = ∑
(𝑋𝑚−𝑖 − 𝑋̅)

𝜎𝑥
×
(𝑔𝑚 − 𝑔̅)

𝜎𝑔

∞

𝑚=−∞

 (5.3) 

  

 Cross-correlation represents the similarity between the predictor’s pattern and the 

filters which are: increasing filter, decreasing filter, and sudden changes filters (positive 

and negative sudden changes). The cross-correlation filters are shown in Figure 5.4. After 

the cross-correlation is computed, we extract the maximum value. The point of maximum 

value represents when the two data arrays (time-series data and the filter), are most 
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similar. The differencing time-series behavior with the highest cross-correlation maximum 

value is identified to be the impactful behavior. 

 The extraction of actionable items can provide insights into the action/decision that 

the user can take which will impact the predictions. The exact course of action is usually 

depending on the application which is discussed in the use case application section. 

 

 

Figure 5.4. Cross-correlation filters: (a) increasing behavior filter, (b) decreasing 
behavior filter, and (c, d) sudden changes behavior filters. 

 

5.3 Results  

5.3.1 Comparison to related model interpretation techniques 

 The presented work, actionable interpretation, is compared with two other popular 

black-box machine learning model interpretation techniques, SHapley and LIME [120], 

[126]. SHapley interprets the impact of a feature in a certain value in comparison to the 

prediction the model would make if that feature is at a baseline value. Local interpretable 

model-agnostic explanations or LIME explains an individual instance by generating new 

data points based on the instance and train an easy-to-explain model to explain the black-

box model behavior on the generated data. Lastly, the actionable model interpretation 

measures the importance of a feature by shuffling its values, then interpret the changes 

in the important input that will impact the prediction using cross-correlation filters. The 

comparison of these three black-box model interpretation techniques is shown in table 

5.1.  
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Table 5.1 Comparison of black-box machine learning model interpretation techniques 

 SHapley 

[126] 

LIME [120] Actionable 
model 
interpretation 
[127] 

Works with black-box 
machine learning model 

Yes Yes Yes 

Supported data types Numerical Various. Numerical, 
categorical, texts, 
images [120] 

Time-series 

Ease of implementation Easy to use Complex. LIME 
required the user to 
manually define the 
explanation model 

Easy to use 

Flexibility/customizability No customizability Highly 
customizable. The 
explanation ML 
model can be 
modified 

Somewhat. The cross-
correlation filters can 
be modified based on 
applications 

Explain individual prediction No, required 
access to the full 
training dataset 

Yes Yes 

Tolerance to unrealistic data 
instances 

No. Shapley only 
has information 
from the model’s 
training dataset 

Yes. LIME 
generates new 
data points to 
interpret models. 
The explanation 
model can learn 
from generated 
data.[128]  

No. The actionable 
interpretation only 
uses the distribution of 
the training data to 
interpret models  

Interpretation stability Yes. Shapley 
uses permutation 
importance as 
part of the 
interpretation 
[124] 

Somewhat. The 
stability depends 
on how well the 
data generation 
and explanation 
model are defined. 
[129] 

Yes. The presented 
work uses permutation 
importance as part of 
the interpretation 

Interpret the changes in the 
input that impact the 
prediction (or change to the 
desired outcome) 

No No Yes. The actionable 
interpretation uses 
cross-correlation filters 
to explain the inputs 
changes 

*ML=Machine learning 
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 The three black-box machine learning model interpretations are compared in 

multiple aspects. The ease of implementation represents the complexity when using the 

interpretation techniques to your black-box model. For SHapley and the presented work, 

only minor configurations are required such as giving the interpretation access to the 

training data. LIME, on the other hand, trains another simpler machine learning model to 

explain a black-box model. The explanation model has to be defined in advance which 

added complexity for the users. The flexibility of the interpretation technique shows the 

customizability of the technique to better suit the interpretation application. SHapley will 

always interpret the importance of all features – has no customizable options. For LIME, 

the user can manually define the explanation model which provides high flexibility. The 

actionable model interpretation can be used right out of the box or can be modified to suit 

various applications by modifying the cross-correlation filters. The next comparison metric 

is the algorithm’s ability to interpret or explain individual observation which is desirable 

for real-world predictive model interpretations. LIME explains a new and unknown 

observation by generating similar data points to the new observation, and interpret how 

the model reacts to the data points. The actionable model interpretation finds the behavior 

of the new observation that is important to the prediction. On the other hand, SHapley 

analyzes all training datasets to explains black-box model behavior. Thus, Shapley 

cannot be used to explain an individual observation. The algorithm’s ability to tolerate 

unknown data points is also important to ensure that the interpretation is working as 

intended. LIME generates data points around the data that it tried to explain. This data 

generation can create unknown data points from which the explanation model will learn 

[128]. The presented work uses the data distribution of the training dataset as part of the 

interpretation. Thus, there may be unexpected model behavior if unknown data instances 

were input into the model and interpretation algorithm. For interpretation stability, similar 

interpretations of the data should be offered if they are interpreting similar data sets. A 

study shows that LIME can explain two close data points very differently depending on 

the manually-defined data generation and explanation model [129]. The SHapley and the 

actionable interpretation uses the permutation importance technique to interpret data 

which has been proven to be a stable technique [124]. Lastly, the presented work, 
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actionable interpretation, is designed to inform the user on what action/decision should 

the user take to get the desired model prediction. It learns the behavior of the input that 

has a high impact on the current model prediction. Thus, the user can decide on a cause 

of action to take or intervene undesired outcome.   

5.3.2 Permutation importance in time-series data 

 Here, the evaluation of the predictor ranking approach is presented. A common 

way to perform predictor ranking using the permutation importance approach which relies 

on evaluating the model’s outcomes when a certain predictor is absent [124]. The input 

data with the absence predictor is called the baseline input. In many applications, the 

baseline input is informationless such as a blank image assigning zero-value to all pixels 

or blank sentence when doing natural language processing [117], [121]. Ideally, predictor 

ranking using this baseline approach wants to compare the model’s prediction probability 

at the baseline to the prediction when the model sees an actual input. However, for time-

series data, using the informationless baseline might not provide the desired result 

comparison. For example, in the dementia-related agitation case study, ranking the light-

level as a predictor means assigning all zero-value to the light-level data. The model may 

pick up the low light level (especially in the late afternoon) as the trigger for dementia-

related agitation which is not the purpose of doing predictor ranking. 

 Figure 5.5 shows the comparison of the traditional baseline, assigning zero-value 

to the time-series input, and the presented baseline approach which shuffles the time-

series input based on the means and standard deviation of the training data. This result 

uses the dementia-related agitation dataset of a deployment that light-level has been 

determined as the high-impact predictor. In this result, the baseline input is the input with 

the absence of the light-level data. The horizontal axis in figure 5.5 represents the ratio 

of baseline data. The prediction probability associate with the baseline data is 

represented at 0 horizontal value. As the horizontal value increases, the input data is 

modified to match the actual input. Thus, the horizontal value of 1 represents the 

prediction probability when the actual data is input to the prediction model. In an ideal 

scenario, if the predictor is impactful to the prediction, the prediction probability should be 

low at the baseline data and high at the actual data. Figure 5.5 shows that, when using 
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the informationless approach as baseline data, the prediction probability path from 

baseline to an actual input misbehave in which the prediction probability decreases as 

the data becoming more similar to actual data. The presented approach which generates 

the baseline input based on the means and standard deviation of the training dataset 

shows a much more resemblance to the ideal scenario. 

 

Figure 5.5. Prediction probability gradient between the baseline input and the actual 
time-series input. The baseline input is the modified time-series data that is inserted in 
the place of the actual input data to evaluate the impact on the prediction probability. 
The ‘informationless’ is the baseline input with only zero value; the ‘means/std’ is the 

baseline input generated by shuffling time-series data based on the means and 
standard deviation of the training dataset. 

5.3.3 Case-study results 

 The proposed actionable interpretation method is used with the dementia-related 

agitation and ambient environmental use case. The actionable interpretation includes the 

calculation of ROC, predictor ranking techniques for time-series predictors, and 

actionable items extraction. By implementing the proposed technique, we extract ambient 
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environment behaviors that correlate to the occurrences of dementia-related agitation in 

the homes of PWD.  

 Figure 5.6 shows the implementation of the actionable interpretation of one of the 

observations. The ambient environmental data, as shown in Figure 5.6.a, is predicted to 

cause an upcoming agitation by the predictive model. The predictor ranking technique 

determines important predictors by disarranging one predictor at a time and comparing 

the prediction probabilities. The predictor importance scores (shown in Figure 5.6.b) are 

computed by subtracting the prediction probability of a disarranged predictor from the 

original prediction probability. If a predictor has a high impact on the agitation prediction, 

when that predictor is disarranged, the prediction probability will alter drastically. This 

results in a high predictor importance score. Figure 5.6.b shows that, in this observation 

case, the ROC of light has the highest impact on the prediction of dementia-related 

agitation. Since the ROC of light is the important predictor, the actionable item is extracted 

from the differencing time-series behavior of the light data. Targeted differencing time-

series behaviors are increasing, decreasing, and sudden changes in the data. Figure 

5.6.c shows the result of the most likely behavior which is computed by cross-correlating 

the light data with cross-correlation filters. The similarity scores are then normalized mean 

value of the cross-correlation result. The result shows that the sudden changes in the 

light data are the most likely cause of the upcoming agitation episode. Thus, the 

actionable measure could be to close the window (if during daytime) or stop activities that 

cause fluctuations of light (e.g. CG walks in-out of bedroom).  
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(a.) 

(b.) (c.) 

Figure 5.6. Actionable interpretation of dementia-related agitation on one observation. 
(a.) An ambient environment observation (one-hour period) that results in a positive 

prediction classification (upcoming agitation is predicted). (b.) Predictors ranking result 
showing rate-of-change (ROC) in the light as the most impactful predictor. Predictor 

importance score is the subtraction of disarranged prediction probability from the 
original probability. (c.) Cross-correlation results which present that the light ROC is 

showing sudden changes behavior. 
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 The actionable interpretation technique is implemented on the use case of 

dementia-related agitation prediction from ambient environmental time-series data. Here, 

the interpretation can enable the user (i.e., in-home dementia CG) to be notified of 

upcoming PWD agitation episodes and to be provided with actionable measures to 

mitigate or potentially prevent the episode from occurring. Table 5.2 shows the summary 

result of the actionable model interpretation’s find potential causes of dementia-related 

agitation and the ability to extract actionable items. For example, during the sensor 

deployment number 5 at the dementia patient’s house, the result shows that the high 

ambient light level around the PWD can be observed during most of the reported 

agitations (65%). With this information, the CG can take action such as “When 

hyperactivity is an issue, bright fluorescent lights should be turned down.” The results in 

table 5.2 also show that each PWD reacts differently to his/her surrounding ambient 

environment. Here, the most common ambient environmental triggers of dementia-

related agitation are the light level which is ranked as the predictor, with the most impact 

on the agitation prediction in 3 out of 5 deployments, but the behavior of the light level 

that causes agitation varies. Other common agitation triggers are noise-level and time-of-

day. The variety of potential agitation triggers, shown in table 5.2, shows that we need a 

personalized learning model to learn ambient environmental triggers for each PWD. This 

is supported by the results from the analysis of the predictive machine learning model 

and the dementia-related agitation prediction in the previous chapters which the individual 

learning model outperforms the global model. 

 

Table 5.2  Actionable interpretation of the prediction of dementia-related agitation 

Deployment 
No. 

Number of 
agitation 
observations 

Agitation 
prediction 
performance 

Actionable interpretation 

Common high-ranked 
predictor (% of all 
testing observations) 

Common 
actionable 
item 

1 81 
*Acc: 0.79 
**F1w: 0.77 

Time-of-day: 42% 

Noise level: 33% 

High noise 
level 
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2 16 
Acc: 0.71 
F1w: 0.71 

Changes in noise level: 
60% 

Sudden 
changes in 
noise level 

3 48 
Acc: 0.82 
F1w: 0.81 

Changes in light level: 
52% 

Changes in noise level: 
39% 

Light level 
increasing 

Sudden 
changes in 
noise level 

4 24 
Acc: 0.71 
F1w: 0.76 

Changes in light level: 
47% 

Changes in ***temp.: 
44% 

Light level 
decreasing 

Temp. 
decreasing 

5 73 
Acc: 0.81 
F1w: 0.80 

Changes in light level: 
65% 

Time-of-day: 29% 

High light level 

*Acc: Accuracy, **F1w: Weighted F1 score, ***temp.: Ambient temperature 

 

 The actionable items extracted using the presented model interpretation method 

are paired with agitation intervention suggestions. Table 5.3 shows examples of the 

actionable measures that are generated based on the extracted actionable items and are 

developed by our team’s dementia experts (Anderson and Bankole). The 

intervention/prevention of in-home PWD agitations is essential, as dementia-related 

agitation can cause high burden and stress to the CG; and the CG burden associated 

with dementia agitation has been reported to be one of the principal factors prompting the 

institutionalization of community-dwelling PWD [114]. 

 

Table 5.3  Examples of actionable measures for dementia-related agitation intervention 

Ambient environmental behaviors* 
 

Agitation intervention suggestions for 
CG 

High ambient noise level Turn off the television/radio before you 

start talking to minimize background noise 

and distraction. 

Sudden changes in ambient noise level Consider lowering sound in the room to 

decrease agitation. 



91 
 

Low ambient noise level (no stimulation) Provide appropriate levels of stimulation 

e.g. talking in a conversational tone, 

calming music. 

Decreasing light level To prevent sundowning, increase lights at 

least one hour before typical onset. 

High light level When hyperactivity is an issue, bright 

fluorescent lights should be turned down. 

Sudden changes in ambient light level Consider lowering or increasing light in the 

room to decrease agitation. 

Decreasing in-home temperature Make sure basic needs are met: 

temperature, comfort. Close windows and 

turn-on AC/heat if needed. 

Time-of-day or daily schedule related Offer distractions. Turn the action into an 

activity (pacing the house=hand them a 

broom and thank them for help) 

*Time-series behavior that the actionable interpretation determines as high impact to the agitation prediction 
**This table is a collaborative development with team of clinical experts from Virginia Tech Carilion School of 
Medicine 

 

5.4 Conclusions and Discussion 

 In this chapter, an actionable interpretation of black-box machine learning models 

for time-series predictors is presented. The actionable interpretation informs users on 

what action/decision should the user take to get the desired outcome which is different 

from the interpretability methods used in other works that help to improve user’s trust or 

to validate and optimize models. The presented technique aims to assist the model’s user 

in taking actionable steps or to make a decision by extracting actionable items. The 

actionable items are based on the time-series behavior of the predictors that have a high 

contribution to the predictions. The actionable interpretation is robust and can be 

implemented in most traditional black-box machine learning models. The proposed 

technique achieves this because it is a post-hoc interpretation that utilizes an already 

learned model, used training data, and post-trained computations without any 

modification to the model itself. Time-series data analysis techniques, segmentation, 

feature extractions, and cross-correlation, are also utilized to acquire actionable items 

from a black-box model. This work shows that this technique can interpret each 
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prediction. This makes the proposed technique appropriate in real-time applications, 

especially ones that benefit from prevention and mitigation suggestions. 

 The actionable model interpretation has been implemented to learn potential 

ambient environmental triggers to dementia-related agitations. The presented model 

interpretation was also used to extract actionable items, which can be paired with 

agitation intervention suggestions, to notified dementia caregivers to take informative 

action that may intervene or prevent the agitation episode. The result of agitation triggers 

also shows that each PWD reacts differently to their ambient environmental surrounding. 

This encourages the need for a personalized health event intervention approach which 

the works in this dissertation are trying to accomplish.  

 The proposed actionable interpretation also contributes to the studies of causality 

in machine learning. Usually, a machine learning model with good accuracy represents a 

high correlation between the input(s) and the outcome/target. It does not validate the 

causality between the inputs and the model outcome. The nature of proving causality in 

machine learning algorithms is still difficult in a lot of cases, and common sense or domain 

experts’ opinion is used to infer the causality. Accordingly, Das states that “The general 

agreement in the statistics community is that you cannot prove a causal effect at least 

without performing an experiment” [130]. The actionable interpretation can be a tool that 

provides users with actionable measures. Then, actionable measures can be directly 

used in experiments to prove the causality effect of the input(s) and the outcome. 

  



93 
 

 

 

 PERSONALIZED AND ADAPTIVE 
INTERVENTION SELECTION 

 In this section, a personalized, in-the-field symptom intervention selection method 

is explained. The proposed method uses a rule-based intervention selection technique 

and personalized the approach with user involvement. User involvement (or patient 

‘engagement’) is the planning or development of health care with an emphasis on an 

individualized approach [29]. Patient engagement has increasingly received attention 

recently. However, research evidence still shows that the implementation of patient 

engagement in health care is limited [15]. 

 For effective in-the-field healthcare, the clinician-in-the-loop approach is also 

required. In the last decade, technologies for in-the-field health care applications have 

emerged [131]. These technologies often tried to support in-the-field patients with their 

decease’s symptoms which will benefit from clinician involvement. But with the raises of 

health care technologies (e.g. internet of things) and the required clinician involvement, 

these approaches may not scale well as clinical experts must be called for at all times. 

Thus, this personalized intervention strategy selection is proposed. The proposed work 

aims to automated intervention recommendations based on assessments from video-free 

sensing data and user reports. The clinical assessments are collaborative work with 

Virginia Tech Carilion School of Medicine. This combination of the user-involved clinical 

assessments and the proposed rule-based intervention selection enables the 

recommendations to be personalized to the user in the field. 

6.1 Related works 

 Telemedicine has recently been shown to be effective at assessing and providing 

healthcare in the home, with remote clinical experts providing patients/caregivers with 
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customized non-pharmacological intervention recommendations based on their video-

assisted observations. For example, FamTechCare allows dementia caregivers to video 

record a person with dementia's agitated situations which are reviewed by a team of 

dementia experts who provide individualized interventions and feedback [94]. However, 

telehealth does not scale well as clinical experts must be ‘on-call’ at all times, or a 

professional team of experts must gather to review video recordings of home care 

incidences. The usage of video cameras can also raise concerns regarding privacy which 

contributes to the reluctance of using the technology. Furthermore, while the at-home 

user is interacting with telehealth devices and videos, they cannot give their full attention 

to the ongoing symptom or health crisis event. For instance, a troublesome dementia-

related agitation episode crucially needs the full attention of the caregiver who will not be 

able to operate the technology such as record a video of the agitation event. Lastly, 

telehealth systems, such as FamTechCare, are reactive systems and not real-time. The 

system requires in-home users to actively record deceases’ symptoms to be reviewed by 

clinicians. The intervention, in this case, is provided to the CG after the health event which 

may not be effective. Many health crises, such as dementia-related agitation, are best 

managed at early stages before they escalate and proactively to prevent them from even 

beginning [93]. 

 In this section, the issues with traditional telehealth are addressed with 

personalized and automated intervention recommendations based on assessments from 

video-free sensing data and reports from users. The symptom intervention automation 

can minimize or even eliminate the need for on-call clinical experts, team review by 

experts, video-related privacy concerns, user attention diversion to monitors or phones 

during periods of health crisis events, and purely reactive approaches to in-home 

healthcare. 

6.2 Personalized intervention selection  

 The proposed approach utilizes clinical expert assessments and rule-based 

algorithms to personalized intervention strategies selection. The goal of this approach is 

to find disease severities (e.g. symptom severity, patient needs, caregiver burdens) and 

pair them with appropriate interventions. For example, if a dementia assessment battery 
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finding indicates intellectual stimulation needs, a generated intervention such as “Pouring, 

squeezing, folding, scooping procedural movements are useful activities for stimulation” 

will be delivered to the in-home dementia caregiver. The overview framework of this 

approach is shown in the figure. 6.1.  

 

Figure 6.1. Personalized dementia-related agitation intervention selection which selects 
appropriate intervention strategies based on knowledge from clinical assessments and 

sensing data during real-world deployments. 

 

 To create personalized symptom severity assessment, the algorithm learns 

disease severities from clinical assessment tools. For the dementia-related agitation 

intervention case study, the clinical assessment tools are provided by dementia experts 

from Virginia Tech Carilion School of Medicine. The clinical assessment process involves 

an initial home visit before a deployment, formalized assessment, and clinical evaluation 

of the assessment tools. The mentioned clinical assessment tools for dementia are 

Center for Epidemiologic Studies Depression Scale (CES-D), Clinical Dementia Rating 

(CDR), Cornell Scale for Depression in Dementia (Cornell), Patient/Caregiver 

Demographics (Demographic), Pittsburgh Sleep Quality Index (PSQI), Neuropsychiatric 

Inventory Questionnaire (NPI-Q), Revised Scale for Caregiving Self-Efficacy (RSSE), and 
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Zarit Burden Interview (ZBI) [132]–[139]. CES-D is used to assess depression in 

caregivers. CDR is a clinical dementia rating for the assessment of cognitive and 

functional impairment. Cornell rates symptoms of depression in persons with dementia. 

Demographic is an assessment of PWD behaviors and emotions. PSQI assesses factors 

relating to sleep quality. NPI-Q is an inventory that assesses types of neuropsychiatric 

disturbances. RSSE assesses caregiver’s level of confidence in their ability to perform 

activities. And ZBI scores caregiver burden which reflects how caregivers feel about 

taking care of another person. These assessment tools are interviewed from an in-home 

patient with dementia and his/her caregiver by dementia experts. The assessment tools 

produced hundreds of questionnaires. Then, the proposed rule-based technique is 

implemented with dementia experts’ opinion to categorized the questionnaires into four 

groups: (1) symptom frequency and behavior, (2) caregiver burden due to external 

sources (from person-with-dementia), (3) caregiver burden internally (e.g. stress, ability 

to obtain help if needed), and (4) quality of life. Another group of symptom severity 

assessment is the environmental triggers of agitation which is obtained from the 

mentioned sensing system and data analysis which is shown in the previous chapter on 

the actionable model interpretation [127].  

 The personalized assessment of symptom severity is paired with appropriate 

intervention suggestions. First, dementia experts evaluate a pool of hundreds of dementia 

intervention suggestions and produce related dementia agitation interventions [140], 

[141]. These interventions are categorized by the rule-based algorithm into five groups: 

(1) intellectual stimulation, (2) inter-personal communication, (3) caregiver needs, (4) 

medical/ physiological, and (5) environmental-related interventions. Each intervention 

group is consisted of associated intervention suggestions and paired with symptom 

severity assessment categories to create intervention suggestions that are personalized 

to the patient/caregiver due to their involvement in the symptom assessments. Table 6.1 

shows the clinical assessment tools, the selected questionnaires, and their associated 

intervention suggestions. Answers to the selected questionnaires will be determined by 

the algorithm to measure the severity associated with the question. For example, the rule-

based algorithm considers PWD has severe sensory deficits if the answers to PWD 

sensory deficits are either “has limited hearing” or “is using hearing aid” or “deaf-related”, 
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Then, the personalized intervention selection algorithm will deploy the appropriate 

intervention suggestions to the user (e.g. dementia caregivers). The paired interventions 

are also shown in table 6.1.  

 

Table 6.1.  List of assessment tools, selected assessment questionnaires, and their 
corresponding intervention suggestions 

Clinical tool Selected questionnaires Associated intervention 
suggestions 

CES-D I was bothered by things that usually 
don't bother me. 

Take care of your needs. Try 
meditation, deep breathing, spiritual 
resources. 

I did not feel like eating; my appetite 
was poor. 

Try not to postpone your hunger, 
thirst, toileting, rest in favor of theirs. It 
may take just a few moments to help 
yourself so you are better able to help 
them. 

I felt that I could not shake off the blues 
even with help from my family or 
friends. 

Reward yourself for doing a great job 
as a caregiver. 

I felt depressed. Have a list of friends, family, 
neighbors, church family etc. for you 
to call if you need someone to relieve 
you. 

I felt that everything I did was an effort. Reward yourself for doing a great job 
as a caregiver. 

I thought my life had been a failure. Remember that feelings of sadness, 
stress, anxiety, anger, guilt, grief and 
frustration are normal feelings for 
caregivers of someone with dementia. 
It helps to share those feelings with 
other caregivers. 

I felt fearful. Remember that feelings of sadness, 
stress, anxiety, anger, guilt, grief and 
frustration are normal feelings for 
caregivers of someone with dementia. 
It helps to share those feelings with 
other caregivers. 

My sleep was restless. Consider soft music, a sound machine 
to calm you 

I talked less than usual. Regularly assess your own mood. 

I felt lonely. Have a list of friends, family, 
neighbors, church family etc... for you 
to call if you need someone to relieve 
you. 

People were unfriendly. People often don't understand 
dementia and the load of caregiving. 
Try to change your response to their 
lack of understanding 

I had crying spells. Take care of your needs. 
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I felt sad. Remember that feelings of sadness, 
stress, anxiety, anger, guilt, grief and 
frustration are normal feelings for 
caregivers of someone with dementia. 
It helps to share those feelings with 
other caregivers. 

I felt that people dislike me. Keep a list of caregiver support 
groups in your area and set aside time 
at least once per week to spend time 
with other caregivers. 

I could not get *going* See your own family doctor. Ask for 
help with caring for PWD 

CDR Has there been some decline in 
memory during the past year? 

1. Make a memory scrapbook or look 
through old photo albums together. 
2. Label things like the key bowl or 
glasses tray to help them keep track 
of easily lost items.  

What was his/her main occupation/job 
(or spouse's job if patient was not 
employed)? 

Don't hesitate to replay a favorite 
sports event, movie, concert, positive 
news event, home movie. 

What was his/her major job (or 
spouse's job if patient was not 
employed)? 

Don't hesitate to replay a favorite 
sports event, movie, concert, positive 
news event, home movie. 

What hobbies did the PWD enjoy prior 
to illness? 

Don't hesitate to replay a favorite TV 
shows or movies 

What can he/she still do well? Don't hesitate to replay a favorite 
sports event, movie, concert, positive 
news event, home movie. 

What is your estimate of his/her mental 
ability in: Eating habits? 

Place finger snacks and drinks within 
eye sight throughout the day. 

What is your estimate of his/her mental 
ability in: Sphincter control? 

Consider bowel status: Could 
constipation be a problem? Is diarrhea 
present? Be sure to keep hydrated by 
drinking water or Gatorade-type 
drinks. 

Cornell Anxiety To diminish worry and fretting, 
minimize information shared about 
upcoming activities. 

Sadness Allow them to express themselves, if 
possible. Offer comfort. 

Lack of reaction Apathy is a common symptom in 
dementia and is hard to change 

Irritability Check for possible pain. Make sure 
basic needs are met: temperature, 
hunger, thirst, comfort, rest. 

Agitation 1. Create a calm and predictable 
environment by limiting distractions 
and removing stressors. 
2. Play favorite music to set the mood 
for the activity or time of day. Like 
calming music in the evening or lively 
music during the day. 

Retardation Allow for plenty of time to answer any 
questions. 
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Multiple physical complaints Offer distracting activity during 
personal hygiene care e.g.  Hand 
them a washcloth to clean face 

Loss of interest Relax expectations on ability to 
participate in tasks even if they were 
able to do it yesterday. Encourage 
gently. 

Appetite loss Place finger snacks and drinks within 
eye sight throughout the day. 

Weight loss Make sure basic needs are met: 
temperature, hunger, thirst, comfort, 
rest. 

Lack of energy Consider talking to their physician 
about any medications that could be 
making them tired 

Variation of mood Reduce expectations in the morning. It 
may take time to get motivated 

Difficulty falling sleep Discourage excessive daytime 
sleeping. 

Multiple awakenings during sleep Naps before mid-afternoon may be 
helpful but later may disturb nighttime 
sleep. 

Early morning awakening Create a bedtime routine of not 
drinking liquids before bedtime. 

Suicidal 1. Ask what they mean. 
2. Talk to your medical provider 

Poor self-esteem Offer reassurance. Reminiscence. 
Review family pictures 

Pessimism Controlling emotions is difficult for 
some PWD. 

Mood congruent delusions See the medical provider. 

Demographic Bowel habits 1. Consider bowel status: Could 
constipation be a problem?                                            
2. Consider bowel status: Is diarrhea 
present? Be sure to keep hydrated by 
drinking water or Gatorade-type 
drinks. 

Urinary Control Issues Check to see if toileting is needed. Dry 
garments are more comfortable. 

Appetite Offer small meals or healthy snacks 
often. Finger foods may be more 
appealing. 

Sleep 1. Discourage excessive daytime 
sleeping. 
2. Naps before mid-afternoon may be 
helpful but later may disturb nighttime 
sleep. 

Energy/alertness during the day 1. Use energy of restlessness with an 
activity suitable to their ability.                          
2. Prepare for anxious times by 
planning pleasant activities before 
typical time of anxiety. 

Interventions 1. Play familiar/favorite music to set 
the mood for the activity or time of 
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day: calming music in the evening or 
lively music during the day. 
2. Turn the action into an activity (e.g. 
pacing the house=ask for help with 
laundry) 

Pain Check for possible pain. Make sure 
basic needs are met: temperature, 
hunger, thirst, comfort, rest. 

Sensory Deficits 1. Turn off the television/radio before 
you start talking to minimize 
background noise and distraction. 
2. Be sure to accommodate for 
hearing impairment. Pronounce words 
clearly. Check hearing aid(s). 

Speech, Volume & Tone 1. Try and determine the goal they are 
pursuing and support that goal in a 
positive way. 
2. Allow for plenty of time to answer 
any questions. 
3. Ask "yes" or "no" questions if 
possible. 

Mood Provide reassurance with responses 
like: "You are safe." "I am here to help 
you." 

PSQI Cannot get to sleep within 30 minutes Naps before mid-afternoon may be 
helpful but later may disturb nighttime 
sleep. 

Wake up in the middle of the night or 
early morning 

Avoid stimulants such as caffeinated 
or sugary foods/beverages and also 
avoid ""downers"" like alcohol and 
Benadryl (diphenhydramine). 

Have to get up to use the bathroom Discourage excessive daytime 
sleeping. 

Cannot breathe comfortably Encourage daily exercise. Any 
movement is better than none. 

Have bad dreams Try out 'new' types of being active 
such as exercising to a tape or TV 
program, marching in place, dancing 
to the radio, etc. 

Have pain during sleep Check for possible pain. Make sure 
basic needs are met: temperature, 
hunger, thirst, comfort, rest. 

NPI-Q Delusion Actions for delusions - redirect. Do not 
ignore but change the topic and keep 
patient safe 

Hallucinations Actions for delusions - redirect. Do not 
ignore but change the topic and keep 
patient safe 

Agitation/Aggression Remove the source of agitation if 
possible 

Dysphoria/Depression Ensure safety. Offer comfort such as 
pets, hand massage, calming music, 
etc. 

Anxiety Acknowledge feelings rather than 
words. Allow the safe expression of 
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fear and frustration. E.g. "I can see 
that you're anxious." 

Euphoria/Elation If the symptoms do not bother the 
PWD, then ignore 

Apathy/Indifference Apathy occurs often in dementia and 
is hard to motivate. Try not to be 
bothered by it. Encourage mobility and 
bathroom breaks to keep PWD up and 
moving 

Disinhibition Communicate in a calm, soothing 
manner. Do not raise your voice. 

Irritability/Lability To diminish worry and fretting, 
minimize information shared about 
upcoming activities. 

Aberrant Motor If not a safety issue, try to minimize 
effects such as offering quieter 
options for motor behaviors such as 
tapping. If pacing, clear environment 
so they can pace safely. 

Nighttime Behavior 1. Naps before mid-afternoon may be 
helpful but later may disturb nighttime 
sleep. 
2. Offer less liquids before bedtime 
and be sure to toilet before bedtime 

Appetite/Eating 1. Consume nutritious foods and 
beverages, limit refined sugar and 
caffeine. 
2. In severe dementia, may want to 
eat only a few favorite foods. May be 
ok to avoid losing weight. 

RSSE How confident are you that you can ask 
a friend/family member to stay with 
PWD for a day when you need to see 
the doctor yourself? 

When things are calm, review your 
available resources for respite, 
entertainment, social activities, etc. 

How confident are you that you can ask 
a friend/family member to stay with 
PWD for a day when you have errands 
to be done? 

When things are calm, review your 
available resources for respite, 
entertainment, social activities, etc. 

How confident are you that you can ask 
a friend or family member to do errands 
for you? 

Have a list of helpful ways your 
friends, family, etc. can help regularly. 
If someone offers their time, consult 
your list. 

How confident are you that you can ask 
a friend/family member to stay with 
PWD for a day when you feel the need 
for a break? 

If family lives out of town, they can still 
help. Consider asking them to: Plan 
on coming to town and watching over 
PWD once a month for a 
day/weekend to give you relief; Call 
each week to tell PWD "I love you" or 
"How are you doing?" 

How confident are you that you can ask 
a friend/family member to stay with 
PWD for a week when you need the 
time for yourself? 

1. Remember that feelings of 
sadness, stress, anxiety, anger, guilt, 
grief and frustration are normal 
feelings for caregivers. 
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2. Keep a list of caregiver support 
groups in your area and set aside time 
at least once per week to spend time 
with other caregivers. 

When PWD forgets your daily routine 
and asks when lunch is right after 
you’ve eaten, how confident are you 
that you can answer him/her without 
raising your voice? (Clarify that 
“answer” can be direct or a distraction.) 

1. Call the Alzheimer's Association 
national help-line any time of day at 1-
800-272-3900. 
2.Do not argue, ignore or raise your 
voice. 

When you get angry because PWD 
repeats the same question over and 
over, how confident are you that you 
can say things to yourself that calm you 
down? 

1. Try not to become frustrated when 
answering the same question over 
and over. 
2. Remember that repetition is a 
symptom of dementia. They can't 
recall having just asked that question 
or performed that behavior.  

When PWD complains to you about 
how you’re treating him/her, how 
confident are you that you can respond 
without arguing back? (e.g., reassure 
or distract him/her?) 

1. Provide reassurance with 
responses like: "You are safe." "I am 
here to help you." 
2. Offer distracting activity during 
personal hygiene care e.g.  hand them 
a washcloth to clean face" 

When PWD asks you 4 times in the 
first one hour after lunch when lunch is, 
how confident are you that you can 
answer him/her without raising your 
voice? 

1. Remember that repetition is a 
symptom of dementia. They can't 
recall having just asked that question 
or performed that behavior. 
2. Always have a calm approach 

When PWD interrupts you for the fourth 
time while you’re making dinner, how 
confident are you that you can respond 
without raising your voice? 

Redirection is a useful tool for many 
behaviors in dementia. Try offering 
something else to do/talk about/ focus 
on. 

How confident are you that you can 
control thinking about unpleasant 
aspects of taking care of PWD? 

Remember that feelings of sadness, 
stress, anxiety, anger, guilt, grief and 
frustration are normal feelings for 
caregivers of someone with dementia. 
It helps to share those feelings with 
other caregivers. 

How confident are you that you can 
control thinking about what a good life 
you had before PWD’s illness and how 
much you’ve lost? 

Consider scheduling a regular weekly 
respite to meet your social needs 
(outside of your monthly caregiver 
support group)." 

ZBI Do you feel that because of the time 
you spend with your relative that you 
don't have enough time for yourself? 

1. Make a habit of setting aside time 
for yourself every day. CB 
2. Consider adding to your list of ways 
friends/family can help: Family 
spending time with the PWD; 
Shopping and cooking with PWD; 
Taking PWD to doctor visits, get 
haircut, errands; cleaning your home. 

Do you feel stressed between caring 
for your relative and trying to meet 

Take care of your needs. 
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other responsibilities for your family or 
work? 

Do you feel angry when you are around 
the relative? 

Remember that feelings of sadness, 
stress, anxiety, anger, guilt, grief and 
frustration are normal feelings for 
caregivers of someone with dementia. 
It helps to share those feelings with 
other caregivers. 

Do you feel that your relative currently 
affects your relationships with other 
family members or friends in a negative 
way? 

If family lives out of town, they can still 
help. Consider asking them to: Plan 
on coming to town and watching over 
PWD once a month for a 
day/weekend to give you relief; Call 
each week to tell PWD "I love you" or 
"How are you doing?" 

Do you feel strained when you are 
around your relative? 

Do not use restraints 

Do you feel that your health has 
suffered because of your involvement 
with your relative? 

1. Do not try to be the caregiver alone. 
Share what you are learning about 
dementia and caregiving with your 
family. It may help them think how 
they can help you or help them 
understand why you need planned 
time off. CB 
2.Put your health at the top of your list 
today. Is there a neglected area you 
could check off (e.g., MD appt., 
exercise, dentist)? 

Do you feel that you don't have as 
much privacy as you would like 
because of your relative? 

Make a habit of setting aside time for 
yourself every day. 

Do you feel that your social life has 
suffered because you are caring for 
your relative? 

Consider scheduling a regular weekly 
respite to meet your social needs 
(outside of your monthly caregiver 
support group). 

Do you feel that you have lost control 
of your life since your relative's illness? 

When things are calm, review your 
available resources for respite, 
entertainment, social activities, etc. 

Do you feel uncertain about what to do 
about your relative? 

Call the Alzheimer's Association 
national help-line any time of day at 1-
800-272-3900. 

Do you feel you should be doing more 
for your relative? 

Call the Alzheimer's Association 
national help-line any time of day at 1-
800-272-3900. 

Do you feel you could do a better job in 
caring for your relative? 

Call the Alzheimer's Association 
national help-line any time of day at 1-
800-272-3900. 

*This is a collaborative work with clinical experts from Virginia Tech Carilion School of Medicine 

 

 In an actual deployment of the intervention suggestions, many of the 

questionnaires may be scored as severe. As a result, too many intervention suggestions 

are generated. Thus, the selection algorithm limits the intervention suggestions to four 
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interventions at a time. In other words, only the four interventions with the highest priority 

will be sent to the user at a time (see priority algorithm below). To summarize, the 

personalized intervention selection algorithm is shown below. 

 

ALGORITHM 6.1 

Input: Clinical assessment tool scores/answers 

Output: Personalized intervention suggestions 

1: Use a rule-based approach to determine the symptom severity level of each 
assessment tool questionnaire (e.g. a symptom is considered severe if the score is 
above a certain threshold)  

2: Select all intervention suggestions paired with the severe symptoms 

3: Rank the top four intervention suggestions 

3.1 Intervention related to the NPI-Q caregiver distress level has the highest 
priority (if there’s any). 

3.2 Repeat interventions rank second on the priority list. (Some questionnaires 
can associate with the same intervention suggestions). 

3.3 Third-priority interventions are from categories frequently selected by Step 
2. The categories are intellectual stimulation, inter-personal 
communication, caregiver needs, and medical/ physiological. 

6.3 Case-study Result 

 The personalized intervention strategy selection has been implemented, deployed, 

and delivered to real-world person-with-dementia and caregivers. The real-world 

deployments are from the dementia case-study presented in chapter 2. All five 

participants from the case-study participated and receives automated and personalized 

dementia-related intervention suggestions. While each system deployment lasted for 2-

months, the real-time intervention suggestions are active for the last month of the 

deployments. For each real-world deployment, the assessments of the patient/caregiver 

dyad are done at the beginning by dementia experts. Then, the assessments are used 

as inputs to the rule-based intervention selection algorithm which provides lists of 

suggestions personalized to the dyad. The customized intervention suggestions are 

stored on a cloud service, for an automated intervention delivery system. Whenever the 

BESI system detects upcoming dementia-related agitation episodes, it notifies and 
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delivers the suggestions to the caregiver via a wearable (for just-in-time notification) and 

tablet application (for a more-detailed intervention suggestion). The findings of this result 

section are from the dementia caregivers' feedbacks and qualitative scores measured at 

the end of each deployment. 

 From post-deployment surveys regarding caregiver acceptance of the intervention 

system, caregiver responses were largely positive. These responses indicate that the 

system is relatively easy to use with the score ranges from 1-3 where 1 indicates that the 

system is very easy to use and 6 indicates that the system is very difficult to use. The 

caregivers also show positive feedbacks to system usability questions and most found it 

was not intrusive, saying “They were not a bother to me”. 

 The results regarding the intervention suggestions are summarized and shown in 

table 6.2. Here, the quantitative scores such as the number of agitation reports, average 

agitation severity level, intervention suggestions rating, and clinical tool scores are shown. 

Table 6.2 compares the scores between before and after personalized suggestions and 

agitation notification are delivered to caregivers. Each period (before intervention and 

after intervention) lasts for 1-month. All caregivers gave positive survey responses to the 

individualized caregiver suggested interventions. The categories of ‘caregiver needs’ and 

‘interpersonal communication’ were both received positively. Agitation scores, caregiver 

distress, caregiver depression, and stage of dementia in the PWD were measured. In 

general, 2 of the 5 caregivers measured decreased agitation in their PWD from before 

intervention to the end of deployment. The pilot intervention suggestions were positively 

noted in post-deployment interviews with caregivers. Furthermore, 3 out of 5 caregivers 

measured decreased distress from the NPI-Q caregiver distress score, and one caregiver 

also show more confidence in obtaining respite (increased RSSE score). 

 

Table 6.2. Scores comparison between before and after personalized suggestions and 
agitation notification are delivered to caregivers  

Dept. Agitation 
reports 

Intervention 
Scores 

Clinical tool score Additional comments 

1 Averaged 
agitation level 
decreased by 
35% (from 

- - CG says that “The system let me 
know to help the PWD when a 
social worker was triggering his 
agitation.” (post-deployment 
surveys) 



106 
 

averaged 7.18-
>5.29) 

2 minimal changes 
in the number of 
agitations and 
agitation level 

CG Needs suggestions 
received a higher rating 

1. CG has much better 
confidence in obtaining 
respite (18% increase 
in RSSE score) 

2. PWD get slightly 
better sleeping quality 
(23.81% better PSQI) 

(high rating intervention) Have a list 
of friends, family, neighbors, church 
family, etc... for you to call if you 
need someone to relieve you. 

3 Averaged 
agitation level 
increase by 21% 

CG Needs suggestions 
received a high rating 
(always rated 10/10) 

1. Symptoms 
gradually became 
more severe (13.89% 
increase in NPI-Q 
symptom severity) 

2. More agitation 
behaviors occurred 
(13.79% increase in 
CMAI-C behavior 
score)  

3. CG Distress level 
lower despite the 
symptoms becoming 
more severe (5.83% 
decrease in NPI-Q CG 
distress) 

The CG confirms that the 
symptoms are becoming more 
severe over the deployment period. 
(post-deployment interview) 

4 minimal changes 
in the number of 
agitations and 
agitation level 

Inter-personal 
communication 
suggestions received 
high rating and have 
been used a lot 

CG distress due to 
PWD decrease a lot 
(51.67% decrease in 
NPI-Q CG distress) 

High rating interventions: 

- (Environment) Turn off the 
television/radio before you start 
talking to minimize background 
noise and distraction. 

- (Inter-Personal Comm) Allow for 
plenty of time to answer any 
questions. 

CG says that distraction works for 
the PWD. "I tried getting him to think 
of something else, to get his mind 
off of something he was agitated 
about. You don’t want to call him 
out, it makes it worse. " 

5 Much fewer 
agitations (from 
4.22 to 1.12/day), 
decreased by 
73.56% 

Inter-personal 
communication 
suggestions received 
high rating and have 
been used a lot 

1. Agitation behavior 
increases slightly 
(13.79% increase in 
CMAI-C behavior 
score)  

2. CG distress 
decreased (23.33% 
decrease in NPI-Q CG 
distress) 

(high rating intervention) Avoid 
arguing or speaking loudly as 
persons with dementia may 
misinterpret and become more 
agitated. 
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6.4  Conclusion 

 In this chapter, a personalized intervention selection and suggestion techniques 

are presented. The results show that the system that suggests agitation intervention 

strategies based on deployment data and clinical scores is relatively easy to use and not 

bothersome. The helpfulness of the system was demonstrated by the caregivers' answers 

post-deployments such as “The system let me know to help the PWD when a social 

worker was triggering his agitation” and "I tried getting him to think of something else, to 

get his mind off of something he was agitated about. You don’t want to call him out, it 

makes it worse. " The clinical tool score comparison also shows that some CG has less 

caregiving distress and better ability to obtaining respite. Though this work is a pilot study 

with five participants (each participated in the study for 2-months), the result shows that 

the intervention system has potential in automated symptom-related suggestions 

delivery. The personalized intervention selection technique involves user engagement 

and clinical expertise in the form of self-reports and questionnaires, assessment tool 

scores, and sensing/intervention systems. This creates scalable and automated 

prevention and mitigation intervention suggestions for real-world applications. 
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 CLOSING REMARKS 

 Despite the availability of mobile sensing technology or smart health, the 

technology still has not been fully utilized for remote monitoring purposes. This 

dissertation is aimed to encourage the adoption of smart health technology to real-world 

applications. Here, I have discussed the implementation of smart health technology in two 

healthcare applications, the dementia-caregiving empowerment and the management of 

in-home cancer-pain. In both case-studies, the sensing system called BESI system is 

deployed at houses of person-with-chronic-disease living with their caregiver. The system 

continuously monitors for signs of health symptom such as dementia-related agitation or 

cancer breakthrough pain episodes. The system utilized machine learning models to learn 

the health symptom stimuli using the collected ambient environmental data and event 

labels which are provided by either the patients or the caregivers. By using predictive 

machine learning models to predict health events based on sensor data, the health event 

monitoring can be done anytime and anywhere compared to traditional method where 

only one health-related data point is generated when patients and doctors meet. Thus, 

this creates a much more scalable health monitoring system. 

 To fully utilized predictive machine learning approach with the monitored sensor 

data, real-world data challenges need to be addresses. To avoid privacy invasiveness of 

the usage of video camera for symptom ground truth, a self-reporting approach has been 

used to collect observations regarding health symptom such as the occurrences of 

dementia-related agitation and cancer-pain episodes which the caregiver or the patient 

help with marking the event labels. This self-reporting approach can be solved by using 

data segmentation techniques with learning models that read temporal information. Real-

world challenges such as imbalanced observations and small training labels are also 
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addressed. The result in this dissertation shows that machine learning models can be 

utilized to predict in-the-filed health events. Furthermore, the result also shows that each 

patient, both dementia-patients and cancer-patients, reacts differently to different 

environmental stimuli. This shows the need for personalized learning approach which the 

work in this dissertation addresses.  

 The interpretation of machine learning models is also important for user to make 

decision or take action based on the model’s outcome. In chapter 5, an actionable model 

interpretation for real-time intervention suggestion is presented. This approach differs 

from other machine learning interpretations; Most model interpretation techniques aim to 

understand how and why the learning model behave in such a way or to gain trusts in the 

learning models. The presented actionable interpretation focuses on the extraction of 

actionable items from the data instant and the model’s prediction. If a model predicts an 

unwanted outcome, the presented interpretation will provide the user with specific input 

behavior that causes the model to output certain prediction. This actionable interpretation 

has been used in the dementia case study. For example, the system could notify the in-

home dementia caregiver to intervene before agitation escalates by turning the lights on 

because the ambient light level is decreasing (e.g. the sun is setting), which has triggered 

agitation episodes in the past. This enhances the adoption of predictive machine learning 

models in real-world. Now, not only the model predictions are provided to users, but the 

potential cause of action as well. 

 Personalized health symptom intervention suggestions are also studied in this 

dissertation. Results of machine learning predictions in chapter 4 and dementia-related 

agitation triggers in chapter 5 show that patients react differently to different ambient 

stimuli. Thus, it is advantageous to personalized symptom intervention to specific patients 

as well. In chapter 6, a personalized algorithm used to calculate disease severity and 

produce appropriate symptom intervention is presented. Normally, intervention 

suggestions are done when patients or caregivers meet the doctors; Or, in the telehealth 

case, clinicians still need to actively communicate with patients and caregivers through 

phone-calls or video-calls which is not scalable. Thus, the work here aims to create 

personalized symptom intervention suggestions in a more automate and scalable ways 

by pairing symptom severity form clinical assessment tools to the appropriate intervention 



110 
 

suggestion. This method has been implemented to send dementia-related agitation 

intervention suggestions to caregivers in real-time when agitation is detected. This result 

shows potential benefit to dementia caregivers.   

7.1 Publications 

 During my time as a Ph.D. student at the University of Virginia, I have had the 
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