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Abstract 

Infectious diseases are among the leading causes of mortality across the world, after cardiovascular 

disease. Global health is constantly under threat due to unpredictable outbreaks of pathogenic 

infections. Although antibiotics are commonly used to deactivate the microorganisms, the 

development of resistant and persistent strains has challenged public health and highlights the need 

for novel diagnostic platforms that are not based on microbial culture.  

 

Conventional analytical methods such as, polymerase chain reaction (PCR) based DNA amplification 

and enzyme linked immunoassay (ELISA) are labor intensive, not non-destructive and time 

consuming due to their need for chemical modifications. There is hence, the need for alternate 

point-of-care diagnostic methods that can directly analyze intact microbial cells, in a rapid and 

label-free manner; for the downstream development of rapid detection methods.  

 

Microfluidic lab-on-a-chip devices provide many unique features towards point-of-care diagnostics, 

such as, high sensitivity and fast detection kinetics due to their large surface to volume ratios, high 

accuracy due to their ability for highly parallel analysis, and they require only small quantities of 

reagents. Characterization and separation of biological particles based on their inherent 

electrophysiology, to indicate characteristic phenotypes, is an emerging strategy. To address this need, 

we herein study microfluidic device platforms for dielectrophoretic (DEP) separation and 

characterization of intact microbials, by benchmarking their efficacy versus the conventional 

state-of-the-art in microbiological analysis.  

 

The World Health Organization (WHO) has reported 1.7 billion cases of diarrhoeal diseases and 1.5 

million fatalities every year globally. Herein, we demonstrate the application of quantitative 

dielectrophoretic tracking over a wide frequency range (10 kHz–10 MHz) to separate and characterize 

the persistent oocyst subpopulations of Cryptosporidium parvum, a water-borne pathogen capable of 

causing enteric infections*1*. We also show that DEP technique can independently monitor and 

separate particular C.difficile strains, one of the most serious causes of antibiotic-associated diarrhea, 

based on their characteristic S-layers, which cause alterations in their electrophysiology*2*. We also 

demonstrate these capabilities of DEP towards characterizing of the electrophysiological alterations 

on toxigenic C.difficile (TCD) strains due to the antimicrobial and anti-adhesive effects of the 

thermolabile extracellular factors secreted by non-toxigenic C.difficile, as a probiotic, during 

co-culture*9*. We envision this non-destructive, label-free, and sensitive DEP method can be used for 

diagnostics and biomedical research application.  

*#*: See List of Publications for details.   
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Chapter 1  

Introduction 

Infectious diseases caused by pathogenic microorganisms, such as bacteria, viruses, parasites 

and fungi, are one of the leading causes of mortality around the world. These diseases can be 

spread directly or indirectly from one person to another. These problems are particularly 

serious in developing countries due to lack of hygiene, limited access to purified water and 

limitations of diagnostic and therapeutic methods. Despite the remarkable advances in 

medical systems in developed countries, they too experience periodic infectious disease 

outbreaks within medical and livestock settings. The challenges to arresting these diseases: (1) 

emergence of new infectious disease strains; (2) re-emergence of old infectious diseases as 

antibiotic resistant strains; and (3) persistence of intractable infectious diseases
3, 4

. There are 

few tools current available for precise and rapid diagnosis, especially for the persistent 

microbial strains. Current diagnostic methods include animal model, cell cytotoxicity models, 

polymerase chain reaction (PCR) and Enzyme-linked immunoassay (ELISA), all of which are 

time consuming (takes from hours to days), labor intense, destructive, not suitable for 

point-of-care application and not suitable for monitoring sub-populations
5
. Hence, there is a 

need for an alternative rapid diagnostic method, with potential for detecting persistence in a 

wide range of operating environments.    

Microfluidic devices enable the precise manipulation of particles in microliter scale fluidic 

volumes, due to the geometric constrains (1-100 m features) that a balance of localized 

electrical, magnetic and viscous force fields versus inertial flows. Microfluidics offers several 

advantages over the conventional platforms, such as high sensitivity for separation and 

detection due to their high surface to volume, small sample volume requirement, fast analysis, 

and small device footprint
6
. These advantages have made microfluidics a potential tool to 
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improve and have an impact on diagnostics and biomedical research. Herein, in this work, we 

aim to utilize a microfluidic device based on dielectrophoresis (DEP) technique to 

characterize and separate microbials. Two microbials are studied: (1) Cryptosporidium 

parvum (C. parvum), a common waterborne parasite that causes deadly diarrheal infections in 

developing countries. We apply quantified DEP tracking over the frequency range of 

1kHz-10MHz on characterization and separation the persistent subpopulation after 

disinfectant treatment. Furthermore, we utilize DEP to examine the disinfectant effect of 

silver nanoparticles capping layer of varying functionalization on C. parvum oocysts, and 

correlate the alterations on the oocysts to a mouse infectivity model, in vitro excystation 

study and morphological examination; (2) Clostridium difficile, a common bacteria that leads 

to a rapidly spreading epidemic within health-care facilities in developed countries. Herein, 

we utilize DEP to characterize and separate different C. difficile strains, which have 

systematic differences in their cell wall morphology due to their constituting S-layers. As a 

result, this difference can induce the differences in their electrophysiology due to the 

alterations in their cell wall capacitance. In this manner, S-layer alterations which alter the 

colonization ability of C.difficile, as benchmarked using an adhesion assay over 24 hours, can 

be characterized by DEP within just a few minutes. Additionally, the sensitivity of this 

electrophysiological method for utilizing the differences in cytoplasm conductivity to probe 

vancomycin-induced alterations to toxigenic C.difficile (TCD) and non-toxigenic C.difficile 

(NTCD) strains is benchmarked against the immunoassay and microbial growth rate methods. 

Furthermore, we continue to apply these DEP capabilities towards demonstration of 

antimicrobial and anti-adhesive effects of the thermolabile extracellular factors secreted by 

NTCD during co-culture, and correlate these phenotypic changes to the alterations in growth 

rate, toxin production and adhesion of high toxigenic C.difficile (HTCD). Based on the results, 

we envision DEP techniques can be applied towards diagnostics, biology and biomedical 

research in a live single-cells resolution, non-destructive and label-free manner.  
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Dielectrophoresis 

Figure 1.1: Illustration of electric field lines for the particles more polarizable (a) or less 

polarizable (b) than the suspending medium, in a non-uniform electric field 

 

Dielectrophoresis (DEP) is the translation of a polarized particle under a spatially 

non-uniform electric field within the suspended medium. The motion does not require 

the particles to be charged. Upon polarization of particles within the suspending media, the 

spatial non-uniformity of the field drives the particles towards high field regions, as in Figure 

1.1a (i.e. positive DEP, due to particle being more polarizable than media) or away from high 

field regions, as in Figure 1.1b (i.e. negative DEP, due to particle being less polarizable than 

media) towards to the high field regions within the device
7
. As per the schematic in 

Figure 1.1a, if the particle is more polarizable than the medium, then dipoles are formed to a 

greater extent in the particle versus the medium, thereby resulting in a net dipole moment 

parallel to the external field. This causes the bending of the electric field lines normal to the 

particle, as if it were a metal sphere; thereby translating the particle towards localized regions 

of high electric field strength. Conversely, if the particle has lower polarizability than the 

medium, then the greater charge accumulation in the medium causes the particle dipole 

moment to be anti-parallel to the external field. This causes screening of the electric field 

lines around the particle as if it were an insulator; thereby translating the particle away from 

the high electric field region as shown in Figure. 1.1b. 
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The polarizability of the particle is dependent on its inherent dielectric properties; i.e. 

permittivity (ε) and conductivity (σ), which exhibit a characteristic frequency response 

versus that of the medium (subscript: m and p for medium and particle, respectively), 

as given by the Clausius-Mossotti factor  

 

(KCM) = 






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








**

**

2 mp
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
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 , where *=+(/j) …  Eq (1) 

 

Here,  is the angular frequency of the applied electric field. Hence, the direction of 

particle translation depends on the frequency response of the conductivity and 

permittivity of the particle. At low frequencies (< 1 MHz), the polarizability depends 

mainly on the conductive properties of the particles and medium, whereas at high 

frequencies (> 10 MHz) the respective permittivity values dominate. The trapping 

force (FDEP) for spherical particles of hydrodynamic radius (a) is given by: 
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… Eq (2) 

The direction of the DEP force is determined by the frequency dependent particle 

polarizability, i.e. the KCM factor. If the KCM>0, the particle is trapped within the 

region of the strong electric field and such a motion is a PDEP response. Alternatively 

if the KCM<0, the particle is repelled from the region of the strong electric field and 

exhibits an NDEP response. The intensity of the DEP force depends on: (a) electric 

field distribution (E
2
), (b) shape and size (2a) of particle; and (c) the frequency of 

applied voltage (ω). 
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Figure 1.2: DEP force response of two homogenous particles with different conductivities 

(From Ref. [7]) 

 

In particles with uniform dielectric properties, we can examine the DEP force across a wide 

frequency spectrum by simply considering the conductivity (at low frequency) and the 

permittivity (at high frequency) of the particles compared to those in the medium. Based on 

different DEP response, we would be able to separate two different particles at particular 

frequency, by comparing the differences in their dielectric dispersion. For instance, the DEP 

responses of two homogenous particles with different conductivities are shown in Figure 1.2. 

At low frequencies (< 1MHz), the DEP force is constant but at different magnitude between 

the two particles due to their conductivity differences. In this example, the conductivities of 

the two particles are both higher than the medium (KCM>0, Eq(2)), thus they experience 

positive DEP. At high frequencies (> 10MHz), the force is again constant but in the opposite 

sign due to the permittivity of the medium is higher than the particles (KCM<0, Eq(2)). At 

mid frequencies, there is a transition of the DEP force from positive to negative, since the 

free charges do not have enough time to respond the field. At one particular frequency, the 

polarizability of the particle is the same as the medium (KCM=0, Eq(2)), where there is zero 

DEP force.  
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Some of the distinguishing features of DEP include
8
: (a) its highly sensitive, label-free 

and non-destructive characterization methodology that is dependent only on the 

inherent dielectric properties of single bio-particles; (b) its ability to probe different 

dielectric regions of the bio-particle, such as its non-conducting shell versus its 

conducting core, based on appropriate choice of frequency of the field; and: (c) its 

ability to separate and enrich particular bio-particles of interest versus others in the 

media, due to its frequency-selectivity. 

 

Shell Model for biological particles  

Figure 1.3: (a) Electrical model of a low conductivity oocyst wall (oocyst wall ~ 100 nS/m), which 

behaves as a capacitor and a high-conductivity cytoplasm (cyto ~50 mS/m) for a functional oocyst, in 

a medium of moderate conductivity (medium ~ 1 mS/m). (b) The curve shows the calculated frequency 

response of the cell polarizability (KCM), as per Eq. (1). (Figure modified from ref. [7]) 

 

Composite biological particles, such as Cryptosporidium parvum oocysts or Clostridium 

difficile (more details of C. parvum and C.difficile are provided in the following sections), 

have a low conductivity cell membrane or oocyst wall as a shell that separates it from the 

conductive cytoplasm, each with relatively complicated internal structures. Hence a shell 

model may be used to explain the DEP response in the biological particles
7
. 

Figure 1.3a shows a schematic of viable C. parvum with an oocyst wall (modeled as a 
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capacitor: C) of lower conductivity and permittivity versus that of the cytoplasm (modeled as 

a resistor: R). For the series RC circuit, the oocyst wall dominates at frequencies below the 

RC time constant, whereas the oocyst cytoplasm dominates at higher frequencies. Hence, as 

per the frequency response in Figure 1.3b, at low frequencies (<10kHz), negative DEP 

behavior occurs since: oocyst wall < medium. After a critical frequency (~400kHz for C. parvum 

oocysts) the oocyst cytoplasm dominates the frequency response, thereby causing positive 

DEP due to cyto > medium. At high frequencies (~10MHz), we consider the permittivity rather 

than conductivity, hence the particles show negative DEP due to cyto < medium. 

 

Electrorotation 

Electrorotation (ROT) is the rotation of a polarized particle due to an electric field with a 

spatially dependent phase
7
. When a polarized particle is in a uniform electrical field, the 

induced dipole moment takes a finite amount of time to align with the vector of electric field, 

and become aligned with the field. If the electric field changes direction, the dipole moment 

must re-align itself with the changed vector of the electric field, thereby causing particle 

rotation. This method utilizes an external 90 degree phase shift electric field to induce dipoles 

on the target bio-particle that is suspended in an electrolytic medium as shown in Figure 1.4
7, 

9
. If the particle is more polarizable than the medium, the particle rotates along the direction 

of the rotating field (co-field). Conversely, if the particle is less polarizable than the medium, 

the particle rotates the opposite direction of the field (counter-field). The torque on the 

particles is given by the cross product of the field and its dipole moment
10

: 

Γ𝑅𝑂𝑇 =
1

2
𝑅𝑒[𝑝 × 𝐸∗] = 4𝜋𝑎3𝑅𝑒[𝐾1(𝐸 × 𝐸∗)] = −4𝜋𝜀𝑚𝑎

3𝐼𝑚

















**

**

2 mp

mp




|𝐸|2 ...Eq(3) 

As the equation suggests, electro-rotation depends on the imaginary part of the 

Clausius-Mossotti factor and the square of the electric field, with the direction of particle 
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rotation determined by the angle between the lagging dipole moment and the electric field.
11

 

This angle will be highly dependent on the frequency of the applied field. Besides DEP 

spectra, the frequency dependence of the electro-rotational spectra of a particle can also be 

applied to characterize the dielectric properties of different parts of composite particles. ROT 

methods have the ability to better discern the frequency values at which the polarization 

dispersion shows significant inflections, which show up as maximum or minimum values on 

the rotational spectrum. Herein, we utilize ROT to further confirm the observed inflections 

within the DEP spectra of modified microbials.  

 

 

Figure 1.4: A schematic diagram of an electrorotation setup. Four signals, successively 90 degree out 

of phase are applied to four electrodes encircling the particle. (Figure modified from ref. [7]) 
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Cryptosporidium parvum 

 

Figure 1.5: (a) Illustration of C. parvum life cycle (From Ref. [13]); Images of thick-walled oocyst 

with four spororites inside under (b) phase contrast or (c) differential interference contrast 

microscope. 

 

Cryptosporidium is an oocyst forming protozoan parasite species of human and other 

vertebrates. To date, more than 20 different species have been discovered. Cryptosporidium 

parvum (C. parvum) is the primary species that infects the gastrointestinal tract of humans 

and cattle, thereby causing the gastrointestinal disease of Cryptosporidiosis, which leads to 

severe diarrhea. The common transmissions are from the fecal-oral route, or the ingestion of 

contaminated food or water. The ingestion of even low numbers of C. parvum oocysts 

(~10-100) is sufficient to cause symptomatic infection of the human gastrointestinal system 

and lead to fatalities within immune-compromised persons. C. parvum can form a 

thick-walled oocyst, which survives outside of its host for several months
12

. Once the oocyst 

is ingested by a host, the banana-shaped sporozoites are released from the oocyst following 

exposure to body temperature, acid, trypsin and bile salts, by a process known as excystation, 
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and thereby start a new life-cycle in the gastrointestinal tract of the host
13

. Due to the sturdy 

nature of the oocyst wall, C. parvum oocysts are not deactivated by the standard chlorine 

based disinfection treatments. Cryptosporidiosis is estimated to be responsible for about 50% 

of the waterborne diseases attributed to parasites worldwide.  

 

Clostridium difficile 

Figure 1.6: (a) Illustration of pathogenesis of CDI (adopt from ref. [14]); (b) Phase contrast image 

and (c) Transmission Electron Microscope image of C. difficile. Red arrow indicates an endospore.   

 

Clostridium difficile (C. difficile) is a spore forming gram-positive anaerobic bacillus 

bacterium (Figure 1.6), which is known for causing antibiotic associate diarrhea. Healthy 

adults with established gut bacterial flora are resistant to C. difficile colonization. However, if 

the normal flora is altered by administration of wide-spectrum antibiotics, the risk of C. 
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difficile infection after exposure to the pathogenic organism dramatically increases
14

. C. 

difficile infection (CDI) is caused by the strains that produce at least one of two toxins, A and 

B. These strains are termed toxigenic C.difficile (TCD). Soon after the discovery of TCD 

strains, the strains of C. difficile that lacked toxin production were isolated from patients and 

were termed “non-toxigenic” C. difficile (NTCD). In contrast to TCD strains, NTCD strain 

isolates do not produce toxin A or toxin B due to the lack of Pathogenicity Locus  (PaLoc), 

and are not typically implicated in symptomatic infection. 

The spore-forming nature of C. difficile leads to a rapidly spreading epidemic within 

health-care facilities. The vegetative cells are killed in the acidic stomach environment, but 

spores can survive (Figure 1.6c, red arrow). C. difficile spores then germinate after exposure 

to bile acids, and the vegetative cells proliferate in the colon. The toxigenic strains release 

toxin A or/and B, and cause colitis pseudomembrane formation, which leads to diarrhea
15

. 

The usage of broad-spectrum antibiotics, hospitalization, elder and co-morbidities increase 

the risk of developing CDI
16

 and the CDI rates have exhibited a steady rise worldwide over 

the last two decades, with over 250,000 infections per year nationwide and 14,000 related 

fatalities per year, accounting for ~$3 billion per year in health care costs.  
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Chapter 2  

Methodology  

Electrode-less Dielectrophoretic experimental setup 

 

Figure 2.1: (a) Schematic device set-up; (b) Images of representative device; (c) confocal 

image of the constriction region. Trapping of particles in the constriction region under: (d) 

positive DEP (PDEP) and (e) negative DEP (NDEP). 

 

The schematic set-up utilized for the DEP studies on the particles (C. parvum oocysts or C. 

difficile) is shown in Figure 2.1. Standard PDMS (Poly-di-methyl-siloxane) micro-molding 

methods were used to microfabricate a channel of ~1 cm length and 15 µm depth, with 

several sharp lateral constrictions from 1500 µm to 15 µm and back to 1500 µm over a total 

extent of ~ 100 µm length (Figure 2.1b)
17

. This so-called “constriction chip” was bonded 

using a 1 minute oxygen plasma treatment to a standard glass coverslip for easy microscopic 

viewing of DEP behavior (Figure 2.1a). After filling the micro-channel with the samples, Pt 

electrodes were inserted and sealed within the “inlet” and “outlet” to activate the electric field. 

AC fields were applied using a function generator and a voltage amplifier for fields of ~300 
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Vpp/cm at a frequency range of 1 kHz to 15 MHz
18

. Under conditions for positive DEP 

(PDEP), the oocysts were translated towards the constriction tip (Figure 2.1d) and under 

negative DEP (NDEP) they were translated away from the constriction tip (Figure 2.1e). 

 

Computing dielectrophoretic spectra from particle velocity measurements 

 

For a particle accelerated under a dielectrophoretic force (FDEP), based on Newton’s second 

law, the net force on the particle of radius: a, within a medium of viscosity: , can be 

determined by tracking displacement (x) as a function of time (t): 

𝐹𝐷𝐸𝑃 = 𝑚
𝑑2𝑥

𝑑𝑡2
+ 6𝜋𝑎

𝑑𝑥

𝑑𝑡
…Eq.(3) 

 

 

Figure 2.2: Translation vectors for particles under: (a) NDEP; and (b) PDEP. 

 

The dielectrophoretic translation of particles is shown in Figure 2.2. Based on data from high 

frame per second (~30 fps) movies of particle translation under FDEP, the displacement (x) is 

tracked as a function of time (t) for particles translated away from the constriction tip under 

negative DEP (NDEP) and towards the constriction tip under positive DEP (PDEP). For 

NDEP, the translation of particles that were originally at rest at the constriction tip is 

observed upon application of the AC field at a particular frequency of interest by recording 

their displacement, onwards from the constriction tip along a particular displacement vector 

over a particular time period (Figure 2.2a). For PDEP, the translation of particles that were 
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originally at rest in the region immediately outside of the constriction gradient is observed 

upon application of the AC field at a particular frequency of interest, by recording their 

displacement towards the constriction tip along a particular displacement vector over a 

particular time period (Figure 2.2b).  

As a result we obtain velocity (dx/dt) for the particles at a particular applied field and 

frequency, which can be used to indicate the dielectrophoretic frequency response in the 

direction of the particle trajectory (“track” direction). 

 

Image analysis on Electrode-based DepTech 3DEP reader 

 

In the study of inhibitory effect of NTCD on HTCD in Chapter 4 section 2, we utilized a 

commercial electrode-based DepTech 3DEP reader (www.deptech.com), to obtain the DEP 

spectra. 

 

Figure 2.3 The electrodes are energized at a range of frequencies. Particles within the well show 

positive or negative DEP. The intensity of light passing through the well indicates the magnitude and 

sign of the force. (Adopted from Ref[18] )  
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A schematic of DEP measurement by light adsorption is shown in Figure 2.3, as described in 

detail by Hoettges et al
19

. This device has been successfully applied to study yeast, cancer 

cells and neuronal stem cells
19-21

.  

In the DepTech 3DEP reader, the DEP response is generated by applying different 

frequencies to 20 individual microfluidic DEP wells, so that the spectrum can be obtained by 

analyzing the light intensity from particle scattering within each of the 20 DEP wells. The 

internal area of each circular DEP well is divided to different regions by 10 concentric circles, 

so that there are 10 bands from the center to the edge of the well for analysis of light intensity. 

Specifically, the light intensity of each circular band in the well from the center to the edge is 

measured every 1 second, for a total of 30 seconds. Based on this, a 2D map of light intensity 

for different bands at different times is created by defining X-Axis as the radial distance from 

the center of the well and the Y-Axis as the time of measurement. This temporal map shows 

the light intensity at each band along the radius in the well from the center to the edge versus 

at each time point. Since the accumulation or depletion of particles causes a change in light 

intensity within different regions of the well, final light intensity at each point is normalized 

to the background (time = 0), where the field is not yet applied. In addition, since the electric 

field varies from the center to the edge, a weighting method for normalization of electric field 

is incorporated to correlate changes in light intensity at each of the different bands. As a 

result, the DEP force at each band can be compared
22

. Finally, these normalized weighted 

changes in light intensity are used to measure the relative DEP force at each frequency, as 

designated by a particular well. 

For a high aspect ratio particle (major/minor axis), such as C. difficile, the particle undergoes 

electro-orientation as soon as the electric field is applied. Hence, in the 3DEP wells, once the 

field is applied, the high aspect ratio particles orient along the field lines. This means instead 

of random orientation, the major axis of the cells is rotated radially. This causes a dramatic 

and rapid accumulation in the light intensity in the well, which obscures all the light intensity 
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originating from DEP, since the subsequent light intensity is usually normalized to the 

intensity at time 0, thereby causing an incorrect spectrum indicating nDEP for most of the 

frequency range. Hence, in collaboration with engineers at DepTech’s 3DEP reader, this 

problem was addressed by identifying the first frame following the electro-orientation of cells, 

and using this as the baseline for normalizing the light intensities from later frames.   
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Chapter 3  

Dielectrophoretic characterization and separation of 

Cryptosporidium parvum 

 

I. Quantitative Dielectrophoretic tracking for characterization and 

separation of persistent Cryptosporidium parvum 

 

Introduction and Rationale 

 

Need for sensitive quantification of subpopulations 

Micro-organism samples are usually spread over developmental lifecycles and 

subpopulations, leading to their persistence due to altered levels of susceptibility to 

antibiotics
4, 23

. The sensitive quantification of these heterogeneous modifications is a 

major challenge, especially for subpopulations with phenotypic rather than genotypic 

variations and for organisms that cannot be enriched in-vitro by microbial culture 

methods
24

. The case of C. parvum illustrates this problem
25, 26

. Ingestion of C. parvum 

oocysts, which are not deactivated by the standard chlorine treatments
27

, leads to 

Cryptosporidiosis
28

, which is estimated to be responsible for about 50% of the 

waterborne diseases attributed to parasites worldwide
29

. On one hand, there is a need 

to sensitively quantify alterations to the oocyst by disinfectants, since as few as ten 

viable oocysts of the ~billion oocysts shed by a host during an infection episode
30

, are 

sufficient to cause a new infection
30, 31

. On the other hand, the heterogonous nature of 

the alterations during disinfection, due to subpopulations in the sample, leads to 

substantial variations in oocyst viability
32

.  
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Limitations of current methods 

 

A relatively high concentration of ~10
6
 oocysts/mL is required within in-vivo 

infectivity tests on animal models to enable quantitative assessments on modifications 

to oocyst viability
33

. Additionally, the lack of means to proliferate the oocysts limits 

the sensitivity of in-vitro monitoring methods, since C. parvum oocysts typically only 

excyst and complete their lifecycle in the mammalian gastrointestinal tract. 

Biomolecular assessment of viability based on hsp70 mRNA levels is highly 

sensitive
34

, but unsuitable for real-time monitoring during disinfection or in cases 

where subsequent analysis is needed on the oocysts. Hence, there is a need to separate 

and locally enrich oocyst subpopulations with particular alterations for quantification. 

 

State of the art  

Dielectrophoresis (DEP) technique has been applied to a wide range of cellular 

relevant studies, such as cellular characterization, manipulation and separation
35

. 

Quantitative DEP characterization of cell electrophysiology can be accomplished 

through methods such as, measuring the DEP collection rate
36, 37

, determining the DEP 

crossover frequency of cells
38-41

, measuring the DEP levitation height of cells
42

 or 

through actively tracking the translation of cells under DEP
43

. However, a limitation 

within all these techniques is the lack of means to define the trajectory of the cells 

under DEP behaviour, especially under negative DEP. Hence, the data needs to be 

averaged over a large number of cells that are trapped over an ill-defined region of the 

device, thereby making them less sensitive to variations from small fractions of 

persistent subpopulations, such as: 10
-5

-10
-6

 of the total population for E coli, that is 

phenotypically distinct and resistant to antibiotics
44

.  
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Furthermore, although dielectrophoretic
28, 29

 and electro-rotation techniques
30, 31

 have 

been applied previously to investigate modifications to the oocyst wall of C. parvum 

after heat treatment, no prior work has quantitatively correlated the DEP behaviour to 

the modifications in structure and infectivity of sporozoites in the oocyst. This is 

necessary for the separation of oocysts based on sporozoite structure to discern the 

effectiveness of disinfectants, since infections are caused by the release of sporozoites 

from the oocyst.  

Objectives 

 

In this chapter, we aim to assess the utility of microfluidic DEP methods towards 

separation and characterization of disinfectant-induced alterations to C. parvum, by 

comparison to optical microscopy (fluorescence, phase and DIC contrast) for structural 

analysis and excystation and infectivity studies for functional analysis of the oocysts. 

Disinfection methods include two heat treatment methods: 90 C for 10 minutes and 70 

C for 5 minutes, and several treatment approaches with silver nanoparticles (AgNP) of 

varying capping layers. AgNPs have been shown an enhanced antimicrobial effect 

over silver salts
45, 46

, and have been widely investigated for water disinfection 

applications
47-50

.  

 

Materials and methods 

Preparation of Cryptosporidium parvum oocysts 

Cryptosporidium parvum oocysts were purchased from Waterborne Inc. and stored at 

4°C, until use. All the oocysts from a particular batch were used within a month, since 

oocysts undergo significant de-activation over time. The media conductivity (m) of 

oocyst stock (10
9
/50 mL in phosphate-buffered saline) was lowered to 2 mS/m, by 



20 
 

centrifuging the oocysts (Eppendorf 5430), aspirating the supernatant and 

re-suspending the oocysts in DI water by vortexing to prevent aggregation or 

sedimentation. 

Disinfection treatments on oocysts 

For heat treatment, the oocysts were placed in a dry block/shaker (Thermomixer, 

Eppendorf) at 90°C for 10 minutes with 300 rpm shaking to allow homogenous heat 

distribution. An alternate treatment at 70°C for 5 minutes, which is the minimal level 

required for a loss of infectivity within the mouse model
47

, was also studied for 

isolating persistent subpopulations with less intense modifications to the oocyst. For 

treatment with silver nanoparticles (AgNPs), the animal infectivity experiment was 

done after the oocysts were treated with 100 mg/L proteinate-capped AgNPs (Argenol) 

(~15 nm) and 100 mg/L polyvinylpyrrolidone (PVP)-capped AgNPs  (nanoComposix) 

for 4 hours. While disinfection treatments were carried out over a 4 hour period, 

continuous DEP monitoring was used to confirm that steady state levels of oocyst 

deactivation were reached within 20 minutes for each treatment. For silver nitrate 

(AgNO3) (Fisher Scientific) treatment, oocysts were treated with 100 mg/L AgNO3 for 

4 hours. 

Fluorescence monitoring of oocysts 

4',6-diamidino-2-phenylindole (DAPI) and propidium iodide (PI) were prepared in DI 

water to a stock concentration of 1 mg/ml by standard methods. The suspension of 

oocysts from each treatment was placed for 45 minutes in diluted DAPI (final 

concentration: 2 µg/ml) and then for 15 minutes in diluted PI (final concentration: 0.2 

µg/ml). After an hour treatment with the fluorescent dyes, the oocysts were 

centrifuged, aspirated and re-suspended in DI water by vortexing to prevent any 
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aggregation and sedimentation. The wash steps were repeated twice to eliminate the 

background signal. Images were acquired using a Zeiss Observer Z1 microscope with 

a 63x oil immersion objective lens under bright field view for phase and Differential 

Interference Contrast (DIC) images, and fluorescent view for DAPI and PI images. 

Excystation of oocysts and mouse model infectivity studies 

After each disinfection treatment, the oocysts were treated with 10% bleach 

(Bleach-Rite) for 30 minutes in a micro-centrifuge tube at room temperature, followed 

by vortexing every 10 minutes. The suspension was incubated in a micro-vial chamber 

with a glass cover-slip for an hour, for real-time recording of the excystation; i.e. 

release of sporozoites from the oocyst. The excystation was examined under an 

inverted microscope using a 63x oil immersion phase and DIC objective lens. At least 

ten different fields of view were taken (Hammatsu Orca Flash4) and results from at 

least 300 oocysts were used to calculate the net ex-cystation rate for each treatment. 

The percentage of the excystation was calculated as: (# of excysted oocyts / # of total 

oocyst) x 100
29

. For mouse model infectivity studies
12

, all mice were malnourished for 

a period of 13 days before experiments. For every six mice fed with the oocysts for 

each treatment, three other mice were fed with untreated oocysts as positive control. 

RT-PCR analysis was performed on stool shed from mice from the day after 

inoculation to day 7, post-infection. 
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Results and Discussions 

Identifying persistent subpopulations after disinfection 

We begin with applying the excystation assay and infectivity tests on the mouse model to 

identify the persistent and sensitive subpopulations of C. parvum oocysts with differing 

phenotypic alterations after heat and AgNP treatment.  

 

Figure 3.1 Functionality of sporozoites in the oocyst after disinfection treatments: (left) # of 

shed oocysts on day 3 of the infection on the mouse model; and (right) excystation rate. No 

oocysts shed after heat treatment. 

 

As per Figure 3.1 (left), based on # of oocysts shed from the mouse on Day 3 when the 

infection is most intense, as confirmed by the weight-loss data, the high infectivity of 

untreated oocysts is almost absent within heat treated oocysts at both, 90 C and 70 C. 

Following AgNP treatment, while the infectivity of the oocysts is significantly reduced, it is 

still discernible. Based on the excystation rate (Figure 3.1 – right), it is clear that while 

89.5% of the untreated oocysts undergo excystation, the rate drops to 71.4% after AgNO3 

treatment, to 42.7% after AgNP treatment, and to 20% and 0%, after heat treatment at 70 C 

and 90 C, respectively. Together, these results suggest that while heat treatment of oocysts at 

90 C causes complete de-activation, there are persistent subpopulations of inactivated oocysts 

after heat treatment at 70 C and after AgNP treatment. In comparison to AgNP treatment, the 

disinfectant effect of AgNO3 is less significant, as apparent from the 70% excystation rate. 
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Heterogeneous modification of oocysts after disinfection 

 

 

Figure 3.2 Microscopy of oocysts after various treatments: Column 1: phase contrast; Column 2: 

Nomarski Differential Interference Contrast (DIC); Column 3: DAPI fluorescence; Column 4: PI 

fluorescence; for: untreated (a – d); heat-treated at 90 C (e – h); heat-treated at 70 C (i – l); AgNP 

treated (m – p). Intact (Sp √) versus altered sporozoites (Sp ) are confirmed by DAPI + (inclusion) 

and PI – (exclusion) (green arrows). 

 

Viability of sporozoites in the oocyst can be indicated by the banana-shaped sporozoite 

morphology in phase and DIC microscopy modes, and the presence of DAPI signal in 

fluorescence mode, whereas absence of PI signal indicates integrity of the oocyst wall
51, 52

. 

The distinct sporozoite structure of untreated oocysts is apparent in the phase contrast 

(Figure 3.2a), and DIC images (Figure 3.2b). Additionally, based on presence of DAPI 

labeling that delineates the four nuclei of the sporozoites (Figure 3.2c) and the absence of PI 

labeling (Figure 3.2d), henceforth labeled as: DAPI + / PI – (dotted green arrows), we infer 
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the viability of the oocysts. Note that for clarity, the phase and DIC images in Figure 3.2 are 

at higher magnification than the fluorescence images. Heat treated oocysts at 90 C do not 

show a discernible banana-shaped sporozoite structure. Instead, a nebulous sporozoite 

structure that is indistinguishable from the background is apparent under phase contrast 

(Figure 3.2e) and DIC (Figure 3.2f), alongside a diffuse level of DAPI labeling that is spread 

beyond the four nuclei of the sporozoites (Figure 3.2g), suggesting a disorganized oocyst 

cytoplasm
49

. Furthermore, the presence of PI labeling within the oocysts (Figure 3.2h), 

indicates disruption of the oocyst wall, henceforth labeled as: PI + (solid red arrows). Heat 

treated oocysts at 70 C indicate heterogeneous modifications, with a subpopulation showing 

intact sporozoites with DAPI + / PI – labeling and another showing the destroyed oocyst wall 

with PI + labeling (Figure 3.2k and 3.2l). The differential levels of PI signal from the PI+ 

labeled oocysts further indicates the heterogeneous modifications (Figure 3.2l). Upon AgNP 

treatment, instead of the banana-shaped sporozoite structure, the phase contrast image of the 

oocyst cytoplasm reveals a transparent region composed of a coalesced cluster adjoining an 

empty region (Figure 3.2m), with topographic differences in the DIC image (Figure 3.2n) 

that suggest an altered sporozoite structure. However, there is a small group of AgNP treated 

oocysts that continue to show the distinct sporozoite morphology of untreated oocysts, as 

apparent from the red arrow with Sp √ in Figure 3.2m – 3.2n. This sub-group of oocysts 

indicate the DAPI + / PI – signal delineating the nuclei of the sporozoites (Figure 3.2o), 

whereas the other sub-group of AgNP treated oocysts with the altered sporozoite structure (Sp 

) do not show any DAPI signal. The PI signal is uniformly absent from all AgNP treated 

oocysts (Figure 3.2p). Hence, optical microscopy confirms the heterogeneous modification 

of the oocysts after heat treatment at 70 C and after AgNP treatment. Note that these 

treatments were carried out over ~4 hours to ensure steady-state behavior. After heat 

treatment at 70 C, there is a persistent subpopulation with intact occyst wall and sporozoite 

structure (DAPI + / PI –) and a sensitive subpopulation with a compromised occyst wall and 
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diffuse sporozoite structure (PI +). After AgNP treatment, there is a persistent subpopulation 

with an intact sporozoite structure in the oocyst (Sp √) that indicates: DAPI + / PI – signal, 

whereas there is a sensitive subpopulation with an altered sporozoite structure in the oocyst 

(Sp ), but with an intact oocyst wall (i.e. DAPI – and PI –). We infer that while optical 

microscopy is qualitatively consistent with excystation and infectivity assays, which indicate 

the partial loss of sporozoite functionality due to sensitive and persistent subpopulations after 

AgNP treatment and heat treatment at 70 C, these techniques are unable to quantify the 

degree of oocyst alteration and number of oocysts with a particular alteration. 

 

Frequency-selective dielectrophoretic spectra 

The DEP response of biological particles, such as C. parvum oocysts can be 

characterized using a shell model
7, 35,10

, with the shell composed of an oocyst wall of 

low conductivity (wall ~ 100 nS/m as per
53

) and a core of higher conductivity due to 

intact sporozoites within the cytoplasm (cyto ~ 0.05 S/m
53

). The oocyst can be 

represented in terms of an equivalent circuit composed of a low-loss capacitor of 

capacitance: C, to denote the oocyst wall, in series with the high-conductivity oocyst 

cytoplasm of resistance: R. As per RC circuit analysis, at frequencies below the inverse 

RC time constant, the polarizability and net direction of particle translation is 

determined by the capacitor due to the oocyst wall, which should result in negative 

DEP (NDEP) behavior within moderately conducting media (m ~ 0.1-10 mS/m), due 

to: wall (~100 nS/m) < m (0.1-10 mS/m) in Eq. (2).  On the other hand, at 

frequencies above the inverse RC time constant, the high conductivity region at the 

oocyst core determines the DEP response, thereby causing positive DEP (PDEP) 

behavior, since: cyto (~0.05 S/m) > m (0.1-10 mS/m) in Eq. (2). At very high 

frequencies (~10 MHz), the response is determined by permittivity rather than 

conductivity, which should cause NDEP behavior, due to: εcyto (~60) < εm (~80)
53

.  
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Figure 3.3 Dielectrophoretic behavior of oocysts in the constriction region after 30 seconds of AC 

field: 300 Vpp/cm at 100 kHz (a, c, e, g) or 400 kHz (b, d, f, and h), for: Untreated oocysts (a & b); 

Heat-treated (90 C) oocysts (c & d); AgNP treated oocysts (e & f); and AgNO3 treated oocysts (g & 

h). 

 

This is indeed the trend observed within Figure 3.3, which shows images in the 

vicinity of the insulator constriction region of the device after 30 seconds of the onset 

of DEP behavior at ~300 Vpp/cm field; and at frequencies of 100 kHz and 400 kHz, 

where the oocyst wall and the sporozoites in the oocyst cytoplasm, respectively, 

determine the net DEP behavior. For untreated oocysts, NDEP behavior occurs from 1 

kHz onwards until ~200 kHz, as apparent from the strong translation force on the 

oocysts away from the constriction tip at 100 kHz (as per arrows in Figure 3.3a), 

whereas PDEP behavior occurs from 400 kHz onwards, as apparent from trapping of 

the oocysts at the constriction tip (as per arrows in Figure 3.3b). Upon heat treatment 

of the oocysts (90 C), the disruption of the oocyst wall, as apparent from the 

fluorescence images in Figures 3.3g and 3.3h, affects the DEP response. The 

increased permeability of the oocyst wall impedes dipole formation across the oocyst 
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wall, thereby eliminating the screening action of the capacitor and the associated 

NDEP behavior. Instead, crossover to PDEP behavior is observed at earlier 

frequencies, due to polarization of the oocyst cytoplasm, which is no longer screened 

by the oocyst wall at low frequencies. Hence, the onset of PDEP, which occurs from 

10 kHz onwards for heat-treated oocysts, is clearly apparent at 100 kHz in Figure 10c. 

At 400 kHz, PDEP behavior continues to be present, albeit at a significantly lower 

force level, as apparent from the fewer trapped oocysts at the constriction tip in Figure 

3.3d after the same 30 seconds of applied field. Following AgNP treatment, the strong 

NDEP response is clearly apparent at 100 kHz in Figure 3.3e, indicating an 

uncompromised oocyst wall, which is consistent with the fluorescence results. At 400 

kHz, instead of the oocysts being directed towards the constriction tips, as observed 

with untreated (Figure 3.3b) or heat treated oocysts (Figure 3.3d), the DEP force on 

AgNP treated oocysts continues to remain directed away from the constrictions tips 

(Figure 3.3f). However, the magnitude of the NDEP force at 400 kHz is lower versus 

that at 100 kHz, as apparent from localization of the oocysts closer to the constriction 

tip at 400 kHz (Figure 3.3f) versus 100 kHz (Figure 3.3e). For oocysts with an 

uncompromised wall, the DEP response at 400 kHz should be determined by the 

difference of cytoplasm and media conductivity. Hence, the NDEP behavior after 

AgNP treatment of the oocysts can be attributed to a reduction in the cytoplasm 

conductivity due to alteration of the sporozoites (cyto), thereby obviating PDEP 

behavior, due to: (cyto - m) < 0. In the subsequent sections we explain the NDEP 

behavior of AgNP treated oocysts and correlate it to alteration of sporozoites in the 

oocyst. Finally, based on the similarity of DEP response of AgNO3 treated versus 

untreated oocysts at 100 kHz (Figure 3.3g) and at 400 kHz (Figure 3.3h), we infer 

that the oocysts are not significantly altered, which is consistent with the excystation 

results. 
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To quantify DEP force from Figure 3.3, the particle acceleration and velocity can be 

determined by tracking the displacement of the oocysts versus time, and fit into the DEP 

force equation (Eq(3)). Details on this analysis can be found in the methodology section in Chapter 

2. 

 

Figure 3.4: Measured FDEP frequency responses from DEP tracking of Untreated and heat treated 

oocysts (90 C) at m of 2 mS/m and AgNP treated oocysts at m of 10 mS/m. Error bars are based on 

velocity profiles from 20 oocysts after each treatment type. 

 

Figure 3.4 shows the frequency response of FDEP (symbols) for untreated, heat treated (90 C) 

and AgNP treated oocysts. For untreated oocysts, the transition from NDEP behavior at low 

frequencies (<100 kHz) to PDEP behavior at mid-level frequencies (>400 kHz) is apparent. 

For heat treated oocysts, PDEP behavior starts at successively earlier frequencies, due to loss 

of the field screening by the compromised oocyst wall. For AgNP treated oocysts, we are able 

to identify different DEP behavior at frequencies beyond 400 kHz for sensitive oocysts with 

altered sporozoites (Sp ) versus persistent oocysts with intact sporozoites (Sp √), as will be 

described in the subsequent section.  

Separation based on oocyst wall and sporozoite infectivity  
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Finally, using the quantitative force response in Figure 3.4 from the DEP tracking 

measurements, we can identify the appropriate frequency for effectively separating the 

sensitive versus persistent subpopulations of C parvum after AgNP and after heat treatment 

(70 C), by utilizing differences in the magnitude and direction of the DEP trapping force. 

This is necessary, since persistent subpopulations can form extremely small fractions of the 

total population
46

. Through collection rate measurements on the separated subpopulations, the 

fraction with a particular electrophysiological alteration or phenotype can be quantified.  

Figure 3.5 Dielectrophoretic separation of oocysts based on sporozoite alteration (a – g) and oocyst 

wall integrity (h – j). (a) 300 Vpp/cm field at 700 kHz causes NDEP of oocysts with altered 

sporozoites (Sp ), as confirmed by absence of sporozoite structure in phase (b) and DIC images (c), 

and absence of DAPI signal (d). Oocysts with intact sporozoites (Sp √), as confirmed by presence of 

characteristic sporozoite structure in phase contrast (e) and DIC images (f), and the presence of DAPI 

signal (g) show PDEP trapping. (h) Separation based on oocyst wall integrity is more effective under 

300 Vpp/cm field at 100 kHz, versus at: (i) 200 kHz, and (j) 400 kHz. 

 

For oocysts with altered (Sp ) versus intact sporozoites (Sp √) after AgNP treatment, a 

frequency of 700 kHz causes PDEP behavior for Sp √ oocysts (blue arrows), whereas Sp  

oocysts experience NDEP behavior (yellow arrows), as per Figure 3.5a. Optical microscopy 

of the sub-group of AgNP treated oocysts exhibiting NDEP behavior confirms their altered 
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sporozoites (Sp ), as apparent from absence of the banana-shaped sporozoite structure in the 

phase contrast (Figure 3.5b) and DIC images (Figure 3.5c), as well as the exclusion of DAPI 

signal in fluorescence images (Figure 3.5d). On the other hand, the oocysts exhibiting PDEP 

behavior show the distinct banana-shaped sporozoite structure in the high-magnification 

phase contrast (Figure 3.5e) and DIC (Figure 3.5f) images; as well as the presence of DAPI 

signal in fluorescence images (Figure 3.5g).  

Next, we demonstrate the separation of the sub-groups with intact versus compromised 

oocyst walls, after heat treatment at 70 C. As per Figure 3.5h-3.5j, a lower frequency of 100 

kHz, where dominance of the screening action of the oocyst wall causes NDEP behavior, is 

more effective at separating the respective oocyst groups versus at higher frequencies, where 

the net polarization behavior of the oocysts is no longer sensitive to the oocyst wall. Oocysts 

with uncompromised walls exhibit NDEP up to 200 kHz, whereas those with disrupted walls 

exhibit PDEP, starting from successively lower frequencies (depending on degree of 

disruption) and extending to ~400 kHz. Hence, judicious choice of the frequency can enable 

more effective separations through modulation of the magnitude and direction of the DEP 

trapping force. 

 

II. Dielectrophoretic characterization of silver nanoparticle induced 

disinfection action on oocysts of Cryptosporidium parvum: Effect of 

nanoparticle functionalization 

 

Introduction and Rationale 

The surface capping layer stabilizing silver nanoparticles (AgNPs) affects their aggregation, 

dissolution, and net disinfection action
46

. For example, the disinfection action of 

electrostatically stabilized citrate capped AgNPs is attributed to generation of reactive oxygen 

species (ROS) rather than Ag+, whereas steric stabilized AgNPs by protein- or starch- 

capping arrests ROS generation due to interferences from the bulky capping layer, so that 
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Ag+ release kinetics determine disinfection action. In our previous work, we have quantified 

the influence of silver ion (Ag+) release and reactive oxygen species (ROS) generation rates 

for AgNPs of varying surface functionalization on their net disinfection action on Escherichia 

coli
46

. In the results of Part I in this chapter, we demonstrated the disinfection action of 

proteinate-capped AgNPs on C. parvum oocysts, based on alterations in dielectrophoretic 

response that were correlated to their sporozoite structure and substantiated by considerable 

reductions in infectivity. Herein, we seek to compare the influence of polyvinylpyrrolidone 

(PVP)-capped AgNPs versus proteinate-capped AgNPs on their disinfection action on 

C.parvum oocysts, as judged by electrophysiology due to sporozoites, and correlate versus 

the alterations to the mouse infectivity model, in vitro excystation behavior and 

morphological characteristics.  

 

Results and Discussions 

 

 

Effect of AgNPs capping layer on their morphological modifications to oocysts  

 

We begin with examination of the morphological differences of C. parvum oocysts after each 

disinfectant treatment. Oocysts of C. parvum were observed under high resolution phase 

contrast and Nomarski differential interference contrast (DIC) microscopy before and after 

disinfectant treatments, including heat, PVP-capped AgNPs, proteinate-capped AgNPs and 

AgNO3 treatments. Phase contrast microscopy of untreated oocysts using a high resolution 

phase objective and camera reveals the transparent oocyst wall and four intact sporozoites 

arranged in a banana-shape, as apparent in Figure 3.6a. The DIC image of the untreated 

oocysts in Figure 3.6b provides topographic evidence for the presence of intact sporozoites.  
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Figure 3.6: High resolution contrast images illustrating the morphological differences in the oocysts 

after disinfectant treatments. First column shows phase contrast images and second column shows 

Nomarski differential interference contrast images under different treatments: (a and b) Untreated; (c 

and d) Heat-treated; (e and f) PVP-capped AgNP treated; (g and h) Proteinate-capped AgNP treated; (i 

and j) AgNO3 treated oocysts of Cryptosporidium parvum. 

 

It is noteworthy that while optical microscopy is not a certain means for characterizing intact 

sporozoites, due to the limited magnification and poor contrast, the batch to batch variations 

in the number of intact sporozoites per oocyst can be reduced by imaging over multiple focal 

planes
54

. Upon heat treatment, instead of the distinct banana-shaped arrangement of the 

sporozoites, the oocyst cytoplasm is filled with nebulous undistinguishable structures, as 

apparent in the phase contrast image (Figure 3.6c), while the DIC image also reveals a 

disorganized sporozoite structure in the oocyst (Figure 3.6d). Following treatment with 
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PVP-capped AgNP, the sporozoites bear some degree of resemblance to the banana-shaped 

arrangement that is observed within untreated oocysts (Figure 3.6e and f). Following 

treatment with proteinate-capped AgNP, the banana-shaped arrangement of the sporozoites is 

no longer detectable. Instead, the oocyst cytoplasm in Figure 3.6g reveals a coalesced cluster 

that seems transparent in the phase contrast image adjoining an empty region, suggesting an 

altered sporozoite structure. The DIC image (Figure 3.6h) shows the smooth surface of the 

big cluster, with a clear topographic difference between the cluster and the empty region. 

However, there is a small group of the proteinate-capped AgNP treated oocysts that continue 

to show the sporozoite morphology of untreated oocysts (data not shown). Finally, following 

AgNO3 treatment, the oocysts continue to show sporozoites arranged in a banana-shape 

(Figure 3.6 i and j), as observed within the untreated oocysts. 

 

Effect of AgNPs capping layer on their modifications to the excystation behavior of 

oocysts  

 

Oocysts of C. parvum usually excyst only within mammalian gastro-intestinal systems. 

However, in vitro excystation can occur in the presence of appropriate conditions, such as 

promoted by exposure to bleach solution, resulting in thinning of the oocyst wall for exposing 

the receptors on the oocyst wall, thereby causing the sporozoites to secrete parasite-derived 

enzymes that set off signal transduction towards excystation. This excystation process is 

similar to that causing infectivity of the oocysts within mammalian gastro-intestinal systems. 

Since only viable and infective oocysts exhibit excystation
13, 55

, we used the excystation 

behavior of the oocysts before and after the disinfection treatments as a means to test viability 

of sporozoites and their infectivity.  
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Figure 3.7: Typical images from excystation studies on the oocysts: (a) Untreated; (b) Heat-treated; 

(c) PVP AgNP treated; (d) Proteinate AgNP and (e) AgNO3 treated oocysts of C. parvum. Dotted 

arrows (red) shows excystation behavior of the oocysts and solid arrows (yellow) shows the lack of 

excystation behavior of the oocysts. 

As per Figure 3.6a, the banana-shaped sporozoites of untreated oocysts are released under 

conditions of 10% bleach solution. The excystation rate is ~90%, as apparent from the red 

dotted arrows versus a few stray cases of oocysts not exhibiting excystation, as apparent from 

the yellow solid arrow, which are likely due to aged or degraded oocysts
54

. Upon heat 

treatment, the oocyst undergoes a significant level of disruption, as was apparent in Figure 

3.6c and 3.6d. The parasite-derived enzymes and proteins that set-off excystation undergo 

denaturation and loss of functionality
56

, thereby causing the loss of excystation behavior. 

Following treatment of the oocysts with PVP-capped AgNPs, the banana-shaped sporozoites 

are mostly intact as in Figure 3.6e and 3.6f, and these exhibit excystation (Figure 3.7c) at a 

~80% rate. A few of the oocysts do not show excystation, which may be attributed to the aged 

or degraded set of oocysts, or to the subpopulation of oocysts that is vulnerable to the 

disinfectant. Following treatment with proteinate-capped AgNPs, since the banana-shaped 

sporozoites are no longer apparent in the oocysts (Figure 3.6g and h), these oocysts do not 

exhibit excystation as indicated by the yellow solid arrows in Figure 3.7d. On the other hand, 
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other oocysts with intact sporozoites do show excystation, thereby causing a net ~40% 

excystation rate for proteinate-capped AgNP oocysts. Finally, AgNO3 treated oocysts, 

continue to show presence of banana-shaped sporozoites (Figure 3.6i and 3.6j) and up to 

90% excystation rate (Figure 3.7e). 

 

Frequency-selective dielectrophoretic spectra of each AgNP capping layer 

We next utilize DEP to examine the mechanism of each AgNP capping layer treatment. We 

choose the frequencies of 100 kHz and 400 kHz, where the oocyst wall and the sporozoites in 

the oocyst cytoplasm, respectively, determine the net DEP behavior, as previously described.  

 

Figure 3.8 Dielectrophoretic behavior of oocysts in the constriction region after 30 seconds of AC 

field: 300 Vpp/cm at 100 kHz (a, c, e, g) or 400 kHz (b, d, f, and h), for: Untreated oocysts (a & b); 

Proteinate-capped AgNPs treated oocysts (c & d); PVP-capped AgNPs treated oocysts (e & f); and 

AgNO3 treated oocysts (g & h). 

 

The untreated oocysts show NDEP behavior at 100kHz, apparent from the strong 

translational force on the oocysts away from the constriction tip as shown in Fig. 3.3a and 

3.8a), whereas the untreated oocysts show PDEP at 400 kHz, as apparent from trapping of the 

oocysts at the constriction tip as shown in Fig. 3.3b and 3.8b. The proteinate-capped AgNPs 

treated oocysts continue to show NDEP at 100 kHz (Figure 3.8c), which indicates an 
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uncompromised oocyst wall. However, instead of showing PDEP at 400kHz as seen in 

untreated (Figure 3.8b), the oocysts show NDEP behavior, which suggests a reduced 

cytoplasm conductivity due to an altered cytoplasm (Figure 3.8d). This alteration in 

cytoplasm electrophysiology can be correlated to the altered sporozoite in the cytoplasm as 

was shown based on altered sporozoite morphology (Figure 3.6 g and h), reduced 

excystation rate (Figure 3.7d). For the PVP-capped AgNPs (Figure 3.6e and f) and AgNO3 

(Figure 3.6g and h) treated oocysts, on the other hand, the same DEP response as untreated 

oocysts is observed, indicating unmodified oocyst wall and sporozoites in the cytoplasm. The 

unchanged oocyst electrophysiology after treatment with PVP-capped AgNPs also 

corresponds to the intact oocyst morphology (Figure 3.6 e and f), and high excystation 

(Figure 3.7c).  

 

Effect of AgNPs capping layer on their disinfection action on mice model 

 

Finally, we confirm with infectivity tests on the mouse model to identify the disinfection of 

oocysts by each type of functionalization on AgNPs. This mouse model data was collected at 

Dr. Guerrant’s lab within the Infectious Diseases department by former graduate student, 

Lydia Abebe (Advisor: James Smith). The oocysts numbers are collected from stool samples 

at day 2 and day 3 following the infection of the mouse with C. parvum and quantified by 

PCR. As per Figure 3.9, the infectivity is most intense in the untreated group and is almost 

absent within the heat-treated group, where the shedding is well below the detection limit. 

For the AgNPs treated groups, the PVP-capped AgNP treatment does not show the loss of 

infectivity, whereas the infectivity is significantly reduced in the group of oocysts treated 

with proteinate-capped AgNPs. Finally, the AgNO3-treated group also shows some decrease 

in infectivity, with more significant loss of infectivity at day 3. 
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Figure 3.9 C. parvum oocyst concentration in stool shed from mice as a function of post infection 

time for different oocyst disinfection treatments. Each data set represents a different oocyst 

disinfection method as well as positive (infected) and negative (uninfected) controls. Error bars 

represent standard error for each measurement. *Heat treated group not represented in graph, 

shedding was below detectable limit. (This mice experiment is done by Lydia Abebe in Prof. James 

Smith’s group) 

 

III. Conclusions 

 

Towards quantifying persistent microbial subpopulations with phenotypically different 

alterations after disinfection treatments and characterizing their alterations, we demonstrate 

the utility of quantitative dielectrophoretic tracking for force measurements over a wide 

frequency range (10 kHz – 10 MHz). Utilizing a device with insulator constrictions to 

localize the field and modulate the spatial extent of the field gradient so that it is symmetric 

across the device depth, we are able to establish a well-defined trajectory of cells under 

positive and negative dielectrophoresis. As a result, the simultaneous and facile tracking of 

velocity of individual cells can be accomplished for computing the quantitative force 

response, which is more sensitive to electrophysiological differences from subpopulations, 

since there is no need for averaging over large collection regions. This quantitative force 
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response over the 10 kHz – 10 MHz frequency range is applied to characterize and separate 

sensitive versus persistent subpopulations that were identified by excystation and animal 

infectivity assays during the disinfection of C. parvum. Through correlating the force 

response at 0.4-1 MHz to integrity of sporozoites in the oocyst and at ≤ 100 kHz to the 

integrity of the oocyst wall, we demonstrate the separation of persistent subpopulations after 

AgNP treatment and heat treatment at 70 C, respectively. 

We utilized DEP methods to demonstrate the differences in disinfection action of AgNPs of 

varying capping layers through correlation against the among mouse infectivity model, in 

vitro excystation and optical imaging of the morphological characteristics of the sporozoites. 

Disinfection treatments based on PVP-capped AgNPs do not significantly alter the 

banana-shaped arrangement of the sporozoites in the oocyst, which is consistent with their 

high ex-cystation rate and continued infectivity determined using the model, while their 

strong pDEP response onward from 400 kHz confirmed the maintenance of a conductive 

cytoplasm electrophysiology due to intact sporozoites and their nDEP response at low 

frequencies (100 kHz) confirmed an uncompromised oocyst wall.  However, while AgNO3 

treatment of the oocysts showed a significant reduction of infectivity within the mouse model, 

the complementary methods showed an intact sporozoite morphology, high excystation rates 

and DEP responses that were similar to those of untreated oocysts. One possible reason for 

this discrepancy may arise from the differences in duration of the treatment times, since 

AgNO3-treated oocysts likely take longer time to alter the oocysts, as apparent from the 

significant loss of infectivity only on Day 3of the treatment (Figure 3.9). Treatment with 

proteinate-capped AgNPs alters the banana-shape arrangement of the sporozoites within the 

oocyst, without affecting the oocyst wall, accompanied by a significant drop in the 

excystation rate to ~40%, and these observations correspond to the alteration of DEP spectra 

compared to untreated.  
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In the current state of the art, the electrode-less DEP have been applied towards separation 

and discrimination of different microbial samples, but only DC fields have been used
57-59

, 

which limit the potential for monitoring the differences and alterations in both: cell 

membrane and cytoplasm. With DC, this can only be done by changing the media 

conductivity, which is cumbersome and impractical. The current work represents the first 

demonstration of quantitative DEP spectra over a wide frequency range using an 

electrode-less DEP device for characterizing disinfection of microbials. In this manner, we 

are able to quantify the disruption mechanisms of different disinfectant by examining the 

permeability of the membrane at low frequency and the integrity of sporozoites in the 

cytoplasm at high frequencies. This is especially important as biological particles have 

complicated internal structures, and we can obtain more information from the crossover 

frequencies by applying AC fields in a wide frequency range. We envision the application of 

this technique for probing subtle distinctions in microbial electrophysiology after 

immuno-magnetic separation from large water systems, and this label free method can also be 

used for optimizing AgNPs formulations to enhance disinfection treatments for C. parvum.  
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Chapter 4  

Dielectrophoretic characterization and separation of Clostridium 

difficile 

I. Independent dielectrophoretic monitoring and separation of individual 

Clostridium difficile strains based on their S-layer proteins 

 

Introduction and Rationale 

Clostridium difficile infection (CDI) is a toxin-mediated intestinal disease that is commonly 

attributed to exposure to pathogenic C.difficile strains following the elimination of healthy 

microflora in the gut, due to administration of antibiotics
60

. Prior studies within animal 

models strongly suggest that asymptomatic colonization with non-toxigenic C.difficile 

(NTCD) strains can reduce the incidence of CDI from toxigenic C.difficile (TCD) strains
61-63

, 

and this preventive effect is substantiated within a meta-analysis of four studies on 

hospitalized patients
64

, as well as a phase 1 study that has confirmed the ability of NTCD 

strains to colonize the GI tracts of healthy human subjects pretreated with vancomycin
65

. All 

of this has led to much interest towards reducing the incidence of CDI through 

pre-colonization with NTCD strains. 

 

Limitations of current methods 

 

The development of such preventive therapies against CDI requires means to monitor NTCD 

colonization during antibiotic and other therapeutic interventions, so that the antagonistic 

interactions between differing strains during co-infection can be characterized and optimized. 

However, there is no independent way to simultaneously monitor physiological alterations in 
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both, NTCD and TCD strains, especially during antibiotic and therapeutic interventions. The 

gold standard of CDI diagnosis is culture of the bacteria from stool samples and testing for 

toxin production levels (cytotoxicity assay)
66

. Given the time-consuming nature of toxigenic 

C.difficile culture, rapid diagnosis of CDI is usually accomplished by enzyme immunoassays 

(EIA) that can directly identify TCD strains through detecting the glutamate dehydrogenase 

(GDH) levels, as well as that of toxin A (TcdA) and/or toxin B (TcdB) levels. However, this 

method is hampered by poor sensitivity due to rapid degradation of the toxins
66

, thereby 

requiring its combined application with a PCR assay to reduce false-positives and 

false-negatives
66, 67

. Furthermore, colonization by NTCD strains cannot be monitored by 

EIAs due to absence of the toxins, or by PCR-restriction fragment analysis of the 

pathogenicity locus (PaLoc)
60, 68

 due to absence of the PaLoc within NTCD strains. Hence, 

there is a need for methods to simultaneously monitor the levels and physiological alterations 

of each C.difficile strain within a mixed microbial sample, preferably in a label-free, 

non-destructive and real-time manner. 

 

Objectives 

Dielectrophoretic (DEP) frequency spectra are highly dependent on the morphology and 

phenotype of microbials, with characteristic features that can indicate strain level 

differences
57, 58, 69

. The objectives of this current work include: (a) distinction of toxigenic 

versus non-toxigenic C.difficile, as well as  human hypervirulent versus non-hypervirulent 

clinical isolates strains by correlating their phenotype to particular features on their DEP 

spectra; (b) benchmarking alterations in the DEP spectra after antibiotic treatment against 

conventional measures of C.difficile, such as the immunoassay for toxins and their growth 

rate; (c) Characterizing antagonistic interactions of NTCD to TCD strains using DEP spectra 

in conjunction with the immunoassay for toxins and growth rate studies; and (d) Exploring 
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methodologies for the isolation of TCD and NTCD endospores. 

 

Material and Methods 

C.difficile sample preparation  

All experiments were conducted in a biosafety level 2 (BSL2) certified laboratory. The C. 

difficile samples (purchased from ATCC) were transferred into the microfluidic chip within the 

biosafety cabinet and sealed with platinum electrodes to prevent leakage. The 

dielectrophoretic motion of the respective C. difficile cells under the external field can then be 

observed under the microscope, outside of the biosafety cabinet, since the well-sealed device 

obviates exposure. Following imaging, the chip was disposed as per standard BSL2 

procedures. In some cases, the trapped cells were collected for measurements of cell viability 

and the supernatant was collected to identify toxigenic versus non-toxigenic strains using the 

toxin immunoassay. The C.difficile strains were cultured in brain heart infusion (BHI) broth 

(BD BBL Brain Heart Infusion) at 37°C overnight under anaerobic conditions, before further 

antibiotic treatment or dielectrophoresis experiments. The overnight cultured bacteria 

suspension (250 L) and 750 L of the BHI with vancomycin (Novaplus) or without 

vancomycin (for the control groups) were mixed in Eppendorf tubes and incubated at 37°C 

for 4 hours or 24 hours. The vancomycin concentration for VPI10463 (high-toxigenic, HTCD) 

was 2mg/mL and 1 mg/mL for ATCC630 (low-toxigenic, LTCD) and VPI11186 

(non-toxigenic, NTCD). Prior to the dielectrophoresis experiments, the BHI broth was 

replaced with 8.8% sucrose water and re-adjusted with BHI broth to optimize the medium 

conductivity 105± 5% mS/m for enabling DEP-based distinction of C.difficile strains from 

mixed samples. All three strains were confirmed to be viable within this altered BHI media 

over the timeframe of the DEP experiments, as per the colony forming unit (CFU) assay (see 

supporting information).  
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Adhesion assay 

Based on prior work
70, 71

, the human colon epithelial cell line, HCT-8 (purchased from ATCC) 

was used as the host cell in this assay. The HCT-8 cells were cultured in RPMI medium 

supplied with 10% horse serum, 1 mM sodium pyruvate, and 100 U/mL penicillin and 

100µg/mL streptomycin at 37°C in a 5% CO2 incubator. Cells were grown as a confluent 

monolayer in 6-well plates prior to the assay. PBS and RPMI-serum free medium were 

pre-reduced for oxygen removal by overnight incubation in the anaerobic chamber. Before 

the adhesion assay, the cells were washed twice with PBS and replaced to RPMI-serum free 

medium. Overnight C.difficile cultures were pelleted and re-suspended in fresh BHI medium 

to avoid any interference from proteins or toxins. All three C.difficile strains were adjusted to 

equal concentration by optical density measurement. An equal concentration of each 

C.difficile strain was added to each well and the plates were incubated in the anaerobic 

chamber at 37°C for 3 hours. After 3 hours, non-adhered C.difficile cells were eliminated by 

three wash steps with PBS. Following this, 1mL PBS was added to each well, and the cells 

were scraped, vortexed, serially diluted and plated to enumerate adherent C.difficile 

colony-forming units (CFU). Each experiment was performed in triplicate, and repeated at 

least three times in entirety. All standard deviations (SD) in this study are obtained by using:  

 

𝑆𝐷 = √
Σ(𝑥 − 𝑥̅)2

(𝑛 − 1)
… [1] 

 

Growth measurement  

Overnight cultured C.difficile suspension (250 L) and 750 L of the BHI broth, with or 

without vancomycin were mixed in Eppendorf tubes. The optical density at a wavelength of 

600nm (OD600) of the mixed bacteria suspensions, as measured by Spectrophotometry 

(Eppendorf Biophotometer) before incubation, was indexed as the “0 hour” time point. The 
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OD600 number at later incubation time points (4 and 24 hours) for the respective strain at 

each condition was normalized to its 0 hour point. Each experiment was performed in 

triplicate, and repeated at least three times in entirety. 

 

Toxicity enzyme-linked immunosorbent assay  

Total toxin (A/B) production was measured using the C.difficile TOX A/B II kit (Tech- Lab) 

according to the manufacturer’s instructions. Culture supernatants were collected at 0, 4 and 

24 hours by centrifugation at 3500 rcf for 5 min and stored at -20 °C. The supernatants of the 

VPI10463 strain were diluted 1 to 20, while the supernatants of the VPI11186 strain were 

undiluted. Each specimen was run in duplicate. Total toxin levels were determined by 

measuring A450 under a 96 well plate spectrophotometry. The A450 number at each time 

point (4 hours and 24 hours) for each strain at each condition was normalized to its 0 hour 

time point. Each experiment was performed in triplicate, and repeated at least three times in 

entirety. 

 

Sample preparation for transmission electron microscope imaging  

C.difficile samples cultured overnight (1 mL) were pelleted and fixed in 2% glutaraldehyde 

and 2% paraformaldehyde in PBS for 4 hours at room temperature. The samples were 

pelleted and washed 3 times in DI water before re-suspension in 2% osmium tetroxide. After 

30 minutes, the samples were pelleted and washed 2 times in DI water before the dehydration 

process. The samples were dehydrated through a serial gradient ethanol solution (50%, 70% 

95% and 100%), for a 10 minute for each sample. The samples then re-suspended in 1:1 

EtOH/EPON (epoxy resin) overnight, followed by 1:2 EtOH/EPON for 2 hours and 1:4 

EtOH/EPON for 4 hours and 100% EPON for overnight. After embedding the samples in 

fresh 100% EPON, the samples were baked in a 65 °C oven. The EPON hardened samples 
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were sectioned to 75 nm, mounted onto 200 mesh copper grids and contrast stained with 

0.25% lead citrate and 2% uranyl acetate for TEM imaging (JEOL 1230) at 80 kV (SIA 

digital camera). 

Dielectrophoretic characterization of C.difficile  

The experimental setup has been described in our prior work
1, 17

. Briefly, standard PDMS 

(Poly-di-methyl-siloxane) micro-molding methods were used to microfabricate channels with 

sharp lateral constrictions (1000 m to 15 m). This so-called “constriction chip” was 

bonded using oxygen plasma treatment to a standard coverslip for easy microscopic viewing 

of DEP behavior. Using Pt electrodes at the inlet and outlet, AC fields were applied over a 

wide-frequency range (50 kHz-5 MHz) by utilizing a power amplifier for particle trapping 

towards or away from high field points at the constriction tips. The trajectory of the unlabeled 

C.difficile of each strain type was observed under this field, as high frame per second movies 

to quantify the DEP velocity. The data acquisition was automated to enable the capture of 

movies at each frequency within about ten seconds, with the entire frequency spectrum 

completed within about 5 minutes. The same cells could be measured multiple times under 

the DEP field since we used the electrode-less DEP technique under high frequency AC 

fields, with applied fields less than 300 Vpp/cm, thereby obviating electro-permeabilization 

effects, which we confirmed through viability analysis on microbials under the DEP field. For 

experiments within mixed C.difficile samples, the trapped microbials were released and the 

supernatant was analyzed with the immunoassay to confirm toxigenicity. The DEP analysis 

was conducted on the microbials following the log phase stage of their culture period, to 

ensure the insensitivity of DEP analysis to the temperature of the culture media and time for 

the culture. A full description of the simultaneous and automated dielectrophoretic tracking of 

single bio-particles can be found in our previous work.
1
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Results and Discussions 

Morphological differences between C.difficile strains 

 

Figure 4.1 Transmission electron microscope images of the C. difficile strains at 50k magnification (a, 

c and e) and 100k magnification (b, d and f). All TEM scale bars are 0.2 m. (a & b): HTCD 

(High-toxigenic C.difficile, VPI10463); (c & d): LTCD (Low-toxigenic C.difficile, ATCC630) and (e 

& f): NTCD (non-toxigenic C.difficile, VPI11186) strains. (g): A representative phase contrast image 

showing HTCD adherence to the human colon epithelial host cells. Scale bar: 5 m. (h) Variations in 

adherence of each C. difficile strain to human colon epithelial cells by enumerating colony-forming 

units (CFU).  
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We begin with an examination of the morphological differences between three particular 

C.difficile strains: the high-toxigenic VPI10463 strain (HTCD), the low-toxigenic strain 

ATCC630 (LTCD) and the non-toxigenic strain VPI11186 (NTCD). While the chief 

difference between NTCD and TCD strains is lack of the PaLoc sequence
72

, particularly the 

TcdE holin-like membrane protein which signals the release of toxins, in addition to TcdA 

and TcdB, the other major difference is the S-layer proteins on their cell wall, which exhibit 

sequence variations
67, 73

. Specifically CwpV, the largest of the cell wall protein (CWP) family, 

varies significantly among different strains of the same C.difficile species
74

. As per the 

Transmission Electron Microscopy images at 50k magnification in Fig. 4.1 (a, c and e) and 

at 100k magnification Fig. 5.1 (d, d and f), the three C.difficile strains show systematic 

variations in surface roughness in the cell wall region adjoining the membrane, which may be 

attributed to their S-layer proteins
75

. The cell wall region of the HTCD strain has rough and 

spike-like features (Figure 5.1a and 5.1b), whereas features of the NTCD strain are relatively 

smooth (Figure 5.1e and 5.1f), with features of the LTCD strain being in between those of 

the HTCD and NTCD strains (Figure 5.1c and 5.1d). It has been demonstrated that the 

S-layer protein deficient bacteria show much smoother cell surface
75

, which implies that the 

HTCD strains have highest abundance of S-layer proteins based on their high cell wall 

roughness and surface area, followed by the LTCD strain and then by the NTCD strain, which 

exhibits relatively smooth surface features. One of the chief differences between the 
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respective strains is the S-layer on their cell wall, which exhibits SlpA gene and Cwp gene 

sequence variations.
67, 73, 74

. Based on prior observations of a smoother cell surface for the 

S-layer deficient mutant Tannerella forsythia versus the wild type,
75

 we seek to correlate the 

inter-strain morphological differences in C.difficile to their S-layer variations, by using a 

standard adhesion assay. It has been shown that surface layer proteins are the chief 

determinant for the adherence of C.difficile to host cells
71

 and for binding to gastrointestinal 

tissues
76

. Fig. 4.1g shows a representative phase contrast image of the adherence of HTCD to 

the human colon epithelial host cells after three wash steps. As per Fig. 4.1h, the HTCD 

strain shows the strongest adherence to the host cells, followed by LTCD and finally NTCD 

strains. This correlation of high cell wall roughness of the C.difficile strain-type to its 

enhanced host-cell adherence suggests an abundance of S-layer proteins within the HTCD 

strain, with successively lower S-layer protein levels within the LTCD and NTCD strains due 

to their relatively smoother features and poorer adhesion to the host cells. We also note that 

the average cell wall thickness of the HTCD strain (32.1±3.8 nm) is lower than that of the 

NTCD strain (38.3±5.2 nm), as averaged over 10 cells, as per the measurements in Figure 

4.2.  
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Figure 4.2 The representative measurements of cell wall thickness images of (a) HTCD with an 

average of 33.2±4.1 nm; and (b) NTCD with an average of 36.9±4.3 nm. Note the out-of-focus 

regions are not analyzed in order to avoid any ambiguous measurements. Scale bar: 200 nm 

Independent dielectrophoretic monitoring of each C.difficile strain 

Dielectrophoresis (DEP) of biological particles, such as C.difficile, can be characterized using 

a shell model
77, 78

. Herein, the net capacitance (C) due to the dielectric properties of the cell 

wall and membrane screens the electric field at low frequencies to cause NDEP, whereas the 

low resistance (R) due to conductive properties of the cytoplasm dominates at high 

frequencies to cause PDEP, with the crossover frequency from NDEP to PDEP being 

determined by the inverse of the RC time constant due to the net resistance and capacitance of 

the system. Since the capacitance rises linearly with surface area (A), as per Eq. (4), using a 

parallel-plate capacitor model for the cell wall with spacing: d, and material permittivity: , 

changes in surface roughness and area of the cell wall would cause systematic differences in 

the net capacitance of each C.difficile strain. 

Cnet = A/d…Eq. (4) 

Based on this, the DEP crossover frequency (fxo) for each C.difficile strain can be related to 

these differences in net wall and membrane capacitance (Cnet) at a given media conductivity 

(m), as follows
79

: 

𝑓𝑥𝑜 =
𝜎𝑚

√2𝜋𝑟𝐶𝑛𝑒𝑡
…Eq. (5) 
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Figure 4.3 (a) Well-separated Dielectrophoretic spectra (velocity under FDEP) for HTCD 

(high-toxigenic C.difficile, VPI10463), LTCD (low-toxigenic C.difficile, ATCC630) and LTCD 

(non-toxigenic C.difficile, VPI11186) strains; (b) Dielectrophoretic behavior of each C.difficile strains 

in the constriction region after 30 seconds of AC field: 300 Vpp cm-1 of negative DEP (left column) at 

100 kHz for all three strain or positive DEP (right column) at 400 kHz, 1 MHz and 2 MHz for HTCD, 

LTCD and NTCD, respectively. 

 

Hence, based on the higher net capacitance for the HTCD strain versus the NTCD strain, with 

the respective value for LTCD strain lying in between the two, we anticipate the lowest fxo for 

the HTCD strain, followed by that of the LTCD strain and finally the NTCD strain. However, 

in order to observe this systematic difference in fxo between the three strains, it is necessary to 

optimize the media conductivity (m). Below a critical value of m, the high resistance of the 

surrounding media will dominate the net RC time constant of the system, thereby driving the 

fxo to low values and making it insensitive to differences in wall capacitance between the 

three strains. On the other hand, above a critical m value, PDEP cannot be effectively 

observed (PDEP requires particle conductivity to exceed media conductivity), thereby posing 
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complications towards determination of the fxo, due to lack of a clear crossover. This 

requirement for conducting DEP within media of a substantial conductivity level to enable 

the observation of differences in the fxo between C.difficile strains, poses a challenge due to 

the disruptive effects of electrolysis and electro-permeabilization of cells within 

electrode-based DEP devices at substantial m values. Hence, in this current work, the 

influence of these disruptive effects on DEP observations is eliminated by the use of 

electrode-less devices, where cell trapping under DEP does not occur at the electrode, but 

instead at or away from the tips of insulator constrictions that are designed to locally enhance 

electric fields. This electrode-less device geometry also enables facile and automated 

dielectrophoretic tracking due to the well-defined particle trajectories (either towards or way 

from highly localized constriction tips) and a symmetric field profile across the device depth. 

In this manner, as per prior work
1
, the translational velocity under the DEP trapping force is 

measured for ~20 individual microbial cells to quantify the DEP spectra. Upon optimization 

of m at: 100 mS/m range, well separated DEP spectra for each strain are apparent, as per 

Figure 4.3. Example images in vicinity of the constriction region of the device after 30 

seconds of ~300 Vpp/cm field at the optimal frequency for NDEP and PDEP behavior are 

shown in Figure 4.3c for each strain, with arrows to denote the direction of translation and 

the respective velocity values at each frequency are reported in Figure 4.3b. Based on this, 

while nDEP is highest at 100 kHz for all strains, the highest PDEP occurs at distinctly 

different frequencies of: 400 kHz, 1 MHz and 2 MHz for HTCD (VPI10463), LTCD 

(ATCC630) and NTCD (VPI11186) C.difficile strains, respectively. This successively higher 

crossover frequency for LTCD and NTCD strains versus the HTCD strain is consistent with 

their progressively lower net wall capacitance due to lower surface area, as per the TEM 

images in Figure 4.1. Furthermore, based on successive reduction of the magnitude of 

maximum positive DEP force levels for HTCD to LTCD to NTCD strains, we infer a gradual 

reduction in cytoplasm polarizability for the respective strains. Finally, it is apparent that in 
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spite of the reduction in cytoplasm polarizability for the NTCD strain versus others, a 

discernible level of positive DEP can be observed up to ~ 4 MHz with the NTCD strain, up to 

~ 2 MHz with the LTCD strain and up to ~ 1 MHz with the HTCD strain. We envision that 

these characteristic spectral features in the 0.1-5 MHz range can offer the means to separate 

the three strains from each other and from other microbial species within heterogeneous 

samples. 

Alterations to each C.difficile strain upon vancomycin treatment 

Alterations to the electrophysiology of cells upon antibiotic treatment, such as distinguishing 

the degree of cell wall permeabilization versus cytoplasm disruption, can be quantified by 

analyzing the dielectrophoretic frequency spectra of treated versus untreated cells
1
. Herein, 

we utilize DEP to probe relative differences in the mechanism of microbial disruption for 

each C.difficile strain after vancomycin treatment, especially since similar measurements 

based on toxin production and growth rate can only indicate the altered functionality after 

vancomycin treatment, without providing information on the disruption mechanism, i.e. to 

the membrane or cytoplasm. Furthermore, DEP spectra can offer information on the optimal 

frequencies for separating vancomycin treated cells from untreated cells of each C.difficile 

strain, thereby enabling a means for quantifying the efficacy of vancomycin treatment on 

each strain, especially within heterogeneous samples.  
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Figure 4.4 (a-c) Modification of Dielectrophoretic spectra (velocity under Dielectrophoretic force) 

can be used to monitor alterations after vancomycin treatment of (a) HTCD, (b) LTCD and (c) NTCD; 

(d) The alteration of the magnitude of the DEP response (velocity under Dielectrophoretic force) after 

vancomycin treatment at 1MHz; (e) The change of crossover frequency after vancomycin treatment. 

 

In general, all the three strains become less polarizable due to functionality alterations to the 

cell after 24 hours of vancomycin treatment. However, the HTCD strain requires almost twice 

as much vancomycin levels than required for LTCD and NTCD strains to cause alterations to 

the DEP spectra. As a result of vancomycin treatment, while the DEP spectra for the HTCD 

strain (Figure 4.4a) is shifted towards a higher crossover frequency (200 kHz to 600 kHz); 

the spectra for the LTCD strain (Figure 4.4b) and the NTCD strain (Figure 4.4c) are shifted 

towards successively lower crossover frequencies (500 kHz to 300 kHz for LTCD and 900 

kHz to 600 kHz for NTCD). To quantify the relative alterations after vancomycin treatment, 

we show the steady reduction in DEP velocity for each strain at 1 MHz (Figure 4.4d) and the 
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changes in crossover frequencies (Figure 4.4e). It is likely that vancomycin treatment alters 

the permeability of the cell wall and membrane, so that the lowered inverse RC time constant 

of the system enables DEP crossover at earlier frequencies, as observed for the NTCD and 

LTCD strains. For the HTCD strain, on the other hand, the need for higher vancomycin levels 

to cause alterations and the up-shifting of the DEP crossover frequency after vancomycin 

treatment suggests a relatively sturdier cell wall and membrane that is not easily 

permeabilized, in comparison to the LTCD and NTCD strains. This is somewhat consistent 

with prior observations that infer the need for higher antibiotic levels to deactivate HTCD 

strains versus others
80

. 

Benchmarking DEP velocities to toxin production and growth rate  

 

Figure 4.5 (a) Relative toxin production and (b) relative growth rate for HTCD and NTCD strains 

before and after vancomycin treatment at 0, 4 and 24 hours. The data points after 4 hours and 24 hours 

of treatment are normalized to their respective value at the 0 hour time point. The differences in 

microbial toxin production (c for HTCD) and growth rate (d for HTCD & e for NTCD) after 

vancomycin treatment are compared versus the control (0 hour treatment) as arrows in X-direction, 

while the alterations in DEP response after each treatment are shown as arrows in the Y-direction. 

Note that the respective control value for the Untreated sample at various time points is shown as: 

Un-0, Un-4 and Un-24 (controls are invariant over treatment time for DEP data but not so for toxin 

production and growth rate data). 
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In order to evaluate the sensitivity of DEP methods versus the current state of the art, we 

benchmark the DEP velocity data for HTCD and NTCD C.difficile strains after various levels 

of antibiotic treatment versus conventional diagnostic measures for the loss of C.difficile 

functionality, such as toxin production and growth rate values. To compare DEP data across 

the C.difficile strains, we choose the 1 MHz frequency, since all untreated strains show an 

equal level of pDEP, and the respective vancomycin treated samples continues to show pDEP. 

For measuring alteration in toxin production level and growth rate of C.difficile strains after 

antibiotic treatment, it is necessary to culture the microbial cells with the antibiotic over a 

period of 4-24 hours, to enable sufficient sensitivity. Hence, these results on the untreated or 

antibiotic treated microbials are reported as a proportion of their respective value versus that 

after a “0 hour culture time” (indexed as “1”). Furthermore, the results after antibiotic 

treatment for a particular period of time are compared against their respective values on 

untreated microbials for the same period of culture time (this control value for each treatment 

time is indicated as “Un-0”, “Un-4” or “Un-24” in Fig. 4c-4e). On the other hand, since DEP 

velocity measurements do not require microbial culture to enhance sensitivity, the “control” 

measurement for DEP velocity of untreated C.difficile is invariant with antibiotic treatment 

time. Figure 4.5a shows the steady exponential rise in toxin production levels with culture 

time for the untreated HTCD strain, while the alterations upon vancomycin treatment lead to 

only a mild rise (1.05 times) after 4 hours of treatment and a small reduction after 24 hours 

treatment, due to degradation of residual toxin level. The data also shows that the NTCD 

strain cannot be quantified by this method due to absence of toxin production. The growth 

rate data in Figure 4.5b follows a similar trend, with the untreated samples showing a steady 

exponential rise over time, whereas the vancomycin treated HTCD sample shows only a mild 

rise to 1.51 and 1.61 times after 4 and 24 hours, respectively, and the vancomycin treated 

NTCD sample shows only a minimal rise to 1.1 and 1.05 times, after 4 and 24 hours, 

respectively. Next, the DEP velocity data after various treatment periods (4 and 24 hours) is 
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compared to the toxin production level for the HTCD strain (Figure 4.5c), the growth rate 

data for the HTCD strain (Figure 4.5d) and the growth rate data for the NTCD strain (Figure 

4.5e) over the same treatment periods (4 and 24 hours), with the respective value for the 

untreated sample at the same time period serving as the “control” (Un-0, Un-4 or Un-24). As 

per the toxin production levels in Figure 4.5c, while alterations to the HTCD strain are 

apparent after 24 hours of vancomycin treatment; i.e. a difference of 7.5 versus the control 

(Un-24) as per red solid lines along the X-direction, the alteration is just barely apparent after 

4 hours of vancomycin treatment; i.e. a difference of just 0.55 versus the control (Un-4) as 

per green solid lines along the X-direction). On the other hand, the DEP data shows a 

significant reduction in velocity, from 30.7 m/s to 7.6 m/s (green dashed lines in the 

Y-direction), right from the first time point of 4 hours of vancomycin treatment, with further 

reduction to 4 m/s after 24 hours of vancomycin treatment. Similarly, the growth rate 

reduction of the HTCD strain is clear only after 24 hours of vancomycin treatment in Figure 

4.5d, with a difference of 2.2 versus the control (Un-24), as per red solid lines in the 

X-direction. In comparison to the minimal growth rate reduction in the HTCD strain after 4 

hours of vancomycin treatment, the respective reduction in the DEP velocity is substantial for 

the same 4 hour treatment time. For the NTCD strain, while the reduction in growth rate is 

apparent in Figure 4.5e after 24 hours of vancomycin treatment; i.e. a difference of 3.3 

versus the untreated sample (Un-24) as per red solid lines in the X-direction, the alteration is 

not easily distinguishable after 4 hours of vancomycin treatment; i.e. a difference of 0.74 

versus the untreated sample (Un-4), as per green solid lines in the X-direction. On the other 

hand, just as with the HTCD strain, reduction in the DEP velocity is substantial (16 m/s to 

~7 m/s) right from the first time point of 4 hours of vancomycin treatment, as per green dash 

lines in the Y-direction. Hence, since the DEP measurement method eliminates the need for 

microbial culture, which is required within conventional diagnostic methods for enhancing 

their sensitivity towards viable versus non-viable C.difficile, the DEP velocity measurement 
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method enables the quantification of microbial alterations at smaller antibiotic doses. 

Furthermore, the uncertainties are lowered with the DEP method, since comparisons are 

required against only a single control (i.e. against the DEP velocity of the untreated sample) 

rather than against multiple control samples, as required with toxin immunoassay and growth 

rate methods (i.e. against the respective values for untreated C. difficile after microbial 

culture over time periods equivalent to each antibiotic treatment time point). As a result, we 

envision that DEP methods can be applied more easily towards optimizing antibiotic dosage 

and discerning the mechanism of their action. 

Inter-strain separations from mixed C.difficile samples 

 

Figure 4.6 (a) Dielectrophoretic spectra of HTCD versus NTCD; (b) DEP spectra of HTCD after 

vancomycin treatment; (c) At 400 kHz, HTCD strain shows pDEP (red arrow) versus NTCD strain 

shows nDEP (blue arrow); (d) at 400 kHz, untreated HTCD strain shows pDEP (red solid arrow) 

versus vancomycin treated HTCD strain shows nDEP (red dotted arrow). Scale bar: 30 m. 

The quantitative DEP response measurements in Figure 4.3b and Figure 4.4 suggest that 

particular C.difficile strains may be separated from each other based on their characteristic 
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electrophysiology, by identifying an appropriate frequency with maximum differences in the 

magnitude and direction of the DEP force. We choose the approach of accomplishing 

separations based on differences in direction of DEP force, since it can demonstrate the 

differential spatial localization of each strain-type within a few seconds. The heterogeneous 

samples we choose are: (i) a minority HTCD subpopulation within a majority population of 

NTCD strains with two-fold higher concentration; and (ii) a HTCD sample after incomplete 

antibiotic treatment over just 20 minutes, including a subpopulation of viable HTCD along 

with de-activated HTCD. For (i), as per Figure 4.6a, we choose a frequency of 400 kHz, 

wherein the HTCD strain exhibits strong pDEP behavior, while the NTCD strain continues to 

exhibit substantial nDEP. It is apparent from Figure 4.6c, that such a separation can be 

accomplished in a facile manner, as confirmed by the DEP response and toxin levels 

measured from pDEP trapped C.difficile. Similarly, using a 400 kHz field as indicated in 

Figure 5b for the separation of sample (ii), HTCD samples after vancomycin treatment at 

early time periods (20 minutes) show the presence of a C.difficile subpopulation with some 

viability (red solid arrows), along with a deactivated majority population (red dotted arrows) 

(Figure 4.6d), compared to vancomycin treated HTCD samples after 4 hours, thereby 

presenting a methodology to quantify the effectiveness of antibiotic treatments based on the 

DEP collection rate. 

 

II. Single cell level analysis of the inhibitory effect of non-toxigenic 

C.difficile on toxigenic C.difficile 

 

Introduction and Rational 

C.difficile infection (CDI) is a toxin-mediated intestinal disease, which is commonly 

attributed to occur due to elimination of healthy microflora in the gut under administration of 
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broad-spectra antibiotics, followed by exposure to pathogenic C.difficile strains within a 

health-care facility
14

. CDI rates have exhibited a steady rise worldwide over the last two 

decades, with high morbidity and mortality. Metronidazole and vancomycin are the most 

commonly used antibiotics for CDI treatments. However, a number of studies have 

demonstrated the increasing treatment failure of patients experiencing disease recurrence with 

the same strain after the standard antibiotic treatments
81

.  

Probiotic microorganisms are receiving increasing levels of interest towards development of 

prevention and treatment strategies for CDI
82

. To understand the inhibitory effect of 

probiotics on toxigenic C.difficile strains several methods ranging from cytotoxicity studies 

on animal models to in vitro functionality studies on C.difficile (growth, toxin production and 

colonization) have been utilized. For example, it has been shown that some lactic acid 

bacteria and yeasts can significantly protect hamster or mice from diarrhea, enterocolitis, as 

well as lower tissue damage and toxin levels triggered by C. difficile
83, 84

. Furthermore, a 

number of studies have shown that the Bifidobacterium and Lactobacillus supernatants or in 

co-culture with C. difficile can inhibit C.difficile growth, cytotoxicity and adhesion ability to 

human enterocyte cell lines
70, 85-87

.  

 

Limitations of current methods  

However, the results from the animal model and from the functionality of C.difficile only 

provide indirect mechanisms of the inhibitory effect on C.difficile. No prior studies have 

explored the inhibitory mechanisms directly on the C.difficile at a single cell level. Single cell 

analyses can provide invaluable insights into studying the inhibition effect of probiotic 

directly on C.difficile. For example, it has been shown that S(Surface)-layer glyco-proteins, 

which form a part of the cell wall envelope within both gram positive and gram negative 

bacteria, are integral towards surface recognition, colonization, host-pathogen adhesion and 

virulence
88

. Using animal model to determine the colonization rates or using the enterocyte 
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cells lines adhesion assay to numerate the adhesion rates of C.difficile cannot provide the 

information on alterations in cell phenotype due to S-layers on the cell wall. Direct 

monitoring the alterations on single cells level can be used to directly correlate the influence 

of probiotics on cell phenotype, thereby providing strategies towards optimizing microflora 

for protection against CDI. Hence, there is a need for method to enable the simultaneous 

monitoring and quantifying the levels of physiological alterations of C.difficile at single-cells 

level.  

Objectives 

Not all strains of C. difficile produce toxins. Non-toxigenic C difficile (NTCD) strains do not 

produce toxin A or toxin B due to the lack of Pathogenicity Locus (PaLoc), and are not 

typically implicated in symptomatic infection. In addition to the inhibitory effects of other 

probiotic micro-organisms against CDI, prior studies have shown that gastrointestinal 

colonization of patients and hamsters by the NTCD strains can reduce the incidence of CDI 

from TCD strains
89

. Recent clinical trail 1 and 2 demonstrated the safety and efficacy of 

NTCD in healthy subjects and CDI patients
65, 90

. Administration of NTCD as a “probiotic” 

would be a major milestone in the treatment of primary and recurrent CDI and would be an 

easier and more palatable option compared to fecal bacteriotherapy. However, the mechanism 

by which NTCD provides protection against CDI remains unclear. Herein, we seek to 

investigate the inhibitory effect of colonization ability of TCD by NTCD in single cells 

resolution.  

Dielectrophoresis (DEP) causes the frequency-selective translation of polarized bio-particles 

under a spatially non-uniform electric field, either towards (by positive DEP or pDEP) or 

away (by negative DEP or nDEP) from the high field regions of a microfluidic device, 

depending on the polarizability of the bio-particle versus that of the medium. Hence, in spite 

of the heterogeneous nature of microbial samples, the frequency response of the DEP velocity 



61 
 

of individual cells towards or away from localized regions of a microfluidic device can be 

used to quantify the alterations in electrophysiology of each cell type. In our prior work, we 

have applied these capabilities towards the label-free distinction of intact C. difficile strains 

with systematic differences in cell wall morphology that occur due to their constituting 

S-layer, as correlated by an adhesion assay. We demonstrated that differences in cell wall 

roughness cause systematic differences in their DEP crossover frequency due to alterations in 

the net wall capacitance
2
. In this current study, we seek to apply these DEP capabilities 

towards characterizing the electrophysiological alterations on TCD strains due to the 

antimicrobial and anti-adhesive effects of the thermolabile extracellular factors secreted by 

NTCD during co-culture, and correlate these phenotypic changes to the alterations in growth 

rate, toxin production and colonization of high toxigenic C.difficile (HTCD).  

 

Results and Discussions 

 

Inhibition of HTCD cell functionalities in NTCD supernatant and co-cultured with 

NTCD 

We begin with examination of the functionality of HTCD cultured with an NTCD supernatant 

or co-cultured with NTCD. First, we measure the growth rates after the overnight culture of 

HTCD in various supernatants, including: fresh BHI broth, as positive control; cell-free 

HTCD supernatant (HTCD-S), as control and cell-free NTCD supernatant (Figure 4.7a). We 

normalize each growth rate to the growth rate of the cells cultured in BHI broth. For HTCD 

cultured in HTCD-S and NTCD-S, the growth rates reduce to about 60% of that obtained 

within BHI broth. We attribute this 40% growth reduction to the lack of nutrients for cell 

growth. Furthermore, since we do not see significant growth rate differences between HTCD 

cultured in HTCD-S versus NTCD-S, this suggests that the leftover nutrient levels in the 

HTCD-S and NTCD-S are quite similar. Next, we examine the growth rate of the HTCD 
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co-cultured with NTCD, but separated by a 0.4 m pore size membrane, with the HTCD 

inoculate on either side of the membrane serving as the co-culture control.  While the 

NTCD-S does not inhibit the growth of the HTCD, the HTCD co-culture with NTCD reduces 

the HTCD growth rate to only 80% of the co-culture control (Figure 4.7a). The toxin 

production level of HTCD-S and NTCD-S are about 80% and 70%, respectively, of their 

respective value of the HTCD control cultured in BHI (Figure 4.7b). However, for the case 

of HTCD co-cultured with NTCD, the HTCD toxin production level is inhibited to only 60% 

of the respective control for the co-culture. It is noteworthy that although the cell numbers are 

reduced by only 20% (Figure 4.7a), the toxin production is reduced by 40% (Figure 4.7b), 

compared to the co-culture control. This suggests that the toxin reduction is due to the 

inhibitory effect, rather than due to the lower cell numbers than the control.  

 

Figure 4.7 (a) Relative growth rate and (b) relative toxin production. Both growth rate and toxin 

production of the HTCD-S and NTCD-S are normalized to the BHI control (as 100%); and the 

co-culture is normalized to co-culture control (as 100%). Co-culture control is the HTCD inoculated 

on both side of the transwell. (c) Variations in adherence of each growth conditions to human colon 

epithelial cells by enumerating colony-forming units (CFU). (d) Variations in adherence of 

heat-treated supernatant versus untreated supernatant by enumerating colony-forming units (CFU).  
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Last, we examine the adhesion ability of the HTCD cells cultured in various supernatants 

versus HTCD cells co-cultured with NTCD. We measure the adhesion ability by numerating 

the HTCD adhered to the host cells on a colony forming unit assay. Note that the initial cell 

numbers are adjusted to equal before introducing the HTCD to the host cells for the adhesion 

assay. The HTCD cultured in BHI shows the strongest levels of adhesion to host cells, 

followed by HTCD cultured in HTCD-S, NTCD-S and finally HTCD co-cultured with 

NTCD, which shows an adhesion level just slightly higher than that of NTCD (Figure 4.7c). 

This confirms that upon the co-culture of HTCD with NTCD, the adhesion to host cells is 

significantly inhibited, compared to the BHI control. We attribute the lower host cell adhesion 

properties of HTCD in HTCD-S to the lack of nutrient (Figure 4.7a). It is noteworthy that 

while NTCD-S has a similar level of nutrients to the HTCD-S, as inferred based on their 

similar growth rate (Figure 4.7a), the larger reduction of cell adherence for HTCD cultured 

in NTCD-S versus that cultured in HTCD-S is likely due to extracellular factors in the 

NTCD-S, which inhibit the adherence of HTCD to the host cells. To examine the inhibition 

mechanism, we heat treated the supernatants to denature any heat sensitive factors. As per Fig. 

1c, HTCD culture within this heat-treated NTCD-S significantly increases its adherence to 

host cells in comparison with HTCD cultured within untreated supernatants (Figure 4.7c).  

In fact, the net adhesion of HTCD cultured within heat-treated NTCD-S is similar to HTCD 

cultured in untreated HTCD-S, thereby suggesting that the lower adherence of HTCD in 

untreated NTCD-S can be attributed to the thermolabile extracellular factors in the NTCD-S.  

 

Dielectrophoretic monitoring of HTCD modification 

In our prior study, we have demonstrated that the morphological differences in the cell wall 

region of C.difficile strains, presumably due to differing S-layer glyco-protein levels as 

validated by their differing adhesion to a host cell, cause systematic variations in their 

crossover frequency (fxo) for transition from negative to positive dielectrophoresis (DEP) 
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behavior due to their differing cell wall capacitances. We have shown that HTCD, with its 

improved ability for colonizing host cells exhibits a high level of net cell wall 

capacitance(low fxo), followed by the LTCD (low-toxigenic C.difficile) and then by the 

NTCD strains. Based on the lower adherence to host cells, for HTCD cultured in NTCD-S 

versus HTCD cultured in HTCD-S (Figure 4.7c), we anticipate a shift in its DEP spectra 

towards higher frequencies, as quantified by the inflection point towards pDEP. In order to 

enhance the sensitivity of these differences towards the lower conductivity of cell wall 

properties versus that of the cytoplasm, we use a lower media conductivity (m) of 0.05 S/m 

than was used to distinguish strains based on cell wall and cytoplasm properties (m of 0.1 

S/m was used in this latter case).  

 

Figure 4.8 DEP frequency spectra (50kHz-45MHz) of HTCD-S versus NTCD-S (a), and BHI versus 

HTCD-S (c); and electrorotational frequency spectra (50kHz-500kHz) for HTCD-S vs NTCD-S (b) 

and BHI vs HTCD-S (d). (The data fitting is done by my group mate, Ali Rohani.)  

 

As expected, the DEP spectra of HTCD cultured in NTCD-S is shifted towards higher 
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frequencies (Figure 4.8a), presumably due to a lower cell wall capacitance as shown in. The 

cell wall permittivity () is seen to decrease from 10 S/m for HTCD cultured in HTCD-S, to 8 

for HTCD cultured in NTCD-s. To confirm an up-shifting of the frequency, we utilized 

electrorotation to track the shift in peak of the counter-field rotation that corresponds to this 

shift in inflection of the DEP spectra. As shown in Figure 4.8b, the highest rotation rate for 

HTCD cultured in HTCD-S occurs at 175kHz, whereas the highest rotation rate for HTCD 

cultured in NTCD-S occurs at 250kHz. To confirm that the HTCD cells cultured in HTCD-S 

are unaltered in electrophysiology versus those cultured in BHI, we compare their DEP 

spectra. The DEP data shown in Figure 4.8c as well as the rotational data in Figure 4.8d 

provide this confirmation, with similar frequencies for the highest counter-field rotation rate 

(200kHz for HTCD cultured in BHI vs. 175 kHz for HTCD cultured in HTCD-s. This in turn 

enhances the confidence levels for the differences in DEP response of HTCD cultured in 

NTCD-S versus HTCD cultured in HTCD-S. Hence, while the reduction in growth rate, toxin 

production and host cell adhesion for HTCD cultured in HTCD-S can be related to the lack of 

nutrients, these fewer nutrients do not significantly change the electrophysiological 

characteristics of the HTCD cells, whereas for HTCD cultured in NTCD-S, the 

electrophysiology is significantly altered.  

Finally, based on the highest host cell adherence characteristics of HTCD cultured in BHI, 

follow by lower respective levels for HTCD co-cultured with NTCD, and even lower levels 

for NTCD cells (Figure 4.7c), we anticipate a shift in the DEP spectra of HTCD co-cultured 

with NTCD towards a higher inflection point than for HTCD co-cultured control. As 

expected, the co-culture shows significant shifting of the frequency to higher values due to 

the decreasing cell wall capacitance as shown in Figure 4.9a, and the shift of DEP spectra is 

closer to that of the NTCD. The membrane permittivity of control, co-culture and NTCD are:  

10 S/m, 6 S/m and 4 S/m, respectively. The co-culture also shows higher antibiotic 

susceptibility compared to the co-culture control (Figure 4.9b).  
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Figure 4.9 (a) DEP frequency spectra (50kHz-45MHz) of Co-culture control, co-culture and NTCD. 

(b) Antibiotic susceptibility of co-culture control versus co-culture. The vancomycin treated groups 

are normalized to the untreated (0 vancomycin, as 100%). (The data fitting is done by my group mate, 

Ali Rohani.) 

  

III. Conclusions 

In the first section, we demonstrate that morphological differences in the cell wall region of 

C.difficile strains, presumably due to differing S-layer glyco-protein levels as validated by 

their differing adhesion to a host cell, cause systematic variations in their crossover frequency 

for transition from negative to positive dielectrophoresis (DEP) behavior. As a result, the DEP 

spectra exhibit characteristic features that may be applied towards independently monitoring 

each C.difficile strain with differing S-layers, as well as towards inter-strain separation of 

intact cells from mixed C.difficile samples. Through benchmarking the DEP data against 

conventional measures of C.difficile activity, such as toxin production and growth rate, we 

demonstrate its superior sensitivity towards characterizing microbial alterations upon 

vancomycin treatment, thereby enabling the application of DEP methods towards the 

optimization of antibiotic treatments. Finally, through appropriate choice of frequency of the 

applied field, we demonstrate proof-of-concept separation of subpopulations of 

high-toxigenic C.difficile strains from a sample of non-toxigenic C.difficile, based on the 

direction of their dielectrophoresis behavior. In this manner, we present a methodology for 
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isolation of individual strains from mixed C.difficile samples, quantification of antibiotic 

treatments and the engineering of nutrient environments to control microbiomes.  

In the second section, we demonstrated the ability of frequency-resolved DEP to selectively 

probe particular intracellular regions, such as the S-layer on the cell wall at low frequencies 

(< 250 kHz) and the cytoplasm electrophysiology at high frequencies (1 MHz) versus current 

methods based on overall microbial viability. Specifically, we show that the inflection in the 

DEP spectra that is related to alterations in cell wall capacitance can be utilized to predict the 

colonization ability of C.difficile cells within just a few minutes, which is consistent with the 

C.difficile adhesion assay on host cells (HCT8) that takes ~24 hours. Utilizing this tool, we 

show that HTCD cells co-cultured with NTCD exhibit a significantly lowered cell wall 

capacitance and adherence properties to host cells versus HTCD cells cultured in cell-free 

NTCD supernatant. We show that this reduction in colonization ability of HTCD, presumably 

due to the alterations of their S-layers during co-culture with NTCD strains, can be attributed 

to the release of thermo-labile growth factors during the co-culture, which is not the case for 

HTCD cells cultured in cell-free HTCD supernatant or for HTCD cells cultured in the 

standard BHI media. Additionally, we also showed that HTCD cells become more susceptible 

to antibiotic treatment after co-culture with NTCD cells.  
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Chapter 5  

Conclusion and Future work 

 

Conclusion 

In this dissertation, we have demonstrated the application of a microfluidic device based on DEP 

towards the separation and discrimination of different micro-organisms, based on their inherent 

electrophysiology. In contrast to the current state of art utilizing DC fields within an electrode-less 

device geometry, we have applied AC fields to monitor intact microbials based on their cell wall 

characteristics at low frequencies and on their cytoplasmic alterations at higher frequencies. As a 

result, we demonstrate the ability to identify particular frequencies for distinguishing and separating 

microbials based on subtle differences in their intracellular electrophysiology, which is especially 

significant in microbiological organisms. We have applied these single particle DEP tracking methods 

towards characterization and separation of persistent microbial sub-populations and those from 

different microbial strains; as well as for studying the alterations to microbial cells due to 

inter-microbial interactions across the host microbiome. 

 

In Chapter three, we show that DEP technique is capable of separating and characterizing the 

subpopulations of Cryptosporidium parvum oocysts after heat and AgNP treatments. We utilize 

insulator constrictions in a microfluidic channel to spatially modulate the localized field over the 

extent needed for defining oocyst trajectories and for obtaining high-resolution displacement versus 

time measurements under both, positive and negative dielectrophoresis. As a result, we are able to 

simultaneously track multiple oocysts in parallel, with single particle sensitivity. In this manner, DEP 

tracking and measurement method is more sensitive to differences in electrophysiology from 

fractional sub-populations. Through correlating the force response in the 0.4–1 MHz range to integrity 
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of sporozoites in the oocyst and at ≤100 kHz to the integrity of the oocyst wall, DEP can characterize 

disinfection mechanism of oocysts upon heat treatment and AgNP treatment, based on differences of 

their membrane and cytoplasm electrophysiology versus untreated oocysts. We also apply DEP to 

demonstrate the disinfection action with different AgNP capping-layers, for potential optimization in 

water treatment methods.  

 

In Chapter four, we show that DEP technique can independently monitor and separate particular 

C.difficile strains (high-toxigenic, low toxigenic and non-toxigenic C.difficile strains) due to 

alterations in their S-layers, which cause characteristic alterations in their electrophysiology. 

Furthermore, through benchmarking the DEP data against conventional measures of C. difficile 

functionality, such as toxin production and growth rate, we demonstrate its superior sensitivity toward 

characterizing microbial alterations upon vancomycin treatment, thereby enabling the application of 

DEP methods toward the optimization of antibiotic treatments. We also demonstrate these capabilities 

of DEP towards characterization of the electrophysiological alterations on toxigenic C.difficile (TCD) 

strains due to the antimicrobial and anti-adhesive effects of the thermolabile extracellular factors 

secreted by non-toxigenic C.difficile, as a probiotic during co-culture, and correlate these phenotypic 

changes to the alterations in growth rate, toxin production and colonization of TCD. The effects are 

more prominent when the HTCD are co-cultured with NTCD than the HTCD are cultured in cell-free 

NTCD supernatant.   

 

Based on the results, we envision the highly sensitive, label-free and non-destructive features 

of DEP analysis, which enable the characterization of heterogeneous subpopulations and the 

monitoring of antibiotic-induced alterations at earlier times, thereby aiding in the 

development of antibiotic treatments with lower dosages. Furthermore, we envision the 

application of DEP techniques towards studying the interaction of other probiotics with TCD 

strains in a dynamic co-culture with single-cells level resolution, for characterizing the 
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electrophysiological alterations in a non-destructive and label-free manner for optimizing the 

microflora. 

 

Future work 

While we demonstrated some applications of utilizing DEP for characterization and 

separation of micro-organisms, there are still many related work to be explored. In the 

following, we suggest some potential future work for further investigation:  

 

DEP separation of C.difficile from other microbials in fecal samples 

DEP force is highly dependent on particle size, shape of the particle and the dielectric 

contrast of polarizability between the particle and the medium, as mentioned in Chapter 2. 

Given the nature of high aspect ratio rod-shape and high cytoplasmic conductivity of 

C.difficile, we show below the capability for DEP separation of C.difficile from other 

microbials. In Figure 5.1, we demonstrate the strong pDEP behavior of C.difficile at 400 kHz 

can be utilized to separate it from E.coli, which exhibits nDEP at this frequency due to its 

smaller size (~1m) and lower cytoplasm conductivity. In Figure 5.2a, we also show the 

strong pDEP behavior of C.difficile at 400 kHz can be utilized to separate it from yeast, 

which exhibits nDEP behavior at this frequency due to its spherical shape and lower 

cytoplasm conductivity.  
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Figure 5.1 The C.difficile strain shows strong pDEP at 400 kHz, whereas E.coli shows nDEP. 

 
Figure 5.2 The C.difficile shows strong pDEP at 400 kHz, whereas yeast shows nDEP when the field 

is on (a) and off (b) where the C.difficile were released from the tips of the constrictions. 

Current methods for C.difficile infection (CDI) detection relies on stool culture, PCR and 

cytotoxicity assay. However, these methods can take hours to days for diagnostic. In these 

preliminary results, we demonstrate that DEP can separate gram positive (C.difficile) versus 

gram negative (E.coli) bacteria, and prokaryote (C.difficile) and eukaryote (yeast). Hence, we 

propose DEP can be a potential tool to separate C.difficile from complex fecal samples.  

DEP separation of C.difficile from probiotics after mixed culture 

In Chapter four, we show the antimicrobial and anti-adhesive effects of the thermolabile 

extracellular factors secreted by NTCD during co-culture with HTCD. Studies also shown 
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supernatants from other probiotics or in co-culture with C. difficile can inhibit C.difficile 

growth, cytotoxicity and adhesion ability to human enterocyte cell lines
70, 85

. However, 

besides the inhibition effect of the secreted factors in the supernatants, it has been shown that 

the inhibition of cytotoxicity effect only occurs when placed in mixed cultured with 

C.difficile, whereas when it is co-cultured with C.difficile separated by a permeable 

membrane or using its cell-free supernatant, it has no inhibition effect on C.difficile
87

. In 

addition, S-layer proteins from Lactobacillus kefir have been shown to antagonize 

cytotoxicity effect on C.difficile
91

. This suggests the inhibition effect of probiotics also rely 

on direct cell-cell interaction between strains. The emerging interest in restoration of a 

healthy microbiota with fecal transplantation or probiotics to treat CDI further highlights the 

need to understand the complex and dynamic interaction between the commensal 

polymicrobial environment and TCD. However, there are no suitable methods to separate the 

C.difficile from mixed culture for further cell functionality and cell physiology analysis. 

Based on the results in Chapter 4 and the preliminary results in Figure 5.1 and 5.2, we 

propose to first separate TCD from other mixed cultured microbials based on differences in 

DEP at critical frequencies
18

, and correlate the alterations in the S-layer on the C.difficile cell 

wall based on their electrophysiology to its colonization ability to host cells.  
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