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Introduction

We are experiencing a technological revolution with the rapid development of artificial

intelligence (AI) and machine learning (ML) (Tang et al., 2020). One of the biggest recent

developments has been the rise of generative AI. With generative AI, there are now machine

learning models that can generate images from a prompt, seemingly comprehend and respond to

text, and even generate audio using someone else’s voice. If you’ve been on the internet in the

past year, you’ve likely heard of ChatGPT, a model capable of responding to or completing text

prompts and seemingly able to understand the content of a sentence (OpenAI, 2023). Generative

models like ChatGPT hold massive implications for anyone who needs to read or write, which is

nearly everyone.

Another major application of AI and ML is in computer vision, which, according to IBM,

one of the pioneers of artificial intelligence, “is a field of artificial intelligence that enables

computers and systems to derive meaningful information from digital images, videos, and other

visual inputs.” (n.d.) It’s one of the most heavily researched fields in computer science; it had a

market share of 11.9 billion in 2022 (Lee, 2023). Additionally, similar to generative AI, it has

applications in pretty much any industry. Computer vision has also already made its way into our

daily lives, with things such as facial recognition to unlock your phone, video filters that change

what you look like, and autonomous cars.

As these new technologies become more commonplace in our lives, automating things

such as writing or driving, it’s imperative that we discuss trust in these technologies. They need

access to some level of our personal or proprietary information to function, information that is

necessary to keep private. Additionally, trust is one of the most important factors when

determining if a technology is going to be adopted (Hoff and Bashir, 2015). The problem is that



currently there is not much trust in AI and ML. According to a survey of over 17,000 people

across 17 countries, 61% of participants were hesitant to trust AI systems. Some reasons that

were cited were doubts about security, fairness, and safety of AI systems (Gillespie et al., 2023).

I argue, however, that there are some AI models that we can and should trust. Without public

trust in AI and ML, we cannot ethically implement these innovations into other systems,

preventing us from taking advantage of these extremely powerful tools.

Technical Topic

Laser scanning technology for 1-dimensional barcode decoding has existed since the

1970s (“The History of the Bar Core”, n.d.). However, recent advances in computer vision

techniques and computing power have resulted in the emergence of camera-based barcode

decoding. Generative adversarial networks (GANs) (Goodfellow et al., 2020), a subset of

generative AI, have been crucial in improving decode performance for vision-based approaches.

GAN-based models are often used to “deblur” an image, enhancing the contrast on an image and

sharpening the edges around objects in an image.

My technical project aims to combine DeblurGANv2 (Kupyn et al., 2019), a popular

GAN-based model, with other computer vision techniques, such as Hough transforms (Duda and

Hart, 1972) and localization models, to create a system for warehouses that can locate packages,

shipping labels, and barcodes. It is also able to decode the located barcodes and read text either

printed on the packages or shipping labels. In a fast-moving warehouse environment, images will

often have motion blur and lighting conditions will vary. By using DeblurGANv2, our system

should be able to control for various lighting conditions and improve the sharpness of the

barcode image. A paper by Wang et al. (2022) shows that applying DeblurGANv2 to barcode

images improves barcode decoding independent of the library used to decode. Working with my



team at Coros, a startup company based in Mountain View, I hope to create a system with

acceptable performance using a vision-based approach rather than laser scanning.

My proposed method uses a pipeline that can be split into three stages: detection,

enhancement, and decode. For the detection stage, the system will use a YOLO-family (You

Only Look Once) model (Redmon, 2016), YOLOv8, to detect bounding boxes for parcels,

shipping labels, and 1D barcodes. Parcel and shipping label detections can be fed through other

pipelines, allowing a lot of flexibility with this approach. This paper will, however, only focus on

the 1D barcodes. Once the barcodes have been detected, the system crops the barcodes and

moves on to the enhancement stage. In this stage my method uses a Hough transform to align the

barcode vertically, and DeblurGANv2 to enhance the sharpness of the barcode. I also

experimented with various thresholding techniques to improve the contrast of the barcode. After

the barcodes have been enhanced, the system uses Pyzbar, a Python library built to decode 1D

barcodes.

STS Topic

Discussing AI in today’s age almost always comes with a discussion of trust. Some

people have already adopted generative AI into their normal workflow, using it to answer

questions, generate writing for them, or write code, with the most commonly used model being

ChatGPT. However, those who are users of or informed about ChatGPT know that everything the

model outputs will not necessarily be true. The model is inherently generative, as it’s in the

name, meaning that the output it generates will look like things it has seen in the past, but is not

fundamentally grounded in truth. As a result generative AI generates realistic but fabricated

content, which could potentially lead to the spread of misinformation or fake news (Tredinnick

and Laybats, 2023, p. 47). Generative AI models can also propagate biases and prejudices in



their training data, which can have serious consequences when used in applications such as

image generation. In an article by Moss (2023), it’s stated that a survey showed that 73% of

employees do not trust generative AI and believe it poses security risks. If we want to take full

advantage of generative AI, we need to understand how we can build trust in it.

Another large reason for the distrust of AI is that many AI models are “black boxes.”

This is a different type of trust, but very closely linked with the distrust in reliability. There are

methods such as looking at the interior of the model to see what part of the input is being used or

changing the input methodically to determine how different perturbations affect the model

output. However, these both fail on generative AI models such as ChatGPT or Dall-E, due to the

sheer size of these models (Bischoff, 2023). In order to maximize our benefits of generative AI,

we change the stigma around generative AI, or we develop a method to peer into the model and

understand what is going on behind the scenes. Innovating methods to analyze the inner

workings of a ML model requires an extensive understanding of ML architecture (which I do not

possess), so I will be discussing the former.

Changing a stigma of distrust around AI requires understanding the antecedents of trust

in technology. According to Jacovi et al., one of the most important antecedents of trust for AI

models is the ability to evaluate its reliability. While non-experts cannot easily evaluate the

reliability of most models, they can gain trust by proxy of expert evaluations (2021, p. 629).

Experts evaluating models should be able to communicate what different metrics mean in

non-technical terms, and provide recommendations on circumstances that maximize the models

effectiveness and accuracy. If we place a larger emphasis on peer evaluations, or form some sort

of other certification for more reliable models, the ability to determine if a model is reliable

should become more accessible.



Prioritizing reducing bias and discrimination can also build trust in AI. This is especially

important when bias in AI limits accessibility to a technology, or it acts in a manner that is

discriminatory towards a subset of people. Bias most often arises from the dataset used to train a

model, since ML is designed to propagate patterns from the training data. However, in a study

conducted by Ferreira et al., they found that some of the most popular facial recognition models

produce more error when tested on Black faces, despite the training data having a majority of

Black faces (2021). The onus is on the engineers that select and train these models to ensure that

they do not result in unfair biases. The public can also call attention to software that uses AI that

discriminates against groups of people, which should incentivize the engineers of the software to

more carefully inspect their models. There have already been great strides towards prioritizing

fairness in models, such as IBM releasing an open source tool called “AI Fairness 360” that

allows developers to easily check for bias in their models, and the EU forming a commission to

set forward strict ethical guidelines for AI development (Rossi, 2018, pp. 127–34).

Conclusion

AI is one of the fastest-growing industries right now, meaning we are going to see rapid

improvements in the capabilities of generative AI in the next few years. If we do not trust the

results from generative AI, or it continues to propagate bias or prejudices, it will be nearly

impossible to apply it in the real world, as both often lead to lack of acceptance and adoption. It

is unfair to place the responsibility of evaluating trustworthiness of AI on the public, as most

people are not educated enough on the subject to evaluate a model. The responsibility falls on

experts to clearly communicate to the public the reliability and bias of various models. If experts

are able to accomplish this, it should allow everyone to have some idea of how reliable each

model is.



Trust is extremely complicated and nuanced, and it may very well be the case that people

never truly trust AI. There are many, many facets of trust, each which need an extensive effort to

address and build. However, we need to take small steps in building public trust in AI and ML,

as our technology is headed in the direction of AI being intertwined with nearly everything.

Without trust, we cannot morally use these technologies to their full potential. AI and ML have

proven to have the capability to revolutionize, we just need to trust them to do so.
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