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Abstract 

 Jockey’s Ridge State Park in the Outer Banks of North Carolina hosts the largest sand 

dunes in the eastern US. These dunes are migrating southward, causing massive quantities of 

sand to threaten nearby infrastructure including houses and roads. Numerical models could help 

improve forecasts for dune migration and have been previously applied to Jockey’s Ridge 

assuming a unidirectional wind field. However, a major knowledge gap remains for predicting 

dune migration under seasonal winds that vary in magnitude and direction. To address this gap, I 

rebuilt a reduced-complexity model for sand dune development (Werner, 1995; Pelletier et al., 

2009) and extended the model to account for winds in any direction. I found that in model 

scenarios seeded with random initial topography, bimodal wind directions favor (1) the 

formation of dunes as connected ridges instead of isolated, crescentic barchans dunes; and (2) 

slower dune migration. I then ran a hindcast for Jockey’s Ridge from 1999 to 2008 to compare 

model predictions with and without variable wind directions to observed migration patterns. 

These comparisons show that the model with variable wind directions predicts more westerly 

migration and taller dunes compared to observed topographic evolution and predictions from 

existing models. This work establishes a foundation for future efforts to relate dune migration to 

wind fields at Jockey’s Ridge and provides actionable predictions for managing dune migration 

in the coming decades. 
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1  Introduction 

1.1 Dunes and dune migration  

Predictive modeling of landscape evolution is based on known physical processes and 

properties (Marín et al., 2005). Aeolian landscapes with sand dunes have been the targets of such 

modeling for several decades (e.g. Werner, 1995; Pelletier et al., 2009; Swanson et al., 2017). A 

dune is a mound of sand consisting of several key physical attributes formed by wind (Figure 1).  

 

Figure 1. Side profile of a dune labeled with its key physical components. Wind flows over the 

dune onto the windward face. Sand reaches the crest, then rolls down the slip-face into the wind 

shadow. Wind cannot reach the sand in the shadow zone. All dunes, regardless of shape, have 

these same components. 

Like many other landforms, aeolian dunes evolve through feedback between wind flow, 

sediment transport, and topography (Gadal et al., 2022). Dune fields, which contain multiple 

dunes in proximity, are semi-arid landscapes formed in a process driven by wind and 

precipitation (Tsoar, 2005). Dunefields are active landscapes that constantly evolve ecologically 

and physically (Jefferys et al., 2019).  

The shape and behavior of dunes is significantly impacted by wind direction and 

variability (Paris et al., 2019). Specifically, the shape of an individual dune is determined by the 

relationship between the wind direction and the sand supply (Figure 2). Transverse dunes and 
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barchans are formed from unimodal winds (i.e. wind blowing from one primary direction) while 

other dune types are formed from winds blowing in multiple directions (Paris et al., 2019). 

Barchans are one of the most common dune types, and they consist of a body and horns (Hersen, 

2004). When they combine with other parallel barchans, they form barchanoid ridges. 

 

Figure 2. The relationship between wind direction variability and sand supply. Unimodal winds 

with low sand supply lead to the formation of barchans. As sand supply increases, these dunes 

become more transverse-shaped. Linear dunes are formed with the same sand supply, but with 

bi-directional winds. This figure is adapted from (Paris et al., 2019), their Figure 2. 

Along with dune shape, dune motion is also affected by wind variability (Marín et al., 

2005). There are three primary modes of aeolian dune movement. A dune is considered 

migrating if the whole dune body advances with minimal change in dimension and shape (Tsoar 

et al., 2004). An elongating dune changes length, and an accumulating dune changes volume 

(Tsoar et al., 2004). Wind direction is crucial in determining which process a dune undergoes. 

The difference between these three dune motion types (migrating, elongating, and accumulating) 

is caused by the index of directional wind variability, which is calculated as  

DV = RDP/DP                  (1) 
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If wind generally comes from one direction, the index approaches 1; if wind is multidirectional, 

the index approaches 0 (McKee, 1979). In most cases where dune migration is  unidirectional, 

RDP/DP ≥ 0.8; however, in numerical models, the ratio is often set to the idealized value of 1. 

Dune migration leads to overall displacement if the DV is high. Therefore, the directionality of 

wind is a critical control of dune formation and migration and must be accounted for to generate 

robust predictions from numerical models. 

 

1.2  Case study: Jockey’s Ridge, NC 

Beyond its role in landscape evolution, dune migration can have major consequences for 

manufactured infrastructures. A pertinent example occurs at Jockey’s Ridge State Park, located 

on a barrier island in the Outer Banks of North Carolina (Figure 3).  

 

Figure 3. Jockey’s Ridge State Park, NC. The four primary dunes are labeled with arrows 

depicting the general migration direction of each. The general migration of the entire dunefield is 

to the south. Image source: Google Earth/ TerraMetrics. 
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As the largest coastal dune complex in the eastern United States, Jockey’s Ridge is 

simultaneously a vulnerable ecosystem and a popular recreation site (Mitas et al., 2014). 

Jockey’s Ridge formed 3000 to 4000 years ago from strong hurricanes and currents depositing 

marine sand inland. Today, the park occupies 400 acres of land (Jefferys et al., 2019).  

 These factors, combined with the history of active dune migration, have made Jockey’s 

Ridge a focus of dune research. For example, Mitasova et al. (2005) used time-series 

measurements of topography from high-resolution lidar to measure patterns of geomorphic 

change. They found that four main dunes comprise Jockey’s Ridge; the largest of these dunes, 

called the “main dune”, has been steadily decreasing in elevation since 1953, while the other 

secondary dunes have been increasing in elevation. All the dunes are migrating southward at a 

rate of 3 to 6 m/yr (Mitasova et al., 2005).  

The migration direction has been consistent over the last several decades, indicating that 

non-wind factors such as park visitation, which has only occurred consistently at the park since 

1975, have a negligible effect (Mitasova et al., 2005). The migration of the Jockey’s Ridge 

dunefield creates a two-pronged problem: first, the dunes are moving out of official state park 

boundaries, meaning the state is losing managerial control over them; and second, sand threatens 

the infrastructure bordering the dunes, such as Soundside Road, an important access road to the 

park and nearby residential areas (Pelletier et al., 2009) (Figure 4).  
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Figure 4. Two perspectives of Soundside Road and the nearby infrastructure. An aerial view 

(left) shows the road marked in red and the dunefield to the north. A street view (right) shows 

the sand bypassing a fence and approaching the road. Image source: Google Earth / Airbus, 

4/25/2023. 

These impacts have motivated some interventions including fencing to intercept sand, and, as a 

last resort, manual relocation of sand using dump trucks (Pelletier et al., 2009). These efforts are 

extremely labor intensive: for example, in 2003, workers relocated approximately 125,000 m3 of 

sand south dune and to the northern edge of the park (Pelletier et al., 2009). While both 

techniques have been somewhat effective in preventing sand from leaving the park, they also 

disturb the local ecosystem within an otherwise protected landscape. Questions on best 

management practices at the site continue to arise (Mitas et al., 2014).  Therefore, a major goal is 

to improve predictions for dune migration to better inform their management.  

 

1.3  Reduced complexity modeling 

Numerical models for model dune formation and migration began to develop in the 

1980s, initially focusing on detailed physics at the particle-scale interactions (Livingstone et al., 
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2007). Werner (1995) proposed an alternative approach using a rules-based,  reduced-complexity 

model (Paola & Leeder, 2011). He motivated this approach with two main arguments: first, dune 

fields evolve to a finite number of states from a broad range of initial conditions. Second, dune 

fields exhibit emergent behavior, meaning they self-organize on characteristic spatial and 

temporal scales (Kocurek & Ewing, 2005). Werner’s model importantly generated dune-like 

morphologies without incorporating grain-scale processes that are computationally intensive to 

represent. Pelletier et al. (2009) expanded on Werner’s model to account for the sediment-

stabilizing effect of inter-dune vegetation, and applied to the model to interpret dune evolution at 

Jockey’s Ridge. 

 

1.4   Research question and hypothesis 

While the Pelletier et al. (2009) model was successfully applied at Jockey’s Ridge, it was 

implemented only for a unidirectional wind. In reality, the dunes at Jockey’s Ridge instead 

experience bi-annual changes in overall wind direction; there is anecdotal evidence of the dunes 

shifting seasonally due to this wind pattern (Mitasova et al., 2005). From March to August, the 

most powerful winds are from the southwest; from September to February, the strongest winds 

originate from the northeast (Pelletier et al., 2009). The dunes experience a seasonal bimodal 

wind regime, where the wind travels in opposing directions for each half of the year (Bishop et 

al., 2001). Therefore, important knowledge gaps persist regarding how natural winds that vary in 

direction contribute to the long-term evolution of dunes at Jockey’s Ridge, which impedes the 

development of effective strategies for land management.  

This objective of this study is to test how bimodal wind directions impact predictions 

for dune evolution using a reduced-complexity model. I hypothesize that accounting for 
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variable wind directions will change model predictions in two ways. First, I hypothesize that 

the predicted dune migration will create more ridge-like dunes than developed under the 

unidirectional winds in the Pelletier et al. (2009) model. This behavior is expected since 

bimodal winds and high sand supply lead to the formation of ridges, not barchans (Figure 2). 

Second, I hypothesize that the model with bimodal winds will predict slower southerly 

migration compared to the predictions that only account for winds in one direction.  

 

2  Previous model implementations 

 This section reviews some aspects of the implementation of the numerical models that 

provide a foundation for the analysis. 

 

2.1 Werner (1995) 

 Werner developed his model to be more widely applicable than those with empirical 

constraints (e.g. Rubin, 1987). Instead of composing elevation from individual sand grains, 

Werner’s model has initial conditions where sand particles are grouped into discrete, rectangular 

prism units— referred to as “slabs”— that are stacked across a lattice of cells (Figure 5).  

 

Figure 5. Diagram of the sand transport algorithm in Werner’s model. Slabs are picked up, then 

moved in the transport/wind direction, then deposited as they move downwind. They accumulate 

to form a dune, shown on the right. This figure is adapted from (Werner, 1995), his Figure 1. 
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All slabs are set on top of a non-erodible surface akin to bedrock. Werner’s main algorithm 

consists of 3 core rules that, when applied to a randomly generated elevation grid, lead to the 

formation of dunes.  The rules are as follows: 

(1) Entrainment and deposit: Slabs of sand are selected for entrainment at random. One 

slab at a time is considered for entrainment. The entrained slab is then transported a 

horizontal distance from its original position. The distance, known as “leap length” (l) is 

a proxy for wind strength, as it determines how far sand moves downwind. After the unit 

has traveled the set distance downwind, the probability of it being deposited depends on 

the contents of the depositing cell. The likelihood of deposition (p) is greater at a cell that 

contains sand than one that does not; this is due to the greater likelihood of rebound for 

grains on a smooth surface (Bagnold, 1997). The values of l and p define the qualities of 

sand flux in the modeled scenario (Pelletier et al., 2009). 

(2) Shadow zone: A shadow zone is an area in shade parallel to the wind direction when 

the surface is illuminated by a sun angle of 15° (Pelletier et al., 2009) (Figures 1 and 6). 

Also known as the “wind shadow”, it is the part of the dune that the wind cannot reach 

due to higher elevations blocking winds from reaching lower zones. The shadow zone is 

located on the lee side of the dune and is defined by minimal aeolian sand transport. In 

Werner’s model, a slab in shadow is automatically deposited (p = 1).  
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Figure 6. Diagram of the shadow zone. The target slab is in the wind shadow cast by slab A. 

Even though the sun is used to determine the location of the shadow zone, it plays no role in 

affecting deposition. Instead, using the sun angle as the convention to determine the extent of the 

shadow zone is more conducive to real-life dunes, since one can visualize where the wind cannot 

reach. 

(3) Avalanching: Werner models the “avalanche effect” when the slope of the sand on the 

lee side of dunes is greater than the angle the dune makes with a horizontal surface, 

called the angle of repose (Sutton et al., 2013) (Figure 7). If the slope of the lee side of 

the dune is greater than the angle of repose, the slab will roll down at the angle of 

steepest descent (Livingstone et al., 2007). This effectively prevents the creation of divots 

and over-steepened peaks.  
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Figure 7. Angle of repose on a real sand pile and a diagram. The angle of repose is primarily 

based on the fiction of the specific grain comprising a pile; for medium-grain sand, it is 30o. Slab 

A does not exceed the angle of repose, so no avalanching would occur. Slab B creates an 

oversteepened slope, which would cause sand to transfer down the angle of steepest descent onto 

the target slab. 

With these three components accounted for, Werner’s model successfully forms a dune from an 

initial condition of randomly distributed slabs. Importantly, because the code from Werner 

(1995) was never published, later implementations were made based largely on the algorithm 

described in the original paper and therefore differ in detail.  

 

2.2 Pelletier (2009) 

Pelletier et al.’s (2009) study of Jockey’s Ridge builds on the Werner (1995) model by 

adding a new factor: the probability of entrainment. This variable accounts for the fact that not 

all sand parcels have the same chance of undergoing transport. The main driver for this 
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variability is vegetation, which increases surface roughness and resists erosion (Pelletier et al., 

2009). Several additional extensions are made to incorporate vegetation effects as follows: 

(4) Vegetation sand-trapping: Vegetation in Jockey’s Ridge only exists in significant 

amounts at low elevations. Sand at lower elevations is less likely to be moved due to the 

vegetation’s sand-trapping properties. The lower the elevation, the less likely sand is to 

be entrained.    

(5) Oceanside shear stress: Oceanside dune faces experience higher bed shear stress and 

thus have a higher probability of being entrained (Pelletier et al., 2009). In Jockey’s 

Ridge, the ocean lies to the east; therefore, a cell’s chance of entrainment decreases as it 

moves further west.  

These two properties are combined in an equation for probability of entrainment as 

𝑝! = ( "
"!"#

)#( $
$!"#

)                                     (2) 

where hmax is the maximum elevation of the dune, x is the distance from the west boundary, and 

xmax is the total horizontal distance across the dune field.  

A further condition added is that slabs are not entrained if they are in wind shadow. 

While never explicitly stated in Werner’s algorithm, most interpretations of his model implement 

this rule (Pelletier et al., 2009; Elder, n.d.). Importantly, the Pelletier et al. (2009) model is 

designed to work with dimensioned coordinates rather than grid cells, which simplifies its 

application to natural cases.  

 

2.3 Other modifications to the Werner (1995) model 

 Other additions made to the Werner base model that are not accounted for in this research 

are briefly recounted here. These models are not suited for the goals of this research but should 
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be acknowledged in terms of the knowledge gaps they aim to address. Momiji and Warren 

incorporate variable sand-trapping efficiency, which results in dunes with longer windward than 

leeward faces (2000). This addition greatly increasing the number of model cycles required to 

form a dune, exceeding the limitations of reduced-complexity modeling (Momiji & Warren, 

2000). Bishop et al. expands on Momji and Warren’s model, testing it with Werner’s parameters 

(2001). Specifically, they incorporate 8 cells for avalanching instead of 4, more accurately 

representing the real-life occurrence of diagonal adjacency (Bishop et al., 2001)  

 Further, like Pelletier (2009), Baas (2002) accounts for the effects of vegetation. 

However, instead of acknowledging vegetation’s effect on entrainment, the Baas model assumes 

that the sand-trapping capacity of vegetation greatly reduces the lateral distance that a sand slab 

can travel. Since a cell undergoing a leap of distance l may be trapped when passing through a 

cell with vegetation, in this model sand jumps only one cell downwind at a time (Baas, 2002). 

These models still assume unilateral wind direction, so it is not possible to apply them to variable 

wind fields.   

 

3  Methods 

3.1 Model with wind variability 

I used MATLAB to create the model for this study. Since this project demanded a 

thorough understanding of all model components and their interactions, as well as substantial 

extensions to enable variable wind directions, I developed a model from scratch. This approach 

offered precise control over each aspect, enabling deliberate adjustments for experimentation.  

The model consists of a wrapper and a script. When a randomly generated elevation grid 

is put into the model, the output is a dunefield produced as a figure and/or a short video. 
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Inspiration for the base model was derived from Werner’s written algorithm (1995), Pelletier et 

al.’s C++ code (2020), and other published interpretations in other coding languages (Goldstein, 

2016; Elder, n.d.).  

To set up the model, a square grid is created with a random elevation assigned to each 

cell. Each cell contains a stack of rectangular slabs of sand, which have a height equal to one-

third of the width (Figure 8). The grid has periodic boundaries, meaning that if a slab is moved 

past the right-most boundary of the grid, it will return on the left. 

 

Figure 8.  Base model set-up. Fig. 8a is a randomized 100 m x 100 m initial elevation grid. Figs. 

8b-8d show a hypothetical horizontal plane view of a dune formed by slabs. 8b shows the 

general shape of a dune with a nonerodable surface forming a base. 8c shows the dune broken 

into slabs, and 8d shows the addition of partial slabs to best match the shape of the dune curve. 

8e depicts a singular slab in 3D, including the 1:3 height to width ratio. 
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 The model runs over a set number of time steps. Throughout each time step, every cell in 

the grid is polled for entrainment (Appendix A). Time in this model differs from nature. Instead 

of time relating to a set period (i.e. minutes or years), time relates to the number of instances in 

which every cell in the grid gets a chance at displacement (Elder, n.d.). For this model to reflect 

real timescales, p and l are used to relate sand flux to real-life sand flux speeds (Pelletier et al., 

2009). 

To start each individual iteration, a cell is selected at random from the entire grid. Before 

any sand is moved, the conditions of the cell are determined. First, the cell is checked for 

shadow. To do this, the angle between the elevation of the selected cell and the of the adjacent 

cells upwind of the cell is calculated (Figure 6). If this exceeds the shadow angle, then the cell is 

considered in wind shadow. For bimodal wind, the shadow conditions are checked in the 

component vectors of the slab transport (ex. for southwest wind, the selected cell is checked for 

shadows cast from the south and from the west) (Figure 9). To be considered “in shadow,” a cell 

moving diagonally must have shadows cast on it from both directions. Second, the probability of 

entrainment is calculated for the selected cell using Equation 2.  
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Figure 9. Shadowing conventions for diagonally-moving cells. Shadows are cast upwind in the 

directions of the components of the movement vector. 

 

 If the starting cell (a) contains no sand, (b) is in shadow, or (c) does not meet the 

probability threshold, it is ineligible for entrainment. In this case, no sand is moved, and a new 

cell is selected. New cells are selected until all three of the three entrainment conditions are false. 

Once it meets the conditions for entrainment, a slab of sand is removed from the initial cell. If 

there is less sand in the cell than the height of a whole slab, the amount of sand in the cell is 

entrained instead. Any necessary avalanching caused by the sand removal occurs, preventing 

divots from forming when the sand is moved (Figures 10 and 11). 

 

 

Figure 10.  Algorithm for avalanching, which fills divots and flattens peaks. Avalanching is a 

recursive process, meaning that it can occur on any cells affected by the previous avalanche. 
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Figure 11.  Horizontal view of elevation adjustments caused by sand redistribution during 

avalanching. The top the green cell is moved to the adjacent cell that forms the angle of steepest 

descent between elevations. It is moved so that the difference between the tallest cell and its 

adjacent counterpart do not exceed an elevation difference that causes an angle greater than 30o. 

The slab is then moved downwind a distance (l) based on the wind strength. For bimodal 

wind conditions, the wind strength is set to different values for each direction. The slab is carried 

to a site called the “deposit cell.” If the deposit cell is in shadow, then the slab is automatically 

deposited. If the deposit cell contains sand, the probability of deposition is set to 60%. If the 

deposit cell is empty, this chance decreases to 40%. A random probability value is generated. If 

this value is greater than the deposition probability, the sand is not deposited and is carried 

downwind again. This process is repeated until deposition occurs. During deposition, the height 

of the sand slab subtracted from the initial cell is added to the deposit cell. Avalanching is 

performed again to prevent any oversteepened peaks caused by the increase in elevation of the 

deposit cell (Figure 10). 
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This pattern is then repeated until all time steps have been completed. To account for 

seasonal switches in wind direction and speed, every time one time step is completed, the 

direction and value of l is switched.  

With unilateral wind conditions, my model produces results consistent with those 

produced by the unilateral wind model from Werner (1995). Since the Werner’s original model 

is not available, the best way to demonstrate consistency is through a visual comparison of model 

results (Figure 12). The creation of both barchans and barchanoid ridges from random initial 

elevations and low sand supply indicates a successful interpretation of Werner’s principles. 

 

Figure 12. Comparison between Werner’s 1995 model (left) and this paper’s (right) base model. 

Both models used the same l, ps, and pns values, and employ unidirectional eastern wind. Figure 

13b reflects a barchan (A) that closely aligns with the structure of the dunes created in Werner’s 

original model. Figure b also depicts a barchanoid ridge (B), which are formed with two or more 

adjacent barchans collide. This figure is adapted from (Werner, 1995), his Figure 2. 
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3.2 Novel model components 

 The base model can run with steady, unidirectional wind, or with wind that changes 

direction and strength. Unlike in previous models, a slab can move diagonally, changing both 

row and column. I introduce a new method of determining shadow conditions from multiple 

directions.  

Since entrained slabs can now be moved out of the upper and lower boundaries of the 

model, the horizontal boundaries are now periodic. Further, unique l values are introduced for 

each wind direction. Depending on which wind direction is applied to a given cell, the distance l 

varies based on wind strength. To obtain the l values for the model applied to Jockey’s Ridge, 

the average wind speeds from the NE and SW were divided to give a scalar factor. This scalar 

was applied to the distance l to account for the slightly stronger winds originating from the 

northeast. Finally, the wind direction changes each time the entire grid is polled for entrainment 

to represent wind seasonality. 

 

3.3 Topography  

 In order to visualize the migration of dunes in Jockey’s Ridge, the North Carolina State 

University OSGeo Research and Education Laboratory collected topographic imagery from 1999 

to 2014 (Hardin et al., 2014). The topographic data was collected using NOAA’s National 

Geodetic Survey Remote Sensing Division with an OPTECH ALTM system. Files containing 

data from 1999 and 2008 were loaded into MATLAB in .tif format, and real-life values were 

assigned to existing model variables. The DEMs were clipped to focus on the area of interest, 

which is the largest dune of Jockey’s Ridge (commonly known as the “main dune” in related 

literature) (Figures 3 and 13). 
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Figure 13. Digital elevation models for Jockey’s Ridge with data collected in 1999 and 2008 by 

Hardin et al. 

3.4 Future work  

This work can be extended the model to add all four wind directions, as well as the ability 

to combine any of these four directions for bimodal winds. There is also room for 

experimentation with the Werner base model conditions to see if the logic behind his model can 

produce all the possible dune shapes based on wind variability and sand supply (Figure 2). 
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Finally, as instances of hurricanes increase due to climate change, the occurrences of large-scale 

wind events will also increase (Holland & Bruyère, 2014). Expanding the variable wind 

directions from the model to consider hurricanes as large stochastic events that greatly increase l 

could provide unique insight in upcoming research.  

 

4  Model results and analysis 

4.1  Run conditions 

 The effect of the additions to the base model were determined by running the following 

variations (Tables 1 and 2):  

(a) Run 1: Unidirectional wind, randomly generated elevation  

(b) Run 2: Unidirectional wind and variable entrainment, randomly generated elevation  

(c) Run 3: Bimodal wind and variable entrainment, randomly generated elevation  

(d) Run 4: Unidirectional wind, 1999 Jockey’s ridge DEM 

(e) Run 5: Unidirectional wind and variable entrainment, 1999 Jockey’s ridge DEM 

(f) Run 6: Bimodal wind and variable entrainment, 1999 Jockey’s Ridge DEM  

 

 Parameters in Code 
Model 

run 
Wind 

direction 
l Variable 

entrainment 
Maximum 

dune height 
(m) 

Distance to West 
boundary (m) 

Initial 
topography 

type 
1 south 5 false - - random 
2 south 5 true 3 100 random 
3 bimodal 5.3 (NE), 5 

(SW) 
true 3 100 random 

4 south 5 false - - DEM 
5 south 5 true 30 1200 DEM 
6 bimodal 5.3 (NE), 5 

(SW) 
true 30 1200 DEM 

Table 1. Parameter values for each model run. 
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Parameter Value Parameter Value 
Grid spacing 1 m p_ns 0.4 

x_max, y_max 100 m p_s 0.6 
Maximum Initial z 2/3 m Angle shadow 15o 

Baseline depth 0 m Angle repose 30o 

Slab height nominal 1/3 m Time max 100 

Table 2. Parameter values that were consistent across all model runs. 

4.2  Random elevation outcomes 

 The model produced elevations for t = 0, t = 50, and t = 100 for each of the three model 

conditions (Figure 14). Over time, the unidirectional wind model with equal entrainment 

probabilities (run 1) self-organized into barchans, barchanoid ridges, then a single ridge. The 

accumulated height of the ridge is over 3 times the maximum starting height for a cell. The 

unidirectional wind model with varying entrainment (run 2) demonstrated an elevation gradient 

driven by entrainment in early iterations, as demonstrated by higher elevations accumulating 

closer to the west boundary. The final state of the model indicates the very beginnings of 

horizontal ridge formation, but no clear dunes arose within the timeframe. The elevation grid 

flattened over time, with the maximum height decreasing from 2 m to 1.8 m. The bimodal wind 

model (run 3) showed an extreme elevation gradient after only 10 iterations. Sand moves from 

the northeast and wraps vertically, causing sand slabs to accumulate towards the west boundary, 

forming a structure similar to a transverse dune. The gradient steepens over time, and the 

maximum height of the ridge is approximately 1.75x higher than the original random elevation 

grid.  
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Figure 14. Results for runs 1-3 from application to a random elevation grid with a starting 

maximum elevation of 2. t is the number of times that the entire grid is polled for cell movement. 

Elevation is in meters. Note that the scales of elevation bars vary. The arrows represent the wind 

direction(s) for each model run. In Run 1, with unidirectional southern wind and an equal chance 

of entrainment, barchans and barchanoid ridges formed. In Run 2, with unidirectional southern 

wind and varying chance of entrainment for all cells, the overall elevation decreased. In Run 3, 

with bimodal northeast/southwest wind and varying chance of entrainment, a distinct ridge was 

formed on the inland boundary. 

The models with unidirectional wind behaved as expected. Barchans formed in the base 

model, aligning with Werner’s own outcomes from his original model (1995) (Figure 14). 

Pelletier et al. do not share any results of their model applied to a random grid to compare to 

visually, but the outcomes above align with their written logic (2009). The flattening of the 
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overall elevation is due to the stabilizing effect of vegetation which limits entrainment of lower 

sand (Nield & Baas, 2008; Durán & Moore, 2013). 

Since it contains entrainment probability conditions that rely on real-life values 

(maximum dune height and distance to ocean; see Equation 2), which are not as conducive to 

random-elevation based modeling in terms of self-organizing dune structures, the bimodal wind 

model was not expected to produce realistic topography on a random setting. Rather, the 

exhibited behavior of the bimodal wind model proxies how slabs will move when the algorithm 

is applied to real topography. As the model progresses, the northeastern-originating winds 

overpower the southwestern winds, driving slabs in the southwest direction. Unlike run 2, run 3 

increased peak height, showing overall accumulation despite the flattening effect of vegetation 

sand-trapping.  

 

4.3  DEM elevation outcomes 

Runs 4-6 produced transformations of the clipped Jockey’s Ridge DEM for t = 10,  t = 

25, and t = 50 (Figure 15). The main dune has three peaks, with the tallest on the right. The 

unidirectional wind model showed slight southern migration and increased elevation of the two 

smaller peaks in the dune. Barchan-shaped curves become more pronounced in both the peaks 

and trenches. When entrainment probability was added, a further southern migration occurred, 

and the dune flattened. The addition of bimodal winds showed a less significant flattening of the 

dune, and southwestern migration. 
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Figure 15. Results for runs 4-6 from application to 1999 DEM of the main dune from Jockey’s 

Ridge. t is the number of times that the entire grid is polled for cell movement. Note that the 

scales of elevation stay constant in all subfigures. The arrows represent wind direction for each 

model class. In run 4, with unidirectional southern wind and an equal chance of entrainment, 

barchanoid angles formed and the peak migrated south. In run 5, with unidirectional southern 

wind and varying chance of entrainment for all cells, peak elevation decreased and southern 

migration occurred. In run 6, with bimodal northeast/southwest wind and varying chance of 

entrainment, overall elevation decreased and the peak migrated to the southwest. 

The migration of the unidirectional wind model is similar to that published by Pelletier 

(Figure 16). Both show the main dune’s peak forming a “W”-shaped barchan, and the beginnings 

of the formation of the signature barchan “horns”. A visual comparison to Pelletier’s results from 

their own unidirectional wind model shows that the interpretation of their vegetation-trapping 
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algorithm in this paper was fairly accurate (Figure 17). Pelletier applied their model to a 1974 

DEM, so the dune structure is different; however, the consistent flattening of all dune peaks 

reflect the known effect of vegetation at Jockey’s Ridge (Durán & Moore, 2013).  

 

 
 

 

Figure 16. A comparison between two models of unidirectional wind applied to a Jockey’s Ridge 

DEM (Pelletier et al., 2009). The upper DEM’s initial elevation is from 1974, and the lower 

DEM’s initial elevation is from 1999. The main dune is demarcated with a white peak in the 

Pelletier images. Both demonstrate southern migration and the increase of barchan patterns. 

Upper figures adapted from (Pelletier et al., 2009) their Figure 4. 
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Figure 17. A comparison between two models of unidirectional wind with entrainment 

probability applied to a Jockey’s Ridge DEM (Pelletier et al., 2009).  The upper DEM’s initial 

elevation is from 1974, and the lower DEM’s initial elevation is from 1999. The main dune is 

demarcated with a white peak in the Pelletier images. Both figures depict a southern migration of 

the dune peak and overall flattening of the dune. Upper figures adapted from (Pelletier et al., 

2009) their Figure 5. 

 

5  Discussion 

5.1 Random elevation model: Longitudinal dunes 

 As shown by the visual time series comparisons, there is a distinct difference in both 

individual slab movement and dune migration in the bimodal wind model. The sand 

accumulation is not barchan-shaped when the opposing winds are implemented into the random-

elevation model. Instead, it more closely resembled the structure of linear dunes.  Linear dunes 

are characterized by moderately variable wind conditions and low wind supply (Figure 2). 

Unlike transverse dunes, linear dunes migrate parallel to wind direction. Winds from opposite 



 

 27 

directions that strike the dune obliquely are responsible for sand transport and erosion in linear 

dunes (Tsoar, 1983). These dynamics, combined with the lower entrainment on the west side of 

the model field, account for the formation of the vertical ridge.  

However, as previously noted, caution must be exercised when analyzing the bimodal 

wind model applied to the randomized elevation. Instead of being expected to produce realistic 

dunes, the model’s value lies in demonstrating how individual slabs will move. Slabs moved 

generally to the southwest, which is explained by the overpowering of the winds originating 

from the southwest by those from the northeast. In Jockey’s Ridge, the prevailing southwest 

winds from March through August range from 9.9–12.8 mph while those from northeast in 

September through February range from 10.8–13.4 mph (Pelletier et al., 2009). Since the wind 

flux in the model was scaled appropriately to reflect the ratio between the seasonal wind 

strengths, the eventual migration to the southwest is explained by the greater wind strength, 

which is employed in the model as a proportionally longer leap length. 

 

5.2 Digital elevation model: Differences in migration 

 The crux of the second hypothesis lies in the differences in projected dune migration of 

the unidirectional wind model and the bimodal wind model. Despite both starting and ending 

with the same cumulative elevation, the relative displacement of sand by each model varied 

greatly (Figure 18). Generally, the bimodal wind model predicted more sand further to the west, 

while the unidirectional wind model generated more sand to the east. 
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Figure 18. An elevation difference map between the DEM entrainment probability model runs 

with and without bimodal wind. The unimodal wind DEM was subtracted from the bimodal 

DEM to calculate the elevation difference at each cell. Green regions indicate areas where the 

bimodal wind DEM was higher, and red regions indicate areas where the unimodal wind DEM 

was higher.  

 While neither model was calibrated to actual time scales, comparing them to the 2008 

DEM can provide useful insight into the differences in model behavior. In 2008, the furthest 

southern point of the dune body is UTM Northing 251,249. The approximate relative migration 

speed of each model can be estimated by determining the iteration at which each lee edge 

projects the dune at this point. It took longer for the experimental model to migrate to the 2008 

southern dune boundary, indicating that southern migration occurred at a slower pace (Figure 

19). 
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Figure 19. Southern boundary of main dune body in 2008 JR DEM (left), run 5 (center), and run 

6 (right). The red line represents a latitude at UTM Northing 251,249. Elevation is in meters. 

Run 6, which had bimodal winds, took more iterations before migrating to the known 2008 

location, indicating that it is a relatively slower migration that of run 5, which had only unimodal 

wind. 

  Another primary difference in the migration models is the fact that the three sub-peaks 

on the main dune merged into one peak in the experimental model. This merging is a result of 

the opposing winds, which drove the dune peaks together. Further, the bimodal wind dune did 

not flatten as much as it did with unimodal conditions. This transformation is likely due to the 

southwestern movement of sand in the experimental model overrode the lower rates of 

entrainment on the western parts of the dune (Parteli et al., 2009). 

 

6 Conclusions 

I built a reduced-complexity model to predict changes in dune formation and migration 

when bimodal wind conditions are incorporated. I also incorporated the effect of vegetation and 

oceanside shear stress on sand entrainment, inspired by an earlier application to Jockey’s Ridge 
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by Pelletier et al. (2009). I applied this model to a random elevation grid and to DEM of the main 

dune in Jockey’s Ridge State Park.  

When compared to models applied to random elevations with unimodal wind conditions, 

the bimodal wind produced a distinct ridge and depicted sand slabs moving to the southwest. 

This behavior supports the hypothesis that bimodal winds cause ridges instead of barchans and 

supports earlier work on the relationship between sand supply and wind variability. Hindcasts 

run on a 1999 DEM of Jockey’s ridge show distinct differences in sand movement with and 

without bimodal winds. With unidirectional winds, migration is directly south. When a 

probability of entrainment is added, this migration is coupled with an overall deflation of the 

dune. Bimodal winds cause the dune to migrate in the southwest direction and maintain a high 

peak. These outcomes, when compared to a DEM from 2008, demonstrate that while the 

unimodal wind model more accurately represents the southern migration of the dune, the 

bimodal wind model more accurately maintains the dune’s peak elevation. This behavior is likely 

due to the impact of opposing forces on slabs that have lower chances of entrainment. 

Comparisons to the 2008 DEM also show that only accounting for unimodal winds causes faster 

predicted migration than bimodal winds. 

This work suggests that predictions for dune evolution at Jockey’s Ridge can likely be 

improved by accounting for the effects of variable wind directions. Future work can advance this 

goal by calibrating the model to use real-world timescales for sediment flux as grounded in 

timeseries topography observations. 
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Appendix A: Flowchart of model algorithm 

 

Figure A.  Flowchart depiction of the main loop algorithm. Orange rectangles are steps, blue 

rectangles are conditional elements, and purple elements are functions that move sand aside from 

the main function (i.e., avalanching). 

 


