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Abstract

This dissertation documents a second Bose-Einstein Condensate production apparatus at

the University of Virginia. The apparatus produces condensates of 87Rb atoms to be used

as the wave source for atom interferometry experiments. Additionally, a new magnetic trap

was developed which provides a harmonic potential with cylindrical symmetry and also

supports the atoms against gravity. This trap is based on a time-orbiting potential. To

characterize the trapping potential, a condensate was loaded into the trap and perturbed

by suddenly changing the confinement field during loading. This had the effect of inducing

harmonic oscillations which were measured at varying trap parameters. We expect that

this trap will be useful for the implementation of a compact atom interferometer-based

gyroscope. Finally, an asymmetric Bragg splitting pulse was developed which allowed for

the implementation of two simple interferometers. These interferometers developed a phase

which depended on the recoil frequency of 87Rb and served as a proof of principle for this

new apparatus.
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1

1 Introduction

1.1 Interference

Interference is a well-known property of waves. Nearly everyone is introduced to this concept

early on in one form or another. Waves are so ubiquitous that it would be almost impossible

to avoid noticing interference as it applies to waves on a string, water waves, electromagnetic

waves, and even sound waves. How waves interfere depends on their phase relation. If two

waves are said to be in phase, they will interfere constructively and add together. If, on

the other hand the two waves are out of phase, then they would destructively interfere

and cancel each other out. In general though, the way that the waves interfere can be

complicated and lead to interference patterns like the colored patterns of light reflecting off

a puddle with a thin film on top of it. A device used to measure these patterns is known

as an interferometer.

1.2 Interferometry

One possible application of interference is interferometry. The goal is to learn something

about the waves or the environment that the waves traverse by observing the interference

pattern produced. To glean an understanding of how this might be used we can consider a

simple optical interferometer as shown in figure 1.1

In this interferometer, a laser is used as the light (wave) source. The laser then hits
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Input

Output 1

Output 2

Beam splitter

Mirror

Phase Shifting
Element

Figure 1.1: Schematic Representation of an Optical Interferometer.

a 50-50 beamsplitter, such that half of the input power is sent into both branches of the

interferometer. Each path is reflected by a mirror such that the two beams hit a second 50-

50 beamsplitter, which acts as a recombiner. There will be two outputs of the interferometer

and the intensity of the outputs will depend on the relative phase difference between the

two paths. Typically, the output intensity follows the form I/I0 = (1/2)[1 + cos(φ + φ0)]

where I is the intensity of one of the outputs, I0 is the maximum output intensity and φ

is the relative phase difference between the two paths and φ0 is an offset phase. Therefore,

by measuring the intensity of one (or both) of the outputs, the phase difference can be

determined.

If an optical element is placed into one of the beam paths, such as a piece of glass, or

a cell containing some unknown gas, then the phase difference measured will correspond

to the phase shift due to that element. Thus, measuring the phase will tell us something

about the element that has been placed into the path. In fact, because light travels at a

different speed inside the element, the phase is proportional to the index of refraction, n,
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of the element, i.e. φ = (2π/λ)(n− 1)L, where λ is the wavelength of the light and L is the

length of the optical element. This method can therefore be used to measure the index of

refraction of the element.

1.3 Matter Waves

In 1924, Louis de Broglie proposed that matter can behave as a wave and that the wave-

length of a particle is inversely proportional to its momentum, i.e. λ = h/p [1]. A conse-

quence of this proposal is that matter interferes in a similar way to light. In fact, matter

wave interference was first observed directly by Davisson and Germer using an electron

beam to study electron diffraction from a crystalline solid [2]. Work followed shortly there-

after demonstrating that atoms could also exhibit wave-like properties. In 1930, Estermann

and Stern observed diffraction of helium atoms from a crystalline solid [3]

It wasn’t however until the 1990’s that atoms were used as a source for interferometers.

This is largely because good mirrors and beamsplitters had not yet been developed. During

the preceding years, atom optics were developed using nanofabricated mechanical trans-

mission gratings [4] as well as optical standing waves to act as coherent beamsplitters [5].

These technologies were then applied to create early atom interferometers [6, 7, 8]. All of

these interferometers share a common thread. They all used atoms from a thermal beam as

their source. With the advent of laser cooling and trapping, atoms were able to be sourced

with much narrower momentum spread. The first interfering Bose-Einstein Condensates

were produced by Wolfgang Ketterle’s group at MIT [9].

1.4 Applications

One question that springs to mind when discussing atom interferometers is: what is the ben-

efit to using atoms instead of light? The simple answer is that atoms interact more strongly

with their environment. Light is not directly affected by accelerations or by electromagnetic
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fields (photons are mass-less and charge-less). On the contrary, atoms do interact strongly

with these fields. Furthermore, by using atoms as the wave source for an interferometer, it

is possible to gain some understanding of the atoms themselves.

If atoms are used instead of photons for the wave source of the interferometer, then the

output intensity corresponds to the number of atoms detected. As such, the fraction of

atoms in a given output path varies by I/Itot = N/Ntot = (1/2)[1 + cos(φ)] where N0 is

the number of atoms in the output path, Ntot is the total number of atoms in all output

paths, φ is again the relative phase difference between the two paths of the interferometer

and φ0 is an offset phase. For light, the phase difference can be thought of as an optical

path length difference. For atoms however, the phase developed along each path is given

by the quantum phase as shown in equation 1.1.

φ =
1

h̄
S =

1

h̄

∮
P

L dt (1.1)

Here S is the classical action, L is the classical Lagrangian, and P represents the classical

path of the atom wave [10]. It should be clear that the phase difference is dependent on the

energy differences between the two paths. This leads to many fruitful applications which

will be discussed here briefly. For a more thorough examination of the applications and a

nice primer on atom interferometry in general, I would refer the reader to the review by

Cronin et. al. [11].

Magnetic Gradiometry

If the atoms are prepared in a magnetically sensitive state such that the magnetic moment,

µ 6= 0, then if the two arms of the interferometer pass through different magnetic field

strengths, a phase difference will develop due to the Zeeman effect.
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Gravimetry

If the interferometer is subject to gravity, and the two arms are oriented such that one is

above the other, thereby creating a gravitational potential energy difference between the

two arms, then the relative phase difference will be dependent upon the acceleration due to

gravity. Atom interferometers have been implemented in atomic fountain configurations to

measure gravity to great precision [12, 13, 14]

Gravity Gradiometry

By making two interferometers, separated along the direction that gravity acts, a gra-

dient measurement of the acceleration due to gravity can be performed. This has been

demonstrated by measuring the gravity gradient of Earth [15] as well as for measuring the

Newtonian gravitational constant, G [16]

Accelerometry

By the same means that a gravity measurement would work, atoms in an accelerating

interferometer will also develop a phase difference between the two paths that depends on

the size of that acceleration.

Rotation Sensing

Although not at all obvious, if the interferometer arms enclose an area, then the phase

difference between the two paths will be given by the Sagnac phase shown in equation 1.2.

φ =
2m

h̄
Ω ·A (1.2)

where m is the mass of a single atom used in the interferometer, Ω is the rotation rate of

the interferometer, and A is a vector with a magnitude equal to the area enclosed by the
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interferometer arms and normal to the area enclosed [10]. In fact, atom interferometers in

a rotation sensing configuration have been used to make precision measurements [17].

Geophysics

By applying the ability to measure the acceleration of gravity to the Earth, local studies of

the Earth’s gravitational field can be performed. Additionally, very precise measurements of

the Earth’s rotation rate and gravity can be performed and linked to geophysical phenomena

such as tides [14].

Inertial Navigation

By combining precision accelerometers and gyroscopes with a known initial position, the

position of the interferometers can be calculated using simple kinematic models.

1.5 Previous Work

Previously in our lab, another condensate interferometer was developed [18, 19]. In this

apparatus, we obtain condensates of approximately 104 87Rb atoms in a linear magnetic

trap. By linear, I mean that the trap is harmonic with tight confinement in two directions

(y and z) and very weak confinement along the x direction. It is worth noting that the

z direction opposes gravity. Prior to making the condensate the atoms are prepared in a

magnetically trappable state.

This trapping potential was selected because it allows for large separation of the atomic

packets in the interferometer (≈ 1 mm). Therefore, it is easier to apply a potential to one

packet at a time, such as a laser pulse to apply an energy shift, or a barrier along one side

of the interferometer to produce surface interactions. While this geometry is convenient for

some measurements, it provides limitations for others.
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To motivate the development of a new magnetic trap, I will discuss two experiments in

particular.

Gravimetry

Jeramy Hughes’ dissertation focused on the implementation of a gravimeter [20, 21]. As

a first experiment, he made an atomic trampoline in which the atoms were released from

the linear magnetic trap operating with frequencies of 7.4, 0.8, and 4.3 Hz for x, y, and z

respectively. After the atoms were allowed to fall under the acceleration due to gravity, a

pulse from two counter-propagating laser beams was used to reflect (or bounce) the atoms

via Bragg scattering. The first order process involves the absorption of a photon from one

of the beams followed by the stimulated emission into the other, thereby resulting in a

momentum transfer of 2h̄k to the atoms, where k is the wavenumber of the lasers used. By

applying many of these reflect pulses in sequence, a measurement of gravity could be made

by adjusting the repetition rate of the pulses and extracting from that the acceleration due

to gravity. This bouncing experiment is shown schematically in figure 1.2.

t

z

t 

Reflect

Figure 1.2: Schematic Representation of Atomic Bouncing Experiment
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The atoms were able to be suspended for up to 100 ms which resulted in a measurement

of the acceleration due to gravity of g = 9.814±0.008 m/s2 after corrections, which is within

error of the average value of g = 9.81 m/s2.

Modeling of the reflect operation was performed and it was determined that the atoms

should have been able to remain suspended for nearly ten times longer. There are several

possibilities that would explain the difference. First, since the atoms are strongly confined

in one of the directions transverse to gravity they expand much more rapidly along that

direction. This could cause issues where the atoms expand to become large compared to

the beam waist used for the reflect pulses (≈ 1 mm). Furthermore, if the trapping potential

were more symmetric, then the cloud would be more uniform to begin with. This provides

some motivation to develop a cylindrically symmetric trap as well as to use a larger beam

waist.

As an additional experiment a gravity sensitive interferometer was made by using reflect

pulses to create the interferometer configuration shown in figure 1.3.

t

z

split

order-2
reflect

order-1
reflect

order-2
reflect

order-1
reflect split

t 
Figure 1.3: Schematic Representation of Gravity Sensitive Interferometer
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In this configuration the atoms are separated vertically and undergo free fall between

the laser pulses. To implement this configuration two types of reflect pulses were required.

An order-1 reflect caused atoms moving with momentum ±h̄k to receive a kick of 2h̄k

opposing their motion. An order-2 reflect gave atoms moving with −2h̄ an upward kick of

4h̄k while not impacting atoms at rest. The duration and intensity are different for the two

reflect pulses which allows for selection between the two transitions. The phase difference

developed during a single cycle (when the atoms come back together) is given by equation

1.3.

φ =
h̄k

m
(4kτ + 2γτ2) + φr1 + φr2 (1.3)

where k is the wavenumber of the lasers used in the reflect pulses, 2τ is the duration of one

cycle, γ ≡ mg/h̄, φr1 is the phase shift due to reflect pulse type 1 and φr2 is the phase shift

due to reflect pulse type 2. The output of the interferometer was measured by looking at the

fraction of atoms (N+/N) coming out moving with speed +h̄k which is given theoretically

by equation 1.4.

N+/N = sin2[(nφ+ φs)/2] (1.4)

where φ is the phase from a single cycle (1.3), n is the number of cycles, and φs is the

phase shift due to the recombination pulse at the end of the interferometer. The phase shift

due to the reflect pulses was determined from a model of the pulse sequences. Because this

uncertainty adds up for all of the cycles in the interferometer it leads to the largest source

of error in the measurement of the acceleration due to gravity. the resulting measurement

of the acceleration of gravity was g = 9.745± 0.027 m/s2.

One solution to reduce the uncertainty caused by these reflect pulses would be to imple-

ment an interferometer that is more symmetric, such that both arms are effected more or

less the same by the total pulse sequence. A possible implementation which would correct

for this is shown in figure 1.4.
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t

z

order-2
reflect

asymm.
split

ladder

asymm.
split

ladderFigure 1.4: Schematic Representation of Improved Gravimeter

In this case, there is also the added benefit of providing larger packet separation for

the same interferometer time. Furthermore, this implementation requires the ability to

asymmetrically split the atoms and provides much of the motivation towards developing

that capability, which is discussed in detail in Chapter 4.

Gyroscope

The second most relevant experiment to this dissertation was a gyroscope implemented in

the linear magnetic trap operating with frequencies of 6.0, 1.1, and 3.3 Hz for x, y, and z

respectively. This experiment, performed by Burke et. al. [22], required that the two paths

in the interferometer enclosed an area. To do this in the linear trap, motion was excited in

the transverse direction (x) by electronically moving the trap center suddenly and returning

it to it’s original location after an appropriate delay. This caused the atoms to oscillate in
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the x direction. The atoms were then split using a pulse from an optical standing wave via

Bragg scattering. This interferometer is represented schematically in figure 1.5.

t
t

SplitY

t3 t40

Ref. Ref. Recombine

t
t t3 t40

X

Y

X

Split/

Rec. Ref.

Figure 1.5: Schematic Representation of Gyroscope. Oscillations were induced in
the x direction and then the Bragg operations took place along the y direction. The result
was a small enclosed area.

This experiment was able to enclose an area of 0.1 mm2; however, due to coherence time

limitations, the small area enclosed, and the extremely slow rotation rate of the platform

being used (Earth), phase shifts from rotation were unable to be observed.

It should be clear from the Sagnac phase described in equation 1.2 that this imple-

mentation is not ideal for a highly sensitive gyroscope. The area is maximized for a given

interferometer path length (and therefore interferometer time) when the area enclosed is

circular. This is the motivation for creating a cylindrically symmetric trapping potential as

it would allow for just such an experiment.
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1.6 Scope

The scope of this dissertation will be to document the experimental apparatus for the second

BEC based atom interferometer in our lab. This will be broken down into four chapters:

Chapter 2 - Bose-Einstein Condensate

This chapter will document the apparatus and the steps we use in creating Bose-Einstein

Condensates (BEC) of 87Rb, which will be used for interferometry experiments.

Section 2.1 - Experimental Setup: This section discusses the hardware used for producing

our condensates including the vacuum system setup and the laser setups.

Section 2.2 - Condensate Production: This section focuses on the experimental steps

used for cooling and trapping our 87Rb atoms, culminating in the production of a Bose-

Einstein Condensate for use as the atomic source in our interferometer.

Chapter 3 - Magnetic Trap

This chapter will document the design and construction of the magnetic trap used to

confine the atoms during the atom interferometry experiments as well as provide support

against gravity.

Section 3.1 - Design: This section focuses on the actual design of the magnetic trap. The

fields used to create a cylindrically symmetric trap are discussed and the resulting potential

which the atoms are confined is calculated.

Section 3.2 - Construction: This section focuses on the mechanical and electrical con-

struction of the magnetic waveguide and the support structure to which it is mounted inside

of the vacuum chamber. This section additionally details the thermal performance for the

waveguide structure.

Section 3.3 - Electronics: This section details the implementation of the electronics used

to provide the necessary currents to each of the coils of the waveguide.

Section 3.4 - Characterization: This section discusses how the trap was characterized by

measuring the gradient and bias field strengths. Additionally, the results of measurements
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of the trap frequencies are presented as a function of bias field strength.

Chapter 4 - Interferometry

This chapter will detail the first interferometry experiments performed with the cylindri-

cally symmetric magnetic trap. All of these experiments utilize the phase locking apparatus

developed by Eun Oh [23].

Section 4.1 - Asymmetric Splitting/Recombination: This section discusses a brief overview

of the theory behind asymmetric Bragg splitting and recombination. Additionally, a brief

overview of the instrumentation used to create the Bragg beams for this operation are

discussed. Finally, the results of the asymmetric splitting operation are presented and

discussed.

Section 4.2 - Ramsey Interferometer: This section discusses the simplest interferometer

that we were able to create. This uses only the asymmetric splitting and recombination

pulses developed in the previous section. The basic theory is discussed and the resulting

interference patterns are presented and analyzed.

Section 4.3 - Ramsey-Bordé Interferometer: This section discusses another interferom-

eter that we used. This is similar to the Ramsey interferometer, but it adds one or more

reflection pulses between the two pulses of the Ramsey interferometer. The theory for the

reflection pulse is discussed followed with a brief discussion of how this pulse was imple-

mented. Finally, the interference patterns which were observed are presented and analyzed.

Chapter 5 - Conclusions

This chapter summarizes the results of all of our experimental results to date in the

second BEC interferometer apparatus. Additionally, future experiments are discussed.
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2 Bose-Einstein Condensation

Bose-Einstein statistics were first theorized for photons by Satyendra Bose in 1924 in collab-

oration with Albert Einstein to explain Plank’s law. This theory was then extended upon by

Einstein in 1925 to develop the theory of Bose statistics for massive particles. Bose-Einstein

condensation is the result of the Bose-Einstein statistics for integer spin particles and shows

up in many areas of physics, ranging from superfluidity to superconductivity [24, 25].

While Bose-Einstein condensation (BEC) was predicted for massive bosons in the 1920’s,

it took nearly three-quarters of a century for it to be realized experimentally. Historically,

much of the effort was placed on hydrogen, but the first condensates were actually made

with other hydrogen-like atoms (Rubidium [26], Sodium [27] and Lithium [28, 29]). The

reason for this was due to the advances made during the 1980’s and 90’s for laser cooling

and trapping of neutral atoms. This allowed for a room temperature gas of these alkali

elements to be cooled down significantly; however, evaporative cooling was still required to

remove enough energy from the atomic cloud for a condensate transition to occur.

The basic condition for Bose-Einstein condensation is that the interatomic spacing has

to be smaller than the wavefunction of the individual atoms. A rough estimate can be

obtained from the following expression

λT =
h

(2πmkT )1/2
(2.1)

It is well known that the onset of Bose-Einstein Condensation, which occurs when a signif-

icant fraction of the atoms occupy the ground state, happens when the phase space density
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reaches a critical value of ρc = nλ3 ≥ 2.612, where n = N/V is the spatial density, N is

the number of particles and V is the volume [24]. To increase the phase space density, the

spatial density needs to be increased while the temperature of the ensemble is decreased.

This chapter will discuss how we accomplish this task with our apparatus.

2.1 Experimental Setup

I begin the discussion of how we make BEC with the experimental apparatus that we used.

We must perform our experiments in a vacuum chamber and we utilize lasers to manipulate

the atoms. I will discuss both of these in turn.

2.1.1 Vacuum System

Our experiment revolves around our ability to work with neutral 87Rb. To perform these

experiments we must isolate the gaseous rubidium atoms from background elements. We

achieve this by performing our experiments in an ultra-high vacuum cell. This cell is split

into two regions, a low pressure region where the atoms are first collected in the Magneto-

Optical Trap (MOT), we refer to this section of the chamber as the MOT cell, and another

region where BEC is produced and atom interferometry experiments are performed, which

we call the science cell. These two regions are separated by a long, narrow tube which

allows for a pressure differential to develop between the two regions. This setup is shown

schematically in figure 2.1.

In the MOT cell, we include Rb dispensers from SAES. We can therefore supply rubidium

vapor to the MOT cell by running current through the dispensers. This acts as the source

of rubidium for the MOT and in turn the condensate. Additionally, the MOT cell has an

ion gauge for pressure measurement and an ion pump to maintain the pressure in the cell.

In the science cell, we include the magnetic trap needed to produce a condensate along

with an antenna to allow for RF evaporation of the atoms. The science cell also has it’s
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own ion gauge and ion pump as well as a set of titanium sublimation pump filaments.

 
 
 
 
 
 
 
 

Ion 
Pump 

Ion 
Pump 

Electromagnets 

Bellows 
Science Cell 

MOT Cell 

Figure 2.1: Vacuum System Schematic. The vacuum system consists of two sections
separated by a long, narrow tube allowing for a differential pressure to develop between
the two sections. Each section has it’s own ion pump and pressure gauge. The rubidium is
sourced in the MOT cell.

Before installing the vacuum chamber into the optical setup, the entire system was

baked in a home-built oven to 250 ◦C. This serves the purpose of reducing the ultimate

pressure attainable in the chamber by essentially boiling contaminants (mostly water) off

of the internal surfaces of the vacuum chamber while being pumped out by an external

pumping station. Before allowing the chamber to cool it was sealed off to prevent diffusion

of contaminants back into the chamber. Additionally, baking the chamber allows for the

ultimate pressure to be reached in a shorter time. After the vacuum cell was installed onto

the optical table, the typical operating pressures in the two regions are approximately 10−9

torr in the MOT cell and 5 × 10−11 torr in the science cell.

2.1.2 Laser Setup

With the vacuum chamber in place we need a way to manipulate the atoms for our purposes.

As with many atomic physics experiments, we utilize lasers for this task. The relevant energy

levels of 87Rb are shown in figure 2.2.

To establish a Magneto-Optical Trap (MOT) it is necessary to have a cycling transition.

In other words, a transition that when atoms absorb a photon the atoms will spontaneously

decay back to the initial state they were in before the photon absorption. The cooling beam
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Figure 2.2: Relevant Energy Levels of 87Rb. The wavelengths of each transition are
shown along with the relevant hyperfine splitting. Data from [30].

used in the MOT operates on one such cycling transition, i.e. between the 52S1/2,F=2 and

the 52P3/2,F=3 energy levels. There does however exist a small probability the atoms will

be excited by the cooling beam to the 52P3/2,F=2 state, which can then decay down to the

52S1/2,F=1 state. This state is dark to the cooling beam. Therefore, a second repumping

laser is required to pump the atoms out of the dark state. This repumping laser operates

between the 52S1/2,F=1 and the 52P3/2,F=2 energy levels. Additionally, a laser is required

operating between the 52S1/2,F=2 and the 52P3/2,F=2 energy levels to be used in the optical

pumping stage of condensate production, which will be discussed in more detail in section
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2.2.4. Finally, one more laser is required to image, or probe, the atoms. Prior to the imaging

step of the experiment, the atoms are prepared in the ground state 52S1/2,F=2. We utilize

absorption imaging and therefore use a beam near-resonant with the same transition used

as the cooling beam in the MOT.

To derive the laser beams necessary for condensate creation we use two main, inde-

pendent laser heads. A Toptica DL Pro provides the beams for cooling, pumping, and

probing the atoms and a distributed feedback diode (DFB) laser acts as the master repump

laser. These lasers are both sent into saturated absorption spectrometers which allow their

frequencies to be locked to the desired atomic transitions. The saturated absorption lock

setups are shown schematically in figure 2.3.

Input Output

λ/2

PBS

Rb Vapor
Cell

BAC

λ/4

Glass
Plate

PD

Figure 2.3: Optical Block Diagram for Saturated Absorption Setup. The output
is sent to a spectrum analyzer and wavemeter for diagnostics. The AC bias field is only
present on the DL Pro SA lock. The arrow indicates the magnetic field orientation.

The details of saturated absorption spectroscopy and frequency locking are presented by

many sources [31, 32]; therefore, I will not go into the details here. The important thing to

note is that a saturated absorption spectrometer yields an absorption signal with Doppler-

free absorption peaks corresponding to the atomic transitions as well as cross-over peaks

between them. The absorption signal is converted to an electronic signal via a photodiode.

To lock the laser frequency to one of the atomic transitions, we use a lock-in amplifier.

This requires that we modulate the saturated absorption signal at a fixed frequency. This

modulation allows us to use a phase detection method to produce an error signal which

can then be fed back to one of the control inputs which govern the operating frequency
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of the laser. For the Toptica laser, we apply an alternating magnetic field that shifts the

transition frequencies via the Zeeman effect. This is done to avoid putting spectral noise

onto the laser itself. For the DFB laser, we directly modulate the laser injection current.

Both of these are modulated at 10 kHz. The resulting signal from each of the locking circuit

photodiodes is sent into a phase-detection circuit and an error signal is produced and fed

back to the respective laser control circuit. The piezo-electric transducer which adjusts

the grating in the Toptica lasers external cavity is used to stabilize its frequency while the

injection current is used for that purpose on the DFB laser.

The Toptica DL Pro is fiber coupled and outputs approximately 25 mW of total power.

This beam is then split with a fiber-based beam splitter such that 5% is sent to the saturated

absorption lock setup and the other 95% is sent to a Toptica BoosTA (Tapered Amplifier)

for amplification. Before the 5% beam from the beam-splitter is sent to the saturated

absorption setup, it first passes through an Acousto-Optic Modulator (AOM) set up in

a double pass configuration. The beam passes through the first time and the first-order

diffracted beam is then retro-reflected back through the AOM. There is also a lens in the

beam path a focal length away from the AOM to allow the frequency of the AOM to be

adjusted with minimal impact on the alignment of the outgoing beam to the saturated

absorption lock. A prism is used to reflect the first pass beam to produce a small vertical

offset from the incident beam so that the output of the AOM after the second pass through

can be separated from the originally incident beam. Again, the first-order diffracted beam

is used from the second pass. This results in a total, positive frequency shift of twice the

AOM drive frequency. This beam is then sent to the saturated absorption lock setup. As

a result of this setup, the DL Pro laser operates red detuned of the locking transition by

twice the double-pass AOM drive frequency.

The output from the BoosTA is approximately 1 W of laser light also red detuned of

the locking transition by twice the double-pass AOM drive frequency. This beam passes

through a telescope with a 10 µm pinhole at the focus, which acts as a spatial filter. The
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beam then passes through a mechanical shutter which is used to extinguish all of the light

from the laser. Finally, the beam passes through several single pass AOMs to derive the

cooling, pumping, and probe beams used in the experiment. The cooling and probe AOM

beams come from the positive first-order diffracted beams, while the pumping beam is the

negative second-order diffracted beam.

The DFB laser however does not provide the required power to produce a healthy MOT

since it only outputs around 15 mW of total power. This is the power directly output from

the laser diode and there are substantial losses in the beam path between the laser diode

and the MOT. Additionally, we need to expand the beam substantially in order to cover the

entire MOT with repump light. This results in a repump intensity at the atoms of about

0.25 mW/cm2. We therefore elected to use the DFB laser to injection lock a higher powered

diode laser [33]. To accomplish this, the DFB master has a small portion of the light picked

off and sent to the saturated absorption lock. The rest of the beam is then allowed to enter

into the cavity of the slave diode laser through it’s front facet. If there is a lasing mode

near this injected light then the slave will be pulled to lase at the same wavelength. This

requires that the master laser is aligned well and with enough power coupled into the slave

cavity. As a result, we obtain 60 mW of light out of the slave laser locked to the repumping

transition. This gives us about 1 mW/cm2 repump intensity at the atoms.

To diagnose the effectiveness of injection locking both the master and slave laser are

sent into a spectrum analyzer. When the injection locking is working properly, the peaks

on the spectrum analyzer from the master and slave lasers fall on top of one another. This

also provides a useful way to get the master laser coupled well into the slave laser’s cavity.

By monitoring the spectrum analyzer signal while adjusting the alignment of the master

laser into the slave cavity, or the relative wavelength difference between the two lasers, then

the injection locking can be peaked up such that the peak on the spectrum analyzer due to

the slave laser is pulled more towards the master laser’s peak. This process can be iterated

until the peaks coincide. The entire laser setup is shown schematically in figure 2.4.
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Figure 2.4: Optical Block Diagram for Laser Setups. All four laser beams needed for BEC production are derived
from these two lasers.
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2.2 Condensate Production

In our experiment, the road to creating a condensate starts with a Magneto-Optical Trap.

In this trap, a large number (about 109) of very cold atoms (about 150 µK) is collected.

The atoms are then prepared in a magnetically trappable internal state so that they can be

transferred into a magnetic spherical quadrupole trap, using DC fields. This trap is then

physically moved to the location of yet another magnetic trap, this one uses AC fields, and

the atoms are cooled a bit and then transferred from the DC trap to the AC trap. After

this stage the atoms are still too hot to form a condensate. To reduce the temperature

below the critical temperature such that more atoms are in the ground state the atoms are

evaporatively cooled. This process results in about 104 atoms in a condensate. Each step

of the process will be elaborated upon in the next few pages.

2.2.1 Magneto-Optical Trap

As with many other cold atom experiments, we begin by collecting and cooling atoms in

a Magneto-Optical Trap, or MOT. This trap relies on the spontaneous force exerted on

the atoms due to scattering of many photons from a laser. The trap is comprised of three

orthogonal pairs of laser beams which are detuned from the cooling transition and provide

Doppler cooling. In addition to the lasers there are two electromagnets, wired in such

a way as to produce a spherical quadrupole magnetic field. This configuration produces a

magnetic field that increases in strength from the center of the trap and produces a spatially

dependent Zeeman shift to the atomic energy levels. The combination of the Doppler cooling

and Zeeman shifts produces three-dimensional cooling and spatial trapping of the atoms at

the center of the electromagnets [34]. A schematic representation of the MOT is shown in

figure 2.5.

In our MOT, we use six cooling laser beams each with an intensity of approximately 4.5

mW/cm2 and a diameter of near 5 cm. Additionally, along two of these beams, we combine
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Figure 2.5: MOT Setup Schematic. Six laser beams converge on the atoms in the center
of the magnetic quadrupole coils. The vertical beams are not shown in the schematic, but
pass through the center of the magnet coils along the axis of symmetry. The polarizations
are all circular with opposing beams having the same handedness (LHC or RHC). The
beams in the horizontal plane and the vertical beams have opposite handedness.

light from the repumping laser with an intensity of approximately 1 mW/cm2. The field

gradient applied by the electromagnets is measured to be approximately 10 Gauss/cm along

z (vertical direction), which corresponds to the axis of symmetry of the coils.

To measure the performance of the MOT we have two tools. To obtain an approximate

number of atoms in the MOT we measure the total fluorescence from the scattered photons

of the cooling lasers. This is done by imaging the MOT onto a photodiode. By carefully

determining the solid angle collected by the imaging optics and calibrating the photodiode,

the number of atoms can be backed out [31]. Additionally, we set up fluorescence imaging

in which we imaged the MOT onto a CCD camera and simply took a picture of the MOT.

This provided us with a detailed image showing the size and shape of the MOT and also

provided us with temperature estimates via time of flight expansion imaging. Using these

measurement techniques we find that our MOT collects nearly 2× 109 atoms at about 150

µK.
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2.2.2 Compressed Magneto-Optical Trap

After loading the atoms into the MOT, the cooling laser detuning is shifted further red

from the cooling transition. To accomplish this we adjust the double-pass AOM frequency

between the master laser (DL Pro) and the saturated absorption setup.

Detuning the cooling laser has the effect of allowing the photons to penetrate deeper into

the atomic cloud. This improves cooling and results in a smaller atomic cloud. This allows

for better matching of the MOT to the upcoming magnetic trap. To optimize this process

in our experiments the configuration was varied and the configuration which produced the

most and coldest atoms was determined empirically. We find that the largest number of the

coldest atoms are obtained when we shift the detuning as far as possible from the cooling

transition. We find that this is -60 MHz, which is the furthest that the double-pass AOM

can be driven while maintaining enough laser power in the saturated absorption setup to

remain locked to the cooling transition. Additionally, the repumping laser is attenuated by

nearly 50% during the CMOT stage. This has the effect of decreasing the scattering rate of

the cooling beam further. The detuning and repump power are linearly ramped from the

MOT configuration to the CMOT configuration over the course of 30 ms. We found that

ramping the quadrupole field strength off from the MOT level during this step improved

the temperature after the molasses stage.

We performed the same fluorescence imaging as with the normal MOT to estimate

that we have about 109 atoms at approximately 50 µK at the end of the CMOT stage.

Additionally, we obtain a size estimate of the cloud from the fluorescence images.

2.2.3 Optical Molasses

Following the compressed-MOT stage, a brief pulse of optical molasses light is applied to

the atoms lasting about 5 ms. This has the effect of further reducing the temperature of the

atoms. To perform this step, the magnetic field used in the MOT stage is turned off and the
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the laser beams remain on. This creates standing waves along the three MOT beam pairs

and they exert a velocity dependent force on the atoms via the spontaneous force. One

would expect that the cooled atom temperature would be limited by the quantum heating

due to the random spontaneous emission. When this heating balances the Doppler cooling

provided by the beams, the resulting temperature is called the Doppler limit. In the optical

molasses this is no longer the limit. The beams constituting the molasses are circularly

polarized and a spatial dependence to the polarization arises from this. A full discussion

of σ+ ⊥ σ− polarization gradient cooling is beyond the scope of this dissertation; however,

details can be found in the work by Dalibard et al. [35]. The result is a damping effect on

the atomic motion due to a radiation pressure imbalance.

Our molasses does not reach the recoil limit likely due to the optical depth of our atomic

cloud. The benefit to applying this extra molasses light is that the atoms can be cooled

to near the recoil limit; however, our molasses does not appear to work nearly this well.

Stray field gradients have a large impact on the effectiveness of the molasses so we attempt

to nullify these using a permanent magnet. Unfortunately, this gradient tends to drift over

time. Additionally, the molasses provides slowing after the atoms are dropped from the

magnetic trap before the pumping stage. The atoms must be released from the trap so that

we can apply a bias field so that the pumping will be effective.

2.2.4 Optical Pumping

After the molasses stage, the atoms are in many different Zeeman sub-states of the 52S1/2,

F=2 ground state. These atoms can be loaded directly to the magnetic trap at the cost of

losing the atoms which are in untrappable states. To collect all of the atoms in the magnetic

trap they must therefore be prepared in a magnetically trappable state. Since we wish to

create a condensate with these atoms, we would also like the atoms to remain in the ground

state after this preparation.

In the ground state there are only three possible magnetically trappable sub-states:
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|F = 1, m = −1〉, |F = 2, m = 1〉, and |F = 2, m = 2〉. This is because the atoms must be

in a weak field seeking state, or a state in which the atoms seek a minimum in the magnetic

field because it has been shown that it in not possible to create a local field maximum in

a volume absent of currents and charges [36]. Therefore, the trapping field must create a

local minimum. This will be addressed in the next section.

To prepare the atoms in the magnetically trappable state a bias magnetic field is ap-

plied and circularly polarized light of the proper polarization is allowed to impart angular

momentum to the atoms. We elected to prepare the atoms in the |F = 2, m = 2〉 be-

cause it results in tighter confinement while in the subsequent magnetic traps (both DC

and AC traps). By applying laser light which is circularly polarized such that the angular

momentum of the photons is parallel with the bias magnetic field, i.e. σ+ at the wavelength

between the 52S1/2, F=2 ground state and the 52P3/2 F=2 excited state, the atoms will be

pumped to the |F = 2, m = 2〉 ground state sub-level. This is easily understood through

the selection rules since the pumping light must cause a change in the electronic m-level of

+1. The atoms are then able to spontaneously emit a photon from the excited state causing

a change in m-level by ±1 or 0. Therefore after several absorption emission cycles, nearly

all of the atoms be pumped into the |F = 2, m = 2〉 level of the ground state, which is dark

to the pumping light. Therefore, once the atoms are in this state, they will remain there.

To implement the optical pumping stage, the cooling light is switched off with an AOM

and mechanical shutter. The spherical quadrupole coils have already been switched off prior

to the previous optical molasses stage. A bias coil is then switched on and the pump beam

is sent along the axis of symmetry of this coil. The pump beam is circularly polarized in

the σ+ handedness. This is shown schematically in figure 2.6.

2.2.5 Magnetic Trap

After pumping the atoms into the magnetically trappable state, they are then loaded into a

DC magnetic trap. This trap works via the Zeeman shift in the energy levels of the atoms,
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Figure 2.6: Optical Pumping Setup Schematic. A bias field is produced by the bias
coil along the length of the chamber. The pump beam comes down the axis of symmetry
of the coil.

i.e. U = −µ ·B. Here µ is the magnetic moment of the atom and B is the applied magnetic

field. Since the atoms are loaded into a DC trap, the spins will align with the field at a

given point and so the energy shift will only depend on the strength of the magnetic field

U = gFµBmF |B|, where gF is the Landé g-factor for the given state.

The atoms are in a state which is attracted to a field minimum. Therefore, a field needs

to be produced which creates a minimum inside the vacuum chamber. This can be achieved

by using the MOT coils to produce a spherical quadrupole field. This field has the spatial

dependence shown in equation 2.2:

B = B′
[

1

2
(xx̂+ yŷ)− zẑ

]
(2.2)

This results in the spatially dependent potential in equation 2.3.

|B| = B′

2

√
x2 + y2 + 4z2 (2.3)

We switch the magnetic trap on immediately after the atoms finish the optical pumping

stage and the field takes a few milliseconds to turn on. The optimum strength of the trap
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was found empirically to produce the coldest trapped atoms. This resulted in a current of

about 113 A and a corresponding quadrupole strength of just around 58 Gauss/cm.

2.2.6 Transfer to Science Cell

In order to make a condensate, we need to reduce the temperature of our atomic ensemble.

To do this we use RF evaporation techniques, which will be discussed in more detail mo-

mentarily (see section 2.2.7), which requires a long trap lifetime in order to create runaway

evaporation. In the MOT cell, the lifetime of the ground state is limited by collisions with

the background gas to only a few seconds. This means that we must move our atoms to

the lower pressure region in our vacuum chamber to reduce the losses. As discussed in the

section on the vacuum system, the science cell has a pressure nearly 1000 times lower than

the MOT cell. As a result, the lifetime is greatly increased to well over 60 s when the atoms

are present in this section of the vacuum chamber.

Once the atoms have been successfully loaded into the magnetic trap, the trap strength

is increased over the course of 200 ms to it’s maximum value. The maximum current we

can supply to our quadrupole coils is about 750 A which corresponds to a gradient along

the z-direction of about 388 Gauss/cm. This causes the atoms to be very tightly confined,

but also causes the temperature to increase from the compression to around 1 mK. The

electromagnet coils used to create the spherical quadrupole trap are mounted to a Parker

Automation translation stage. This stage allows us to physically move the electromagnets,

which in turn transports the atoms from the MOT cell to the science cell. The setup is

shown schematically in figure 2.7.

As discussed previously, these two cells are separated by a long, thin tube, to allow for a

differential pressure to develop between the two regions of the chamber. While loaded into

the maximum strength magnetic trap the atomic cloud has a diameter of approximately 2.2

mm. This is important because the atomic cloud has to traverse this tube separating the

two pressure regions of the vacuum system. The inner diameter of the tube is approximately
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Figure 2.7: Transfer Setup Schematic. The electromagnets are mounted to a transla-
tion stage which runs parallel to the chamber. After loading the atoms into the magnetic
trap, the coils are physically moved.

8 mm. To optimize the number of atoms transferred between the two regions of the vacuum

system we physically move the translation stage to which the electromagnets are attached

as well as the vertical position of the two coils to center the trap with the tube. To measure

the efficiency of the transfer, we loaded the atoms into the magnetic trap and then released

them, applied a pulse of the cooling laser and then measured the total fluorescence using

a photodiode. This gave us our starting number. We then run the experiment a second

time. This time the magnetic trap is loaded and the the electromagnets are moved from

the MOT cell to the science cell and then returned to the MOT cell and the number of

atoms is measured again. The alignment process can also be performed at intermediate

travel distances if the track and tube were far from aligned. In fact, by doing just this after

aligning the track we determined that nearly all of our losses during the transfer occur when

the cloud first enters the small tube. We suspect that this is because some of the atoms

collide with the opening of the tube.

We achieve an optimum transfer efficiency of approximately 40%. This results in a the

transfer of approximately 109 atoms at a temperature of roughly 1 mK to the science cell.
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2.2.7 RF Evaporation

With the sample of 109 atoms at around 1 mK, the phase space density is only about 10−7,

which is far too low to produce a condensate. As such, we must increase the phase space

density significantly. We do this by cooling the sample of atoms down through the use of

RF evaporation. The basic principle of operation is to remove the hottest and therefore

highest energy atoms from the trap. When the atomic sample is allowed to equilibrate via

elastic collisions, the resultant temperature will be lower than that of the initial ensemble.

Fortunately, removing a small fraction of the most energetic atoms reduces the temperature

of the ensemble significantly and therefore the phase space density will increase. This is the

exact same mechanism that cools a steaming cup of coffee. The hottest molecules in the

coffee boil off thereby reducing the temperature of the coffee remaining in the cup. This

process is known as evaporative cooling [37].

To implement this cooling, we utilize an RF transition between the internal Zeeman

levels of the atoms. The potential energy for the different Zeeman states in the 52S1/2, F = 2

state are shown versus position with the effects of gravity included in figure 2.8.

At temperatures much higher than the critical temperature, the atoms will obey Maxwell-

Boltzmann statistics. The energy distribution is well known and characteristically has an

exponential tail. By removing even a small number of very high energy atoms and allowing

the ensemble to re-equilibrate, the total energy (temperature) can be reduced significantly

without losing too many atoms. Clearly the atoms with the most energy will move furthest

from the trap center based on the potential energy of the magnetic trap. They will also

therefore have the largest splitting in energy between the Zeeman sub-levels. Therefore to

reduce the temperature of the atoms, an antenna was placed inside the vacuum chamber.

This antenna is discussed in more detail in section 3.2. By turning the RF radiation on

with a relatively high frequency of about 90 MHz and ramping the frequency down slowly

(to allow for the atoms to re-thermalize), the temperature can be reduced significantly.
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Figure 2.8: Energy Level Diagram for Evaporative Cooling in DC trap. The
effects of gravity are included in the potential to emphasize that only the m=1 and m=2
states are trappable. To get an idea of scaling, the energy splitting between the m-levels is
0.7 MHz/Gauss.

2.2.8 Time-Orbiting Potential Trap

While the atoms can be cooled by evaporative cooling there is unfortunately a limit while

the atoms are in the quadrupole magnetic trap. As the atoms cool down to lower and lower

temperatures, they will have lower kinetic energy and therefore will spend more time near

the center of the trap. If the atoms pass through the center of the trap, then the magnetic

field is momentarily zero. During this time, it is possible for the atoms to lose their spin

orientation and their spins can become reoriented when they move out of the center of

the trap. This can result in them being in an anti-trapped state and being lost from the
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ensemble. These non-adiabatic spin flips are referred to as Majorana losses [38].

There are several means to combat this problem. The trap could be made such that the

minimum is a local minimum and non-zero [39, 40], the center of the trap can be plugged

by a blue-detuned laser [27] or the field zero can be moved through space around faster

than the atoms can respond but slower than the Larmor precession frequency [41]. This

last solution is often referred to as a Time-Orbiting Potential trap, or TOP trap, and is the

basis for the trap we have elected to use in our experiment.

To implement the TOP trap, we apply a rotating bias field and the same DC spherical

quadrupole field which was used to transfer the atoms from the MOT cell to the science

cell. In a traditional TOP trap, the bias field rotates around in a plane; however, we use a

more complicated bias that rotates around on a sphere due to the simplification it provides

to the electronics we need for our entire experiment. This is the same bias used for the trap

in which interferometry experiments are performed (described in Chapter 3). The fields are

described mathematically in equations 2.4 and 2.5

Bbias = B0

 sin(Ω1t) cos(Ω2t)
sin(Ω1t) sin(Ω2t)

cos(Ω1t)

 (2.4)

Bquad = B′DC

 x/2
y/2
−z

 (2.5)

Here z is the direction opposing gravity and x and y are in the plane of the optics table.

This is the same convention used for the waveguide in Chapter 3.

Just as with the DC spherical quadrupole magnetic trap, we expect that the potential

energy of the atoms will be given by the Zeeman effect, i.e. U = −µ · B. Although since

the field is rotating faster than the atoms can respond, while still slow enough that the spin

of the atoms can follow the bias, the resulting potential will be the time averaged potential.

In other words, since the spin is able to stay aligned with the bias, the potential that the
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atoms will experience is given by equation 2.6.

U = gFmFµB 〈|B|〉 (2.6)

Note that the brackets indicate the time-average. This can be calculated just as for the

waveguide potential from section 3.1 and I will therefore skip the details and simply state

the result. The total potential energy felt by the atoms in the TOP trap is given by equation

2.7.

Utot = µBB0 +mgz +
1

2
mω2

xx
2 +

1

2
mω2

yy
2 +

1

2
mω2

zz
2 (2.7)

where the trap frequencies in the x, y, and z directions are given in equation 2.8.

ωx = ωy =

[
2µB

m

(
3

32

B′2DC
B0

)]1/2

ωz =

[
2µB

m

(
1

4

B′2DC
B0

)]1/2
(2.8)

The TOP trap offers one major advantage to the other trap types. The TOP trap

provides reduced sensitivity to extraneous magnetic fields. This comes from the fact that

the spins of the atoms remain aligned with the rotating bias field so long as the rotation of

the bias is well below the Larmor frequency. Therefore, magnetic fields far from the trap

driving frequency will not contribute to an energy shift in the atoms since half of the time

the spins will be aligned and the other half they will be anti-aligned to those fields. Half of

the time the resulting energy shift will be positive and the other half it will be negative and

will therefore cancel. This can be quite important for an interferometer where the energy

of the atoms becomes a phase difference and can become a source of noise.

After the first stage of evaporative cooling, we transfer the atoms from the DC magnetic

trap to the TOP trap. To do this, the atoms are evaporatively cooled until they reach around

100 µK (just below this temperature Majorana losses start become an issue). The rotating

bias field is then switched on at full strength (23 Gauss). As mentioned before, atoms
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which pass through the field zero can be kicked from the trap and we can use this to our

advantage. The field zero is moving around the atoms on the surface of an ellipsoid and this

ellipsoid defines the maximum size of the atomic cloud. By reducing the strength of the bias

field, the ellipsoid shrinks, thereby acting as another way to expel the most energetic atoms

and evaporatively cooling the cloud. We therefore ramp the bias field strength from it’s

maximum of 23 Gauss down to around 7 Gauss and effectively reduce the bottom frequency

of the trap as well as evaporatively cool the atoms.

2.2.9 Imaging

To evaluate the various stages in producing a condensate, we chose to use absorption imag-

ing. The basic principle of absorption imaging is to shine light on the cloud of atoms and to

observe the shadow created due to absorption on a CCD. This is represented schematically

in figure 2.9.

Probe 
Beam 

Atoms 

CCD 

Figure 2.9: Absorption Imaging Schematic. A near-resonant laser beam is used to
cast a shadow of the atoms onto a CCD.

To implement the absorption imaging for our experiment, we use a probe laser beam

operating very close to resonance on the 52S1/2, F = 2 to 52P3/2, F = 3 transition. The

laser passes through the atoms and into an imaging system. This imaging system comprises

two sections. The first is a simple 1:1 telescope to move the imaging plane outside of the

vacuum cell which is composed of two 75 mm lenses separated by 150 mm. The second is
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used to image the atoms onto the CCD. An imaging setup for both the vertical (along z

direction by convention used) and horizontal (along y direction) directions was used. For

diagnosing the BEC production stages, only the horizontal imaging was used. A schematic

representation of the horizontal imaging setup is shown in figure 2.10. The reason for this

being that the atomic cloud is released from the trap prior to imaging to obtain temperature

information via ballistic expansion. Therefore, the atoms remain in focus for the horizontal

imaging setup, while the focus would need to be adjusted for the vertical.

CCD 

Mirror 

f=100 mm 

f=100 mm 

f=75 mm f=75 mm Atoms 

150 mm 75 mm 

100 mm 100 mm 

Figure 2.10: Horizontal Imaging Schematic. The mirrors allow for easy alignment of
the probe beam onto the CCD.

2.2.10 Condensate

After the atoms are loaded into the TOP trap the phase-space density is still too low to

produce a condensate (ρ ≈ 10−2). We therefore apply a second stage of RF evaporation

to further increase the phase-space density. This stage of evaporation was empirically

optimized to produce the most atoms with the highest phase-space density. To determine

that we do indeed have a condensate, we drop the sample of atoms for 20 ms and image the

atoms with our side absorption imaging setup. At the transition to a condensate, a clear

peak occurs in the cloud of thermal (400 nK) atoms. As more atoms are evaporated from

the sample, the thermal cloud slowly vanishes while the condensate peak increases. The
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first images of a BEC in our apparatus are shown in figure 2.11.

Figure 2.11: Condensate Formation. This shows a composite image of the atoms after
expansion at various bottom frequencies of the trap. A clear peak begins to appear around
4.40 MHz and we have a high purity condensate at 4.25 MHz.

We achieve a condensate of approximately 104 87Rb atoms.



CHAPTER 2. BOSE-EINSTEIN CONDENSATION 38



39

3 Magnetic Trap

To conduct an atom interferometry experiment with any sort of precision, one of the most

important factors is to have a long interaction time for the interferometer. One way to

do this is to perform the interference experiments on the atoms while they undergo free-

fall. While at first glance, this seems straight-forward enough, it does have limitations.

Namely, for interaction times even on the order of a second a rather tall tower structure is

required of around a meter tall. This can effect can be reduced to some degree by using a

fountain configuration where the atoms are kicked upwards as the interferometer experiment

begins. Another approach to increasing the interaction time is to confine the atoms in some

coherence maintaining trapping potential. Atom interferometers have been implemented

in magnetic traps of varying configurations. They have been implemented in linear guides

where one trap direction is considerably weaker than the other two [42, 18]. They have also

been implemented in ring configurations [43]. Interferometers have also been implemented

in traps that are a cross between the two like a stadium [44]. For our experiments we

consider a variant to the trap used by Reeves et al. [18], which uses a Time-Orbiting

Potential. However, we desire to have a cylindrically symmetric trapping potential so that

it is optimized for rotation sensing. This will allow the interferometer to enclose a circular

area, thereby maximizing the area enclosed and thus the sensitivity to rotations for a given

interferometer time.
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3.1 Design

To make an interferometer in a small enclosed volume with long interaction times (≈ 1 s),

we need to supply support against gravity. We have elected to use a magnetic trap utilizing

a Time-Orbiting Potential also known colloquially as a TOP trap [41]. The basic premise of

such a trap is to move the field zero location around the atoms more rapidly than the atoms

can follow, yet keeping the rotation of the bias field below the Larmor precession frequency

such that the spin state can be maintained. The resultant potential which the atoms will

experience will be given by the time-average of the potential. From chapter 2, we know

that the time-averaged potential energy shift that an atom undergoes in a magnetic field is

given by:

U = 〈−µ ·B〉 = −µz 〈|B|〉 = mF gFµB 〈|B|〉 (3.1)

where mF is the quantum number for the component of the total electronic angular momen-

tum along the field direction and gF is the Landé g-factor. In our experiment, we optically

pump all of the atoms into the |F = 2,mF = 2〉 state before loading them into the magnetic

trap. Therefore, mF gF = 1. I will consider the potential for only this state from this point

forward.

In previous work in this lab, a magnetic trap was developed under a similar configuration

to provide a linear waveguide [18]. To obtain a cylindrical trapping potential, we have chosen

a field configuration that includes an oscillating spherical quadrupole field along with a bias

field which rotates in space at two frequencies. The bias field rotates in a vertical plane

with a frequency Ω1 and that plane rotates about the vertical z-axis with frequency Ω2.

The resulting bias field vector traces out a path on the surface of a sphere as shown in figure

3.1. The bias and AC quadrupole fields are expressed mathematically in equations 3.2 and

3.3 respectively.
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Figure 3.1: AC Bias Field. The bias field rotates in a vertical plane at angular frequency
Ω1, and that vertical plane rotates about the z-axis at angular frequency Ω2.

Bbias = B0

 sin(Ω1t) cos(Ω2t)
sin(Ω1t) sin(Ω2t)

cos(Ω1t)

 (3.2)

Bquad = B′1 cos(Ω1t)

 x/2
y/2
−z

 (3.3)

Here the same coordinate system is used as with the TOP trap in chapter 2. The z-direction

opposes gravity and the x and y directions are in the plane of the table. To be precise, x

points along the long direction of the vacuum chamber from the science cell to toward the

MOT cell. The y is chosen by the right-hand rule. In the expressions above for the fields,

B0 is the strength of the bias field and B′1 is the strength of the quadrupole field gradient

along the z direction.

To determine the trapping potential, the magnitude of the field needs to be calculated.
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|B| = |Bbias + Bquad| =

[(
B0 sin(Ω1t) cos(Ω2t) +

B′1x

2
cos(Ω1t)

)2

+

(
B0 sin(Ω1t) sin(Ω2t) +

B′1y

2
cos(Ω1t)

)2

+
(
B0 cos(Ω1t)−B′1z cos(Ω1t)

)2 ]1/2

(3.4)

After some minor simplification, this becomes

|B| = B0

[
1 +

B′1
B0

sin(Ω1t) cos(Ω1t) (x cos(Ω2t) + y sin(Ω2t))

− 2
B′1
B0
z cos(Ω1t) +

B′21
B2

0

cos2(Ω1t)

(
x2 + y2

4
+ z2

) ]1/2 (3.5)

Since the field oscillates much faster than the atoms can follow, we define the time average

as the long time average

〈f〉 = lim
T→∞

1

T

∫ T

0
f(t) dt (3.6)

To evaluate this integral, a Taylor expansion of the integrand can be made to approximate

the result and simplify the calculation. In this case, the series expansion around the origin

is given by

√
1 + ε ≈ 1 +

1

2
ε−

1

8
ε2 + . . . (3.7)

and requires that ε� 1. This results in the following time-averaged magnetic field (keeping

only terms in x, y, and z to second order).
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〈|B|〉 ≈ B0

[
1 +

B′1
2B0

x 〈sin(Ω1t) cos(Ω1t) cos(Ω2t)〉

+
B′1
2B0

y 〈sin(Ω1t) cos(Ω1t) sin(Ω2t)〉

−
B′1
B0
z
〈
cos2(Ω1t)

〉
+
B′21
2B2

0

(
x2 + y2

4
+ z2

)〈
cos2(Ω1t)

〉
−
B′21
8B2

0

x2
〈
sin2(Ω1t) cos2(Ω1t) cos2(Ω2t)

〉
−
B′21
8B2

0

y2
〈
sin2(Ω1t) cos2(Ω1t) sin2(Ω2t)

〉
−
B′21
2B2

0

z2
〈
cos4(Ω1t)

〉
−
B′21
4B2

0

xy
〈
sin2(Ω1t) cos2(Ω1t) sin(Ω2t) cos(Ω2t)

〉
−
B′21
2B2

0

xz
〈
sin(Ω1t) cos2(Ω1t) cos(Ω2t)

〉
−
B′21
2B2

0

yz
〈
sin(Ω1t) cos2(Ω1t) sin(Ω2t)

〉 ]

(3.8)

By imposing the restriction that Ω1 and Ω2 are incommensurate the relevant time-averaged

functions can be evaluated.

〈sin(Ω1t) cos(Ω1t) cos(Ω2t)〉 = 0

〈sin(Ω1t) cos(Ω1t) sin(Ω2t)〉 = 0〈
cos2(Ω1t)

〉
= 1/2〈

sin2(Ω1t) cos2(Ω1t) cos2(Ω2t)
〉

= 1/16〈
sin2(Ω1t) cos2(Ω1t) sin2(Ω2t)

〉
= 1/16〈

cos4(Ω1t)
〉

= 3/8〈
sin2(Ω1t) cos2(Ω1t) sin(Ω2t) cos(Ω2t)

〉
= 0〈

sin(Ω1t) cos2(Ω1t) cos(Ω2t)
〉

= 0〈
sin(Ω1t) cos2(Ω1t) sin(Ω2t)

〉
= 0

(3.9)

After plugging these time averages back into equation (3.8), the final form of the potential,
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including the gravitational potential, is as follows

Utot = µBB0 +mgz − 1

2
µBB

′
1z +

1

2
mω2

xx
2 +

1

2
mω2

yy
2 +

1

2
mω2

zz
2 (3.10)

where the angular frequencies of the trap are

ωx = ωy =

[
2µB

m

(
7

128

B′21
B0

)]1/2

ωz =

[
2µB

m

(
1

16

B′21
B0

)]1/2
(3.11)

It’s clear that this relatively straightforward field configuration can provide the desired

result. The trap is cylindrically symmetric in the horizontal plane, i.e. ωx = ωy, and by

careful choice of the quadrupole strength (B′1 = 2mg/µB), the atoms will be supported

against gravity.

The way we create the fields in equations (3.2) and (3.3) is by using six independent coils

with a pair of coils along each axis, (x̂, ŷ, and ẑ). This configuration is shown schematically

in figure 3.2. We define a positive current as one that produces a field along the positive

direction of the axis of symmetry for a given coil. Therefore, the following currents will

produce the desired fields.

Ix = I0 sin(Ω1t) cos(Ω2t)

Iy = I0 sin(Ω1t) sin(Ω2t)

Iz+ = (I0 − I1) cos(Ω1t)

Iz− = (I0 + I1) cos(Ω1t)

(3.12)

Here I0 is responsible for creating the bias field, while I1 creates the quadrupole field. Note

that the subscripts indicate the symmetry axis of the the coils. Both coils along a given

direction are aligned such that a positive current produces a field in the positive direction

along the axis of symmetry. Additionally, the plus and minus subscript given for the z

direction indicates the direction along z that the given coil is displaced. The coils along the

x and y directions have the same current supplied in each of the coils in that pair.
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x̂

ŷ

ẑ

Figure 3.2: Coil Geometry. The fields can be implemented by using a pair of coils
separated along each direction: x, y, and z.

As a next step the design of the coils was considered. To cancel gravity it has already

been mentioned that the quadrupole strength needs to be set to a certain value for a given

atomic state. In the case of our atoms, the necessary quadrupole strength is B′1 = 2mg/µz =

30.7 Gauss/cm. The field from a current loop with radius, R, at a position z along the coils

symmetry axis is given by

Bz(z) =
µ0I

2R

1

(1 + z2/R2)3/2
(3.13)

Using this expression, the field at the position between a pair of coils with radius R and

separation d along their symmetry axis, and with the same currents such that the field

produced by the two coils are aligned along ẑ

Bz =
µ0I

R

1

(1 + d2/(4R2))3/2
(3.14)

Additionally, for the same configuration, but with the current in the positively displaced
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coil such that the fields produced by the two coils are opposed, the derivative at the center

is given by

dBz

dz
=

3µ0Id

2R3

1

(1 + d2/(4R2))5/2
(3.15)

There are several physical constraints for our system as well. There is very little clear-

ance outside of the vacuum chamber due to the translating coils which are required to make

a condensate. Additionally, the vacuum chamber prevents external coils from being very

close together. To minimize the effect of the separation, a larger radius coil would need to

be used. It is also clear from equations (3.14) and (3.15) that the further separated and

the larger the coil radius the more current is needed to produce the same field strength.

Furthermore, more current and larger coils will lead to higher heat being produced by the

coils during operation. For these reasons, it was determined that the best course of action

was to design the coils to be inside the vacuum chamber.

The final configuration for this design was to use six independent coils inside the vacuum

chamber. This will be discussed in more depth in the next section (3.2).

While this result shows that the configuration of fields described in equations (3.2) and

(3.3) will yield the desired cylindrically symmetric, trapping potential, it neglects a very

important term. For a real set of coils, there could also be a curvature to the field such that

it varies quadratically from the center along the axis of the coil pairs. One possible way to

avoid this consequence is to use a coil pair in the Helmholtz configuration. In this fashion the

curvature is zero and the additional term will be negligible. However, due to the constraints

of the design this was not possible. If this curvature is included in the field calculation,

then the bias produced by a pair of coils with symmetry axis along the z-direction can be

written as in (3.16), where γ is the curvature of the field along the z-direction.

Bbias = B0

 −γzx/2
−γzy/2

1 + γz2/2− γ(x2 + y2)/4

 (3.16)
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We can therefore obtain a more accurate model of the potential by including the effects

of the curvature in the total bias field produced from three identical pairs of coils with

their axes of symmetry aligned along x, y, and z and using the same time dependence as in

equation 3.2. Since we are only interested in keeping terms to second order, the curvature

in the spherical quadrupole field can be neglected as it enters into the potential as a third-

order term. The same type of procedure which was used before can be used to determine

the resulting time-averaged potential; however, the math is quite laborious in this case. As

such, I will spare the unpleasant details and simply state the resulting potential in equation

(3.17).

Utot = µzB0 +mgz − 1

2
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mω2
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where the angular frequencies of the trap now include a correction from the curvature of

the fields.
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8
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)]1/2
(3.18)

One interesting result from this calculation is that the x and y frequencies go to zero,

while the z frequency remains relatively strong. The curvature of the coils along each direc-

tion can be estimated from the simple model 3.14 for a pair of coils. Given the constraints

of placing the coils inside the vacuum chamber, we are limited to a separation of d = 2.14

cm and an average coil radius of R = 0.76 cm. Using the model of coils made of infinites-

imally small wires with these parameters gives an approximation of the bias field strength

of B0/I0 = 4.48 Gauss/A and the curvature of the bias field is given by γ = 4.0 cm−2.

Additionally, the quadrupole strength is B1/I1 = 8.3 Gauss/cm/A. With these parameters,

the x and y frequencies go to zero at a bias strength of B0 = 14.3 Gauss.
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For an improved estimate, the field and resulting potential was calculated numerically

taking the geometry of the coils into account. The coil geometry is discussed in detail in

section 3.2. The field was calculated using the Biot-Savart Law for small wire segments. The

coils were modeled as spirals with a small segment of wire connecting them at the center

just as the actual coils were made. The currents used in the field calculation contained

the same time dependence as in equation (3.2). The potential was then time averaged by

setting the two frequencies to a ratio of 1:2 and integrating over one period of the more

slowly oscillating frequency. In addition to the potential from the magnetic field gravity

was also included.

The gradient of the potential was calculated and the quadrupole current was adjusted

to balance gravity. Upon doing this, the potential was recalculated and the curvature was

computed along all directions, yielding the Hessian matrix. The matrix was diagonalized

and the remaining elements were the trap frequencies. It’s worth noting that the off-diagonal

terms were small and therefore, the principal axes of the trap are shifted only slightly from

the coordinate axes. The results of the trapping frequencies versus bias field strength are

plotted in figure 3.3.

From these fitting parameters the quadrupole strength and the curvature of the bias can

be determined by comparing with the expected trap frequencies from equation (3.18). This

yields the results B′1 = 30.5± 0.1 Gauss/cm, which is close to the expected value needed to

cancel gravity. The curvature coefficient for the bias field is γ = 3.96± 0.02 cm−2, which is

quite close to the value obtained from the simple model using two coils.

3.2 Construction

To implement the fields discussed in section 3.1, six independent coils are used with a pair

along each axis.

Since we’re implementing the waveguide inside the vacuum chamber, we must choose
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Figure 3.3: Trap Frequencies versus
Bias Field Strength. The fitting function is
used to compare with the analytic model. The
quadrupole strength is set at B′1 = 30.5 Gauss
which corresponds to a current of I1 = 3.96 A

Axis α [Gauss ·Hz2] β [Hz2/Gauss]

X 165.86± 0.02 −0.814± 7e− 5
Y 164.34± 0.39 −0.801± 0.002
Z 191.93± 0.41 1.60± 0.01

Table 3.1: Trap Frequency Fit Pa-
rameters for Numerical Calcula-
tion.Fitting Function:

f(Vbias) =

√
α

B0
+ βB0

materials which have low vapor pressures at room temperature in order to maintain the

ultra-high vacuum necessary for BEC production. The materials must also effectively dissi-

pate the heat produced by the coils during operation. Finally, the material must withstand

the elevated temperatures of the vacuum system bake. Other groups have had success using

copper clad Aluminum Nitride substrates, where the copper has been chemically bonded to

the Aluminum Nitride substrate [45]. Aluminum Nitride is an attractive material because

it offers a very low thermal expansion coefficient(αT = 6.09 × 10−6 K−1) and the thermal

conductivity typical of a metal (κT = 30 W/m/K); however, it is an electrical insulator [46].

Curamik GMBH offers a product line of these substrates with varying copper thickness. We

elected to use a 0.63 mm thick AlN substrate with a copper thickness of 0.125 mm bonded

to each side.
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3.2.1 Coil Chip Production

The coil patterns were produced by photolithography. Much effort was devoted into devel-

oping the coil production process to establish the specifications to which the coils could be

manufactured as well as ensure that the chips were produced with sufficient quality. I will

briefly outline the procedure here and defer to the more detailed description which can be

found in Appendix A.

The basic process for producing the coil chips was to first cut the card supplied by

Curamik into chip sized pieces (≈ 1 inch per side). Due to the hardness of AlN, abrasive

machining was required. To slice the card into appropriately sized bits, a diamond saw was

used. The coils were then cleaned of any contaminants and were prepared for the chemical

etching process. The copper clad chips were then coated with a photo-resistive material

(MG Chemicals Dry Film Negative Resist, #416DFR-5). A negative pattern of the coil

was produced onto an opaque mask through which the photo-resist was then exposed to

UV light. This was repeated on both sides of the chip with special caution used to ensure

alignment of the patterns. The chips were then developed using a chemical solution (MG

Chemicals Negative Resist Developer, #4170-500ML) to remove the unexposed portions

of the photoresist. This left a coil pattern in the photo-resistive material. The coils were

then etched in a solution of Muriatic acid (33% HCl) and Hydrogen Peroxide at a volume

ratio of 1:1, thereby removing the unwanted copper. The thickness of the copper on these

boards is thicker than standard printed circuit boards and produced difficulty in etching. To

improve the etch quality, the acid solution was heated. This provided two benefits. First,

the etching time was decreased, which reduced the chance of the mask eroding away from

the substrate. Secondly, it decreased the amount of undercut on the coil traces.

It is worth noting that to develop the photo-mask which was used in the development

process before etching a custom program was written to produce the coil pattern in the

industrial standard RS-274X Gerber file format. The pattern needed to be at quite high
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resolution because the photo-resistive material was capable of producing features of ap-

proximately 45 nm size. Initially, we attempted to print the mask on standard overhead

transparencies; however, these proved to be of insufficient quality for our purposes. The UV

lamp used to expose the photo-resist bled through these inexpensive masks and typically

led to areas on the coil pattern that would not be etched properly. To rectify this problem,

we sent our mask file to a circuit board fab house in order to create the mask on an acetate

film. This led to much better results in the final etched coil pattern.

Figure 3.4: CAD rendering of Coil Chip. The spiral trace is the same on both sides.
A more detailed drawing of the coil chip is available in Appendix B.

A CAD rendering of the coil patterns used for the magnetic trap is shown in Figure

3.4. The coils were double sided, with 7 turns on each side. The spiral pitch of the coil was

0.7 mm/turn and the copper traces were approximately .4 mm wide and 0.125 mm thick.

To machine the holes into the coil, abrasive tooling was once again used. The central hole

has a diameter of 1 cm, and the smaller mounting holes are made to allow clearance for

a #00 threaded rod. To make the connection between the two sides of the board, it was

necessary to solder a thin copper wire between the innermost point on the spiral on each

side. Finally, to make electrical connections to the coil a small solder tab was placed on the

notched corner. This was present on both sides of the chip.

Since the coils were going to be placed into the vacuum chamber, a solder compatible

with the ultra-high vacuum was necessary. Additionally, it was required that the melt-

ing point be sufficiently high to allow us to bake our chamber to allow us the ability to

reach these same pressures. An alloy of lead, tin, and silver was used (Multicore HMP

1.5%Ag,97.5%Pb,1%Sn) which has a solidus melting point of ≈ 300◦C and a working tem-
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perature of 255◦C. Therefore, we were able to safely bake our vacuum chamber to 250◦C.

Additionally, the vapor pressure at room temperature for this alloy is below the working

pressure for our vacuum chamber and as such out-gassing from the solder has not impacted

the stability of the vacuum pressure.

To ensure the quality of the etching process several measurements were taken for the

coils. The resistance and inductance of each coil was measured using an Agilent LCR

meter. When a short was present between two loops on the spiral the inductance decreased

measurably and was a good indication that the etch had not completely finished. Between

these measurements and optical inspection, the coil production was made quite consistent.

The resistance and inductance for each coil are shown in table 3.2.

Phase R [Ω] L [µH]

X+ 0.285 3.34
X− 0.228 3.33
Y+ 0.285 3.35
Y− 0.268 3.33
Z+ 0.265 3.32
Z− 0.223 3.33

Table 3.2: Coil Chip Impedance Measurements Measured impedance for each coil
without any leads attached.

3.2.2 Waveguide Support Structure

To mount the waveguide inside the vacuum chamber it was necessary to design a mechanical

structure to not only support the coils, but to also act as a heatsink to quickly remove the

heat produced by the coils when running the trap. Additionally, it was necessary to select

materials with low thermal expansion coefficients in order to the reduce the effect of thermal

expansion on the magnetic field strength. Finally, the material needed to be electrically

insulating so that the coils would remain isolated from each other and also to prevent

field distortion due to eddy currents. HBC grade hot-pressed Boron Nitride (BN) from

Momentive was selected because it offers a very low thermal expansion coefficient, it acts as
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an electrical insulator and it has quite good thermal conductivity for an insulator. Boron

Nitride is anisotropic and Momentive specifies a range for the thermal expansion coefficient

of αT = 0.4 − 0.8 × 10−6 K−1 and a range for the thermal conductivity of κT = 23 − 30

W/m/K near room temperature. The properties of BN are in fact similar to those AlN,

which makes it an outstanding candidate for the support structure. BN is also machinable

with conventional tooling, albeit with difficulty due to its delicate nature.

The coils constituting the waveguide were mounted to a cube made of BN. The cube had

a notch on two corners to allow the electrical connections to be made to the coils by wires.

Additionally, the hole in one of the faces of the cube was made with a countersink, such

that it could be held onto the support arm by a screw made out of Vespel (bulk Kapton),

a plastic which provides very good electrical insulation and vacuum properties. A small,

Kapton-coated wire (30 AWG) was wrapped around the body of this Vespel screw creating

a single loop with a diameter of approximately 1 cm. This loop would act as the antenna for

RF evaporative cooling as discussed in section 2.2.7. To allow the loose ends of the antenna

wire to exit the cube, a slot was cut along the clearance hole for the Vespel screw body

that the antenna was wrapped around and out to the nearest notched corner. A cutaway

view of the trap support structure displaying the placement of the Vespel screw and nut

are shown in figure 3.5.

Before mounting the coils to the cube structure, a thin wire coated in Kapton was

soldered to each solder tab. The Vespel screw was inserted into the cube and through one

of the central openings of the coils while using caution in order to avoid breaking the wire

used to connect the two sides of that chip. The coils were then mounted to the cube using

#00-80 screws, each homemade and cut precisely the right length to reach through the cube

to the opposite coil and fastened with either a stainless steel #00-80 nut or by a custom

Vespel nut. The Vespel nut was required only in the places where the screw could create

an electrical connection to the opposite coil. Prior to assembling the the waveguide and

support structure, the parts and tools used to assemble them were cleaned using water and
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SECTION A-A

SCALE 2 : 1

A A

Figure 3.5: Cutaway View of Trap Support Structure. The Vespel screw and nut
holding the cube to the rest of the support structure is represented as the darkly shaded
part. The RF antenna loop is wrapped around the body of the screw between the head of
the screw and the countersunk hole in the cube.

a mild detergent in an ultrasonic bath to remove any oily contaminants. These were then

rinsed with acetone to remove any organic compounds. This included all of the wires used

for the electrical connections. Once cleaned, the parts were only handled while wearing

gloves.

Figure 3.6: CAD rendering of Magnetic Trap. The screws holding the cube together
are not shown.

A CAD rendering of the cube is shown in Figure 3.6. In addition to the cube assembly, a

long support arm was needed to support the finished trap inside the vacuum chamber and to

remove the heat produced by the trap. We elected to use a two piece arm, including a long

portion made of aluminum and a short portion made out of BN. The short BN section was

used to reduce the effects of eddy currents by moving any conductors further from the trap.
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The cube was attached directly to the BN arm using the Vespel screw and a Vespel nut

inserted from the back side of the BN arm. The BN arm was then attached to the Aluminum

arm, which in turn was attached to a 4-1/2” Conflat vacuum flange via an aluminum

adapter plate. The aluminum arm included vent holes to increase vacuum conductance.

The mounting flange included thirteen electrical feedthroughs. Twelve feedthroughs were

used to attach to the pair of wires from each of the six coils, and one SMA feedthrough was

used to attach a vacuum compatible SMA cable to the RF antenna.

Figure 3.7: CAD rendering of Magnetic Trap Assembly. This rendering shows
how the support structure assembly goes together. This entire assemble is inserted into the
vacuum chamber.

The full mechanical assembly including the waveguide, support arm and vacuum flange

are shown in 3.7. Detailed mechanical drawings of each of the parts used in this support

assembly can be found in Appendix B.

3.2.3 Electrical Connections

Prior to completing the mechanical assembly, a small, Kapton-coated wire (30 AWG) was

soldered to each of the coil’s solder tabs and the other end was soldered to a slightly larger,
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Kapton coated wire (22 AWG). This was done because the larger wire was stiff and the

torques created on the solder pads could rip the pads from the AlN substrate. While we

could have used the smaller diameter wire for the full length of the connection between

the coils and the electrical feedthrough, this would have increased the resistance of the

leads significantly. In using this two wire connection method, we ensured that most of the

resistance was created by the coils themselves. The solder joints between the wires were

covered with a short tube of alumina (Al2O3) to prevent them from shorting. The wires

from each coil were then twisted in pairs all the way to the vacuum flange feedthroughs in

order to minimize pickup from the other wires as well as the self-inductance of the wires.

Additionally, the wire used to create the RF antenna loop was soldered to the conductors

in a Kapton insulated coaxial cable with an SMA connector on the opposite end. All of the

wires were then restrained to the support arm by twisting bare copper wires around them

and the arm. A photograph of the wired waveguide is shown in Figure 3.8.

Finally, the wires from each coil were connected to the electrical pin feedthroughs via

barrel connectors. These used two screws on a barrel, one at each end, which could be

tightened onto a wire from each end. The SMA connector was then fastened to the vacuum

side of the SMA feedthrough. The feedthrough connections, as shown from the air side of

the vacuum flange, are detailed by the combination of Figure 3.9 and Table 3.3. The first

subscript used in Table 3.3 indicates the side of the cube that the coil is mounted. The

second subscript indicates that if a current flows from the positive to negative pin, then a

field will be created along the positive direction along the axis of symmetry of the coil.

3.2.4 Thermal Characterization

The thermal characteristics of the waveguide structure were examined. To gain an under-

standing of how much we should expect the apparatus to heat up during normal operation

we needed to measure the temperature of the waveguide structure while inside the vacuum

chamber. To perform this measurement, we first had to devise a means to measure this
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Figure 3.8: Photograph of Assembled Magnetic Trap

temperature. It is well known that the resistivity of copper changes with temperature.

Therefore, we decided to measure the resistance of one of the coils versus temperature while

outside of the vacuum chamber to calibrate this behavior.

The assumption was made that the most likely point of failure would be the coil farthest

from the flange. This certainly seems reasonable since it should be nearly the highest

temperature point. To perform the calibration, thermocouples were attached to several

points of the waveguide and support structure. These included the coil furthest from the

flange, inside the BN cube, the coil closest to the flange, the face of the BN Arm facing the

waveguide, and the face of the Al Arm facing the BN Arm. To simulate the maximum power
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Figure 3.9: Vacuum Flange
Feedthrough Connections. Note
that this is viewed from the air side of
the vacuum flange. There is also an SMA
connector for the RF antenna which is
not pictured here.

Flange Pin Coil Connection

1 X++

2 X+−
3 X−+

4 X−−
5 Z++

6 Z+−
7 Z−+

8 Z−−
9 Y++

10 Y+−
11 Y−+

12 Y−−

Table 3.3: Connections between
Vacuum Flange and Waveguide
Coils.(Note: X, Y, and Z refer the the
symmetry axis of the coils. The first in-
dex indicates the relative position of the
coil along that axis. the field produced by
the coil is in the positive direction along
the specified axis when current flows from
+ to −.)
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which we expected the coils to dissipate during normal operation (Pmax = 11 W), all of the

coils were connected in series on the air side of the flange and a DC current was applied

such that the same total power was dissipated by the waveguide. The total resistance of

the coils in series was Rs = 1.56 Ω and so a current of I = 2.66A was required.

While performing this calibration it was discovered that the waveguide was not in good

thermal contact with the support arm and needed the Vespel screw and nut to be tightened

together. This was discovered from the large temperature difference between the coil closest

to the flange and the face of the BN cube directly next to it. The Vespel screw and nut

were tightened until the difference between the two points mentioned was negligible and did

not improve with further tightening.

Upon improvement of the thermal contact between the waveguide and arm the resis-

tance of the coil furthest from the flange (X+ in the notation of Table 3.3) was measured.

This measurement was performed by monitoring the voltage across this coil and running

the power supply in constant current mode (I = 2.66 A). A thermocouple measured the

temperature of the coil and both were recorded using an Agilent oscilloscope. The data

were saved to disk and analyzed, producing the plot shown in Figure 3.10.
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Figure 3.10: RX+ vs. T . Measurement
results for resistance versus temperature
of the X+ coil.

Fit Parameter Value

R0 [Ω] 0.2686± 0.0002
α [%/◦ C] 0.421± 5e− 4

Table 3.4: Fitting Parameters for
RX+ vs. T . Fitting function used:
R(T ) = R0(1 + αT ).

We measured a temperature coefficient for the resistance of copper of α = 0.421± 0.001
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%/◦C, which is near the accepted value of α = 0.394 %/◦C [47]. This is a very near linear

measurement and will work nicely for the intended purpose of measuring the temperature

while in the vacuum chamber.

After settling on this method for temperature measurement, the waveguide and support

structure were enclosed inside the vacuum chamber. The vacuum cell was then attached to

an external vacuum pump-out station and the internal pressure was brought down to 10−6

torr. The coils were again wired up in series and a DC current of I = 2.66 A was run through

them. Once more the power dissipated by the coils was approximately 11 W. The resistance

of the X+ coil was monitored. The coil resistance topped out at RX+max = 0.43 Ω, with

corresponding temperature of T = 143◦ C keeping in mind the melting point of the solder

would correspond with a resistance measurement of RX+ ≈ 0.55 Ω.

From these measurements and a simple thermal model, it was determined that the

thermal resistance of the support structure was RT = (143 + 273 K)/(11 W) = 38 K/W.

This can be used to estimate the steady state temperature for a given power dissipation in

the waveguide.

Additionally, we were interested in the dynamic response of the thermal system. To

measure this, a square wave modulation was applied at approximately the frequency and

duty cycle for normal experimental operation. The temperature was again measured using

the variability of the resistance versus time, the results of which are plotted in Figure 3.11.

From the fitting parameters, it is clear that the time constant for heating and cooling

are slightly different, but both are on the order of one minute. From these thermal data,

we should have enough information to track the temperature of the trap. Furthermore, it

is apparent that under the maximum expected power of 11 W that the trap should never

be at serious risk of failure due to the solder melting.
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Figure 3.11: Cycled Temperature
vs. Time of Waveguide. Shown here
being run at a duty cycle of 50% at max-
imum power of 11 W

Fit Parameter Heating Cooling

A [◦ C] 88.0± 0.6 39.5± 0.2
B [◦ C] −45.8± 0.5 27.9± 0.1
t0 [s] 29 90
τ [s] 69± 1 40.3± 0.4

Table 3.5: Fitting Parameters for
Temperature vs. Time of Waveg-
uide. Fitting function used: T (t) =
A+Bexp[−(t− t0)/τ ].

3.3 Electronics

Upon completing the mechanical and electrical assembly of the portion of the trap inside

the vacuum chamber, we needed to develop a means of driving the coils to produce the

potential discussed in section 3.1. We need to supply the currents from equation (3.12).

3.3.1 Signal Generation

To create these signals requires the ability to have two quadrature sources, each yielding a

sine and cosine signal at a given frequency. In other words, we need to create both sine and

cosine signals at both Ω1 and Ω2. Additionally, we require that these two frequencies need to

be different from one another. To produce the initial cosine function at each frequency, we

can simply use a function generator. We elected to utilize two Agilent function generators

(Model # 33210A). One of the function generators was set to operate at f1 = 10 kHz and

the other was set to operate at f2 = 1 kHz. To produce the sine signal from the cosine

signal a variable phase shifter was used which would allow fine adjustment of the phase

shift between the nominal sine and cosine functions without affecting the amplitude of the
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signal. The circuit diagram for this adjustable phase shifter is displayed in Figure 3.12.

−

+

10 kΩ

C

Vin

R

10 kΩ

Vout

Figure 3.12: Phase Shifter Circuit Diagram. The values of R and C are set such that
the nominal phase shift produced is 90◦.

A quick analysis of the circuit will yield the result that Vout/Vin = Geiφ. The gain is

unity, G = 1; however, the phase shift depends on the values of R and C.

φ = tan−1

(
ω

ω0

)
= tan−1

(
ω

RC

)
(3.19)

By selecting RC = 2πf for the two frequencies, a nominal 90◦ phase shift is produced. By

making the resistor R a potentiometer of appropriate size, the phase shift can be tuned.

With this we have the ability to produce the quadrature signals needed. To implement the

phase shifters, we used AD711 low-noise, precision operational amplifiers.

It is also required that the signals be multiplied together to produce the complex cur-

rents. This could be achieved in many ways, but we used analog multiplier integrated

circuits. Analog Devices AD534KDZ multipliers were selected for this task due to their

high-precision and low noise floor. The basic operation of these chips is to take two signals,

V1 and V2, and output the product with some scaling factor. In this case, Vout = (0.1

V−1)V1V2. By multiplying the signals of the quadrature oscillators together in the proper

fashion, the desired outputs can be achieved. Two voltages, V0 and V1 act as input controls

for the bias and quadrupole strengths respectively. With the addition of buffer amplifiers



3.3. ELECTRONICS 63

(AD711 wired as followers), we were able to construct the circuit shown in block diagram

form in Figure 3.13. For a more detailed circuit diagram, refer to Appendix C.

φ= 90

φ= 90

Σ

ΣV0

V1

Vz+ = (V0 − V1) cos(ω1t)

Vz− = (V0 + V1) cos(ω1t)

Vx = V0 sin(ω1t) cos(ω2t)

Vy = V0 sin(ω1t) sin(ω2t)

cos(ω2t)

cos(ω1t)

+

+
+

−

Figure 3.13: Block Diagram of Waveguide Signal Generators. The triangular
elements are buffer amplifiers. The circles with Σ written in them are summing amplifiers,
and the square boxes are variable phase shifters. The circles with X written in them are
the multipliers. The inputs for the multiplier are to the left and either above or below. The
output of the multiplier is always to the right.

The circuit takes the two control voltages and the inputs from the two function gener-

ators and produces an output for each waveguide signal. The end results are the voltage

outputs shown in equation 3.20.

Vx = V0 sin(ω1t) cos(ω2t)

Vy = V0 sin(ω1t) sin(ω2t)

Vz± = (V0 ∓ V1) cos(ω1t)

(3.20)

It should be noted that there are eight potentiometers in the circuit to allow for the
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independent balancing of the voltages. Two to balance the Z± bias and two to balance

the Z± quad. Another four to fine tune the balance between the four quadrature oscillator

outputs. This is overparameterized and offers more than enough adjustments to balance all

of the signals relative to one another. Additionally, there are two potentiometers to adjust

the phase shifts for the quadrature oscillators. With this we only need the ability to drive

currents proportional to these voltages in a controlled way. To do this, we constructed a

voltage controlled current source.

3.3.2 Voltage Controlled Current Source

With the proper signals generated, we need only to convert these to currents in the coil.

This is achieved by constructing a voltage controlled current source using a high-powered

amplifier. The circuit used to accomplish this goal is shown in figure 3.14.

−

+
−

+

RMX850

Vin

Vsense
N1 : N2

Lp Ls

Cm

Load: Zload

Rsense
Vsense

Figure 3.14: Trap Amplifier Circuit. This converts the voltage applied to a current in
the load. The sense voltage is connected back to the negative input of the amplifier.

The QSC RMX850 is an audio amplifier capable of driving two channels in the audio

frequency range (50 Hz - 20kHz). It is a fully differential amplifier with adjustable gain

from 0 bB to 30 dB. The amplifiers are designed to drive a load of approximately 4-8 Ω.

Therefore, it was necessary to implement some circuitry to match our coil impedance to

the amplifier. The impedance was measured for all of the coils. In the configuration used
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to create the AC bias and quad, the X and Y coils are driven in series and the two Z coils

are driven independently. As such, the impedance measurements for the 4 distinct phases

as measured using an Agilent LCR meter at 10 kHz are shown in table 3.6.

Signal R [Ω] L [µH]

X 0.5593 7.137
Y 0.5509 7.344
Z+ 0.2974 3.583
Z− 0.3023 3.620

Table 3.6: Uncompensated Trap Signal Impedance Measurements. Measured the the
feedthrough connections after connecting the x and y coils in series.

To match the coil impedance to the design impedance of the amplifier, custom trans-

formers were built. The turn ratios for the transformers were nx = ny = 21 : 6 and

nz = 25 : 5. Additionally, a capacitor, Cm, was placed in series with the transformer as

shown in figure 3.14. This was done to cancel the inductive reactance at the drive frequency

so that the amplifier would effectively be driving a purely resistive load.

To select the values of the capacitors, the coils were connected to the secondary side of

the transformers and the impedance was measured once again using the Agilent LCR meter

at 10 kHz. The impedance measurements on the primary side of the transformer and the

capacitance used to null the reactance, C =
1

ω2L
for ω = 2π(10 kHz), are shown in table

3.7.

Signal R [Ω] L [µH] C [µF] Z [Ω] φ [◦]

X 6.365 17.68 14.3 6.461 -9.8
Y 6.446 16.4 15.4 6.528 9.0
Z+ 7.588 33.58 7.54 7.876 -15.5
Z− 7.385 32.84 7.71 7.668 15.6

Table 3.7: Waveguide Phase Compensated Impedance Measurements. L and C values were
measured on the load side of the transformer, whereas R was measured on the primary side.
Here Z is the impedance measured at 10 kHz with the compensating capacitor included
from the primary side of the transformer. φ is the measured phase shift. Clearly, the
compensation is imperfect.
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Incidentally, the selection of components for this voltage controlled, current source set

limitations on the frequencies which the function generators could be used. Since the load

appears as an RLC resonator, the sum and difference frequencies (Ω1±Ω2) had to be within

the FWHM of the resonance which was approximately 2 kHz. Otherwise, the signal would

be severely distorted.

Finally, a current sense transformer with a turn ratio of nsense = 1 : 200 was used on the

secondary (load) side of the transformer to measure the current through the load for each

of the four signals. A wire-wound resistor was placed across the secondary side of this sense

transformer with a value of 200 Ω, yielding a voltage Vsense = 1 V/A. Therefore, due to

the variability in the load impedance, we elected to run the circuit with negative feedback

to stabilize the current. This was done by taking the load current sense voltage Vsense

and returning it to the negative input of the RMX850 audio amplifier. This also has the

added benefit of minimizing the impact of load impedance variations due to temperature

fluctuations.

One important consideration was that the total loop gain of the circuit needed to go

to unity at a frequency below where the phase shifts in the loop reached 180◦. If the gain

exceeds unity, the circuit will “ring” at the frequency where the phase shifts add to 180◦.

The maximum gain setting necessary to prevent this ringing was determined empirically to

be 26 dB for all of the amplifiers. This value matches well with the theoretical value of 26

dB. This analysis largely follows that used by Baronowski et. al. [48].

3.4 Characterization

Finally, with all of the mechanical and electrical systems in place, we were able to charac-

terize the trap. To do this we loaded atoms into the trap to determine it’s performance in

situ. Several important details needed to be determined including the bias field scaling, the

quad strength needed to cancel gravity, and whether the trap really was in fact cylindrically
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symmetric.

To estimate the bias field strength, we look no further than the potential for the TOP

trap, equation (2.7). From this equation, we see that the offset in the potential minimum

is directly proportional to the bias field. Therefore, the bottom frequency of the trap,

or the RF frequency during evaporation which causes the maximum population loss, is

proportional to the bias strength. If we can make an accurate measurement of this frequency,

then we can in turn gain information on the bias strength, 2h̄ωbottom = µBB0. To do this,

an RF spectroscopy measurement was performed by turning on the RF at a constant level

for some set duration. The RF frequency was then varied and the number of atoms present

during absorption imaging was recorded. This produced a very noisy set of data due to the

fluctuations in the initial number of atoms before the RF was applied; however, there was

a clear dip at fbottom = 14.83± 0.06 MHz. This gives an estimate of the bias field strength

of B0 = 21.20± 0.09 Gauss. The current used for the bias in this experiment was 9.2 App.

This gives a bias field versus current of B0/I0 = 4.61 ± 0.01 Gauss/Amp. This is close

to the value computed using the simple model of two coils of B0/I0 = 4.48 Gauss/Amp.

Additionally, we know that the maximum bias field that we can apply with our current

setup is approximately 23 Gauss.

As a next step, the atoms were loaded into the new, cylindrical trap. To do this, the trap

had to be adiabatically deformed from the TOP trap used in the evaporation stage into the

new trap. Additionally, the centers of the two traps needed to be very close to coincident.

If the trap is deformed either non-adiabatically or the two traps are not coincident, then

the atom’s motion can be excited. This will result in the atoms oscillating in the final trap.

Therefore, in order to peak up these effects, the residual oscillations of the condensate were

minimized. The atoms were imaged from both the top (z) and side (y) directions so that

the oscillations of the atoms in the trap could be monitored in all three dimensions. To

center the two traps on one another an oscillation curve was first taken for the condensate

in the new trap. To do this, the atoms were loaded into the new trap and the time was
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adjusted between the time the trap was loaded and before the image was taken. Therefore

we were able to gain insight into the motion of the atoms in the trap. The data were fit to

a cosine function in each direction and the center of oscillation could be determined from

the fit. Upon determining the center of the new trap, the center of the TOP trap was

measured in a similar way. This measurement was much more straightforward since the

atoms weren’t visibly oscillating. The translation stage to which the large, DC spherical

quadrupole electromagnets are mounted was adjusted until the two traps were centered

on top of one another. To align the traps vertically, the coils had to be adjusted up and

down as well. The position of the coils was monitored with dial calipers along the track as

well as a ruler for the vertical direction during this adjustment procedure. This gave us a

quantifiable means of aligning the traps.

After centering the two traps on one another, we then proceeded to optimize the transfer

between the two traps. To do this, we lowered the strength of the DC quadrupole field while

increasing the strength of the AC quadrupole field. The optimum control sequence to switch

between the two was determined empirically. The sequence consists of several linear ramps

of the trapping configuration. An oscillation curve was taken after partially loading the

new trap and the duration for each step was chosen to minimize the oscillations. The final

sequence for switching between the TOP trap and the new trap is shown in table 3.8.

We then sought to adjust the quadrupole voltage to compensate for gravity. To induce

motion in the direction of gravity, the AC quadrupole voltage was set to zero throughout

the loading sequence and non-adiabatically switched on in the final trap configuration. This

caused the atoms to start falling and when the support against gravity was switched on,

the atoms would oscillate in the z direction. It can be seen from the model of the potential,

equation (3.10), that the equilibrium condition is given by

∂U

∂z
=

(
mg −

µBB
′
1

2

)
+mω2

zz0 = 0 (3.21)
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Duration [ms] DC Quad [V] AC Bias [V] AC Quad [V]

0.001 10.0 3.0 0.0
200r 8.0 3.0 8.0
400r 1.0 3.0 8.0
1000r 0.8 3.0 8.0
2000r 0.4 3.0 8.0
3000r 0.1 3.0 8.0
6000r 0.0 3.0 8.0
6000r 0.0 Vf 8.0

Table 3.8: Trap Loading Sequence. This is the transfer sequence between the TOP
trap and the new trap. The first line indicates the final configuration after evaporation.
The small “r” denotes that the analog voltages are ramped linearly over the duration noted.
Vf is the final bias voltage, which is adjusted depending upon the desired trap strength.

This gives the equilibrium position, z0 below.

z0 =
µBB

′
1

2mω2
z

(
1−

2mg

µBB′1

)
(3.22)

So by determining the center of oscillations (z0) at varying bias strengths (B0) for fixed quad

strength (B′1), the approximate quadrupole strength can be determined. If the quadrupole

strength is properly set to balance gravity (so z0 = 0), then the center of oscillations should

remain stationary as the bias is changed. This process was done iteratively until arriving

at the final setting of VquadAC
= 8.0 V. This corresponds to a current of I1 = 4.0 A, which

is almost exactly what was predicted by the numerical model of the trap (I1 = 3.96 A).

The final task was to determine the trapping frequencies as a function of bias strength.

To do this, the oscillations were again monitored in both directions. The center of the TOP

trap was purposely displaced from that of the new trap and the loading sequence was made

non-adiabatic in order to induce oscillations. These oscillations were then observed by the

same procedure as before. This was performed for various bias strengths.

These data were fit with sinusoidal functions and the fitting parameters included the

trap frequencies. The trap frequencies were then plotted versus bias voltage and the results

are shown in Figure 3.15.
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Figure 3.15: Measured Trap Frequen-
cies. Trap frequencies measured at varying
bias field strengths.

Axis A [V·Hz2] B [Hz2/V]

X 43.5± 2.5 −1.7± 0.2
Y 46.0± 2.9 −1.8± 0.2
Z 48.3± 6.4 9.0± 1.3

Table 3.9: Trap Frequency Fit Pa-
rameters.Fitting Function:

f(Vbias) =

√
A

Vbias
+BVbias

The fitting parameters used in the frequency scaling model can be related back to

the quadrupole strength and the curvature of the bias from equation (3.18). From these

relations, it is determined that B′1 = 33.7 ± 0.4 Gauss/cm and γ = 2.8 ± 1.0 cm−2. To

recap the previous results from the numerical simulation of the new trap, B′1 = 30.5 ± 0.1

Gauss/cm and γ = 3.96± 0.02.

3.5 Conclusions

In summary, a new and novel magnetic trap has been developed which offers a harmonic

trapping potential with cylindrical symmetry and support against gravity. The atomic

lifetime in this trap is well beyond a minute. Furthermore, the trapping strength can be

adjusted by tuning the bias field strength, which will allow for scalability when it comes

time to implement the improved Sagnac interferometer.
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4 Interferometry

Now that we have a BEC and are able to load it into our magnetic trap, we are ready to begin

coherently manipulating the atoms in order to perform some interferometric measurements.

In addition to the application of the gravimeter, this also opens the possibility of creating

interferometers in which the output phase depends upon the atomic recoil frequency. In the

next sections, the theory of this asymmetric process will be developed in further detail and

discussion of two interferometers which have been implemented using this pulse technique

will be explored.

4.1 Asymmetric Splitting/Recombination

To implement the asymmetric splitting necessary for the gravimeter proposed in section

1.5, we consider the method proposed in [49, 50]. This method involves using two counter-

propagating beams at slightly different frequencies to implement a moving optical Bragg

grating. In this sense, the standing wave created by the two beams actually moves with a

group velocity in the direction that we wish to kick the atoms. This can also be understood

from the energy-momentum diagram shown in figure 4.1. The atoms absorb a photon from

the beam coming from the left and then emit a photon into the beam coming from the right

via stimulated emission. This process conserves both energy and momentum and results in

the atoms gaining 2h̄k momentum from the photon absorption-emission process.

In addition to the application of the gravimeter, this also opens the possibility of creating



CHAPTER 4. INTERFEROMETRY 72

5S1/2

| − 1〉

|0〉

|1〉

ω + δω

ω

Figure 4.1: Energy-momentum Diagram for Asymmetric Split/Recombination
Pulse. Two counter-propagating lasers with frequencies ω and ω+ δω are used to create a
standing wave. The atoms are kicked in the direction of the higher energy beam.

interferometers in which the output phase depends upon the atomic recoil frequency. In

the next, subsections, I will develop the theory of this asymmetric process in further detail

and discuss two interferometers which have been implemented using this pulse technique.

4.1.1 Theory

To develop the theoretical grounds for the asymmetric splitting, we can begin with the

one-dimensional Schrödinger equation:

ih̄
∂Ψ

∂t
= HΨ =

(
− h̄

2m

∂2

∂z2
+ V (z)

)
Ψ (4.1)

Here H is the Hamiltonian, V (z) is the potential energy along the z direction, and Ψ is the

atomic wavefunction. If we apply a two color standing wave such that the beam from the

left of the atoms has a frequency ω+δω and the beam hitting the atoms from the right side

has angular frequency ω, then the atoms will experience a potential due to the AC Stark

shift. The potential energy is as follows:

V (z) = h̄Γ
I(z)

Isat

Γ

4∆
= −

1

2
α〈E2〉 (4.2)
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Here, ∆ is the laser detuning from the resonant atomic transition, Γ is the natural linewidth

of the atomic transition, Isat is the saturation intensity, I(z) is the combined light intensity

from the two laser beams as a function of position z, α is the polarizability, and E is the

electric field.

We know that the intensity is proportional to the square of the magnitude of the electric

field vector. So we should first determine this quantity for the standing wave described

above. For the sake of simplicity, let’s assume that the beams are actually plane waves,

which is a fair assumption if the Gaussian beams are well-collimated and large compared

to the atoms in size. In this case, the total electric field at the location of the atoms can be

written as:

Etot = E1e
i(kz−ωt−δωt) + E2e

i(−kz−ωt−α) (4.3)

Here E1 is the electric field from the beam traveling from left to right, E2 the electric field

due to the beam traveling from right to left, ω + δω is the frequency of the right moving

beam, ω is the frequency of the left traveling beam, and α is the relative phase difference

between the two beams and no longer represents the polarizability. It is worth noting that

|k1| ≈ |k2| = k. To determine the potential due to the AC Stark shift, we need to know

the intensity as a function of position. This is given in equation (4.4):

I ∝ |Etot|2 = |E1|2 + |E2|2 + 2E1 ·E2 cos (2kz − δωt+ α) (4.4)

Thus, we can simply write the potential as shown in equation (4.5).

V (z) = h̄β0 + h̄β cos (2kz − δωt+ α) (4.5)

The constant offset will shift all of the energy levels by the same amount, and will therefore

not contribute to the overall evolution of the atomic wavefunction. Therefore, we can drop

the constant term and only keep the term that changes with z. The resulting, simplified

potential is therefore
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V (z) = h̄β cos(2kz − δωt+ α) (4.6)

where β is related to the two beam intensities, I1 and I2, using equation (4.7).

β =
Γ2

2∆

√
I1I2

Isat
(4.7)

With these simplifications, Schrödinger’s equation becomes:

ih̄
∂Ψ

∂t
=

[
− h̄2

2m

∂2

∂z2
+ h̄β cos (2kz − δωt+ α)

]
Ψ (4.8)

To determine the wavefunction, we can utilize the Bloch Expansion, i.e. equation (4.9).

Ψ =
∞∑

n=−∞
cn(t)ei(2nk+κ)z =

∞∑
n=−∞

cn|n〉 (4.9)

Here h̄κ is an offset in the momentum of the waves and |n〉 represents a particle with

momentum of 2nh̄k. Physically, this corresponds to the initial momentum of the atoms.

The 2h̄k comes from the fact that this is a two photon transition. In the Bloch expansion,

Schrödinger’s equation yields a set of infinite, coupled differential equations relating the

coefficients, cn.

ih̄ċn|n〉 =

[
h̄2

2m
(2nk + κ)2 + h̄β

(
ei(2kz−δωt+α) + e−i(2kz−δωt+α)

)]
cn|n〉 (4.10)

ih̄ċn|n〉 =
h̄2

2m
(2nk + κ)2cn|n〉+ h̄β

(
ei(α−δωt)cn|n+ 1〉+ e−i(α−δωt)cn|n− 1〉

)
(4.11)

If we multiply this equation by 〈m|, then we can determine the mth equation:

ih̄ċnδm,n =
h̄2

2m
(2nk + κ)2cnδm,n + h̄β

(
ei(α−δωt)cnδm,n+1 + e−i(α−δωt)cnδm,n−1

)
(4.12)

Therefore the infinite series of coupled ODE’s is given by the representative equation:
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ih̄ċn =
h̄2k

2m
(2n+ κ/k)2cn + h̄β

(
ei(α−δωt)cn−1 + e−i(α−δωt)cn+1

)
(4.13)

This system of infinite, coupled ODE’s can be readily solved by truncating the system at a

reasonable momentum state and using a mathematical suite such as MATLAB to solve them

numerically for a given set of initial conditions, i.e. cn(0). However, to gain insight into the

splitting/recombination, one can simplify the calculation by transforming these equations

into the interaction picture by absorbing the time varying bit into the state vectors. Let,

cn(t) = dn(t)e−iEnt/h̄, where dn(t) is a slowly varying function of time. Substituting this

into equation (4.13) yields

ih̄ḋn =
h̄β

2

{
dn−1e

i[α+(En−En−1−δω)t] + dn+1e
−i[α+(En+1−En−δω)t]

}
(4.14)

If δω ≈ En+1−En and β � En+1−En, then we can drop all of the rapidly oscillating terms

because they will average out and only keep the slowly varying terms (this is the rotating-

wave approximation). This leaves only two coupled states, |n〉 and |n + 1〉. Therefore, we

can approximate the system as a two-level system and the Hamiltonian becomes

H =
h̄

2


2ωR

(
2(n+ 1) +

κ

k

)2

βei[α−δωt]

βe−i[α−δωt] 2ωR

(
2n+

κ

k

)2

 (4.15)

Here ωR ≡
h̄k2

2m
is the recoil frequency from absorbing a single photon. If we change our

state definitions, such that one of the states has its phase evolving with the standing wave

phase as shown in equation (4.16),

|Ψ〉 =

[
cn+1

cn

]
=

[
dn+1e

iδωt

dn

]
(4.16)

then this reduces to a normal two-level system, with detuning ∆ ≡ 4h̄ωR(2n+1+κ/k)−δω
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and interaction strength Ω = βeiα. The results of such a system have been detailed by

many sources[34]. I will summarize the relevant results here.

The two-level system with states |g〉 and |e〉 and is governed by the Hamiltonian shown

in equation (4.17).

H =
h̄

2

[
2∆ Ω
Ω∗ 0

]
(4.17)

The eigen-energies of the Hamiltonian are given by

E± =
h̄

2
(∆± ΩR) (4.18)

where ΩR ≡
√
|Ω|2 + ∆2. The eigenvectors can be found in the basis of |g〉 and |e〉 written

in the form

|±〉 =

[
ce
cg

]
=

1√
2ΩR(ΩR ±∆)

[
ΩR ±∆
±Ω∗

]
(4.19)

To understand how the states evolve in time, the propagator, U(t) ≡ e−iHt/h̄, can be used.

In the basis of |+〉 and |−〉, this can be written quite simply as

U(t) =

[
e−iE+t/h̄ 0

0 e−iE−t/h̄

]
(4.20)

While this is trivial to calculate, we really care about the propagator in the basis of |g〉

and |e〉 and therefore need to transform back to this basis. This can be done with a few

algebraic steps, which I will skip here, to obtain the very useful result

U(t) = e−i∆t/2


cos

(
ΩRt

2

)
− i

∆

ΩR
sin

(
ΩRt

2

)
−i

Ω

ΩR
sin

(
ΩRt

2

)

−i
Ω∗

ΩR
sin

(
ΩRt

2

)
cos

(
ΩRt

2

)
+ i

∆

ΩR
sin

(
ΩRt

2

)
 (4.21)

which we can use to calculate the time evolution of the of the state vector by |ψ(t)〉 =

U(t)|ψ(0)〉.
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It is worth noting that a change in the initial velocity of the atoms acts in the same way

as a detuning of the system since ∆ = 4h̄ωR(2n+1+κ/k)−δω. If the initial velocity is large,

or the detuning is far from the resonant condition, then the rotating wave approximation

made previously to reduce the system to two levels will typically break down.

For our experiments, we will start with the atoms at rest or in state |0〉. If we set the

detuning between the two Bragg beams such that δω = E1−E0, then we can couple to the

state moving with +2h̄k momentum in the direction of the higher frequency beam.

Thus, if we start with atoms in |0〉 and apply a π/2-pulse, i.e. βts = π/2, then we

should be able to create a 50-50 beam-splitter which leaves half of the atoms at rest and

kicks half of the atoms into the |1〉 state, i.e. |0〉 → |0〉+ |1〉. It follows from equation 4.21

that if the directions of the two beams are reversed or the relative detunings altered such

that δω = E0 − E1, then the transition can be driven in the opposite direction.

While this simplified picture is useful in our understanding of the underlying physics it

is incomplete. We have neglected couplings to the other momentum states as well as the

effects of the detuning between the lasers and the initial velocity of the atoms. To include

these effects, we go back to the infinite series of coupled, differential equations from equation

(4.13) and rewrite them in the following form:

ċn =
h̄

2m
(2nk + κ)2cn + β

(
ei(α−δωt)cn−1 + e−i(α−δωt)cn+1

)
(4.22)

By truncating the basis at some reasonable level this system of equations can be numerically

integrated using MATLAB. To determine how many momentum states are necessary, we

plot the fraction of atoms in each state versus the relevant parameters, β and t, the time

that the light is pulsed on. We examine the ideal case where the detuning is set to the

energy splitting between the |0〉 and | ± 1〉 states, and plot the probability for the atoms

to be in the various momentum states versus β and t, the pulse time, as shown in Figure

4.2. In the case that the intensity remains low, we see that our approximate 2-level solution

is quite good and the population very nearly Rabi oscillates between the |0〉 and |1〉 state.
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Figure 4.2: Split Probabilities. These plots show the population of the state |− 1〉, |0〉,
and |1〉 versus pulse intensity and duration.

However, as the intensity increases, that approximation begins to break down since more

atoms are transferred to the other momentum states and as such they can no longer be

neglected.

It is worth noting that as β is increased, the fractional population in the incorrect

momentum state |−1〉 is no longer negligible. To this point the initial velocity (or detuning

for that matter), has been neglected. If we define the fidelity, F , of our kick operation as

the fraction of the atoms that make it into the desired state, i.e. F = |〈ψ|1〉|2. We then

elect to optimize the pulse duration for a given β by increasing the time from zero to the
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first maximum. These results are shown in Figures 4.3a and 4.3b respectively.

(a) Intensity Dependence of Optimal Pulse
Fidelity.

(b) Intensity Dependence of Optimal Pulse
Duration.

(c) Intensity and Initial Velocity Depen-
dence of Fidelity.

(d) Velocity and Intensity Dependence of
βts.

Figure 4.3: Split Pulse Numerical Calculation Results

Additionally, the dependence of the fidelity and the pulse duration were examined as

a function of pulse intensity parameter, β, and initial velocity parameter, κ, with fixed

δω = 4ωR. To do this, the pulse duration was optimized for each value of β and κ such

that the fidelity of the splitting operation was maximized.The results of this optimization

are shown in Figures 4.3c and 4.3d respectively.

From these plots, there are two trends that will play a vital role in the experiments
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that were performed. First, as I’ve already mentioned, the fidelity decreases as β increases

due to losses into the weakly coupled states, which the simple two-level model neglects.

Furthermore, at lower intensities, the width of the fidelity peak in velocity becomes quite

narrow and expands nearly linearly with pulse duration. Both of these phenomena can

be explained by a simple argument of the frequency width of the pulse. For a very short

pulse, the frequency width is quite large and the pulse will therefore couple states with

large energy differences, or in this case the different momentum states. On the contrary,

long pulses are quite narrow in frequency-space and will therefore only couple states that

are nearly degenerate.

4.1.2 Implementation

In order to implement the asymmetric splitting of the atoms, it was necessary to develop

a new Bragg beam setup. This was largely the focus of Eun Oh’s dissertation [23] and

so I will not focus too heavily on the details. However, I will discuss the basic setup and

operation of the new Bragg setup. As shown in section 4.1.1, when two beams with a

frequency difference equal to the splitting between the non-moving and moving state are

used to create the optical potential for the atomic wavefunction, a transition can be driven

directly between |0〉 and either of the states | ± 1〉, depending upon the direction of the two

beams. To create the two beams, detuned by δω, we use the optical setup shown in figure

4.4. In this setup we derive the two beams constituting the Bragg potential from the same

laser; In this case, a New Focus TLM-7000 External Cavity Diode Laser operating near the

cooling transition (780.245 nm) is used. The beam is then split using a polarizing beam-

splitting cube and sent through two separate Acousto-Optical Modulators (AOM). We then

drive AOM1 and AOM2 at angular frequencies ω1 and ω2, respectively. I will discuss how

these frequencies are derived momentarily. The output beams from each AOM are then

coupled into polarization maintaining fibers. One of the fibers has an inline Electro-Optical

Modulator (EOM), which is used to adjust the relative phase difference between the two
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beams. The beams are then output coupled from the fibers near the science cell and hit

the atoms from opposite directions, resulting in the potential discussed in equation (4.6).

+1

+1
EOM

Laser

Isolator λ/2 PBS
AOM 1

f1

AOM 2

f2

fiber

fiber

Dual PD

atoms

70/30
BS

Figure 4.4: Optical Block Diagram for Bragg Beam Setup. The optical interfer-
ometer is used to stabilize the phase of the pulse at the beginning of each pulse. The EOM
is used as an adjustable phase shifter.

Additionally, there is an optical Michelson interferometer to read out the phase difference

between the two beams. This is used to actively stabilize the phase at the beginning of each

pulse using the EOM phase shifter shown in one of the optical paths. This technique

has been used previously for Stimulated Raman transitions [12]. A heterodyne lock was

sufficient in this case because they were driving transitions between the internal states of

the atoms, which are separated by energies on the order of gigahertz. However, in our case,

we are operating in the Bragg regime and the splitting between the momentum states is

only on the order of kilohertz. As seen from our calculations, we need to operate at pulse

durations on the order of 100 microseconds, and so a heterodyne lock would not be sufficient

to lock the phase of the pulse because the measurement time would take too long.

To overcome this limitation, Eun Oh has developed a different technique for reading

out the phase difference. In this case, the two beams are intentionally misaligned such that

there is an angle between them at the location of the photodiode. This has the effect of

converting the temporal phase variation into spatial intensity variation. To illustrate this,
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consider two plane waves incident on a surface with angle, θ, between them as shown in

figure 4.5. The interference pattern at the location of the photodiodes can be computed as

k1,E1

k2,E2

θ

Figure 4.5: Angle Between Bragg Beams at Photo-detector.

follows

I ∝ |Etot|2 =
[
E∗1e

−i(k1·r−ω1t+α) + E∗2e
−i(k2·r−ω2t)

]
·
[
E1e

i(k1·r−ω1t+α) + E2e
i(k2·r−ω2t)

]
(4.23)

I ∝ |E1|2 + |E2|2 + E∗1 ·E2e
i[(k2−k1)·r−(ω2−ω1)t+α] + E1 ·E∗2e−i[(k2−k1)·r−(ω2−ω1)t+α] (4.24)

If E1 and E2 are taken to be linearly polarized along ẑ then we can simplify this to

I = I0 + I1 cos [(k2 − k1) · r− (ω2 − ω1)t] (4.25)

In this case, we take k1 = |k1|x̂ and k2 = |k2| cos(θ)x̂ + |k2| sin(θ)ŷ and the photodiode to

be positioned at x = 0. Therefore, the resultant interference pattern is expressed as

I = I0 + I1 cos [|k2| sin(θ)y − (ω2 − ω1)t+ α] (4.26)

By adjusting the angle between the beams at the photodiode such that the period of the

spatial intensity pattern covers the entire photodiode, then the phase, α, can be extracted

by measuring the difference signal between two closely spaced photodiodes.

The frequencies used for driving the AOM’s are derived from a single RF source op-

erating at angular frequency ωRF ; however, one of the signals is modulated using an I-Q

modulator to produce an RF signal at f ′. Both signals are fed into a variable attenuators

followed by amplifiers. The net result is approximately 1 Watt of RF power at ωRF and f ′
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

PD1 

PD2 

Figure 4.6: Schematic Representation of Interference Pattern at Dual Pho-
todiode. As the phase shifts between the two beams, the pattern moves between the
photodiodes. The difference in photodiode currents is measured and is proportional to the
phase shift. The difference between the red and blue patterns is about 180◦ phase shift.

to drive the two AOM’s. This is shown schematically in figure 4.7.

The basic function of the I-Q modulator is to take the low frequency inputs, I and Q,

as well as the RF signal from the local oscillator, LO, and produce the output shown in

equation (4.27)

Vout = I cos(ωLOt) +Q sin(ωLOt) (4.27)

The multiplexer (MUX) in the circuit is used to switch the inputs V 1, V 2, V 3, and V 4

between the outputs Out1 and Out2 depending upon the configuration of the digital ad-

dressing bits C1 and C2. Additionally, V 1 and V 2 are driven by the same function generator

with a sinusoidal voltage. The only difference is that the input to V 2 first passes through

a phase shifter which adds a +90◦ phase shift. The various output configurations of the

multiplexer are shown in table 4.1. To implement the relative frequency shift needed to

perform the asymmetric splitting operation, the sinusoidal voltage applied to V 1 and V 2

are driven at angular frequency δω, chosen to be equal to the energy splitting between |0〉

and | ± 1〉, or approximately 15 kHz. In this way, the output from the I-Q modulator for
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Figure 4.7: Electronics for Driving the Bragg Beam AOMs.

C1 C2 Out1 Out2

0 0 V0 cos(δωt) V0 sin(δωt)
0 1 V0 sin(δωt) V0 cos(δωt)
1 0 V 3 V 4
1 1 V 4 V 3

Table 4.1: MUX Output Configuration. C1 and C2 are the control bits of the MUX

the various control bit configurations is given in table 4.2. The resulting outputs will allow

the frequency of AOM 2 to be either red or blue shifted from that of AOM 1 by δω. The

phase stability of the lock was measured to be approximately 100 mrad. With this, all of

the pieces are in place to perform the asymmetric splitting operation.

4.1.3 Results

To test the asymmetric splitting, the optics were set up as shown in figure 4.4. The polar-

izing beam splitter, fiber coupler, adjustable mirror and dual photodiode, were assembled

together in a cage mount system and the entire system was mounted to a three-dimensional

translation stage. To align the beam on the condensate, the beam was blocked before en-
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C1 C2 Vout
0 0 V0 cos[(ωRF − δω)t]
0 1 V0 cos[(ωRF + δω)t]
1 0 V 3 cos(ωRF t) + V 4 sin(ωRF t)
1 1 V 4 cos(ωRF t) + V 3 sin(ωRF t)

Table 4.2: I-Q Modulator Outputs. C1 and C2 are the control bits of the MUX

tering the EOM fiber. Therefore only the beam from the other fiber was present in the

science cell. The laser was shifted close to resonance (λ = 780.240 nm), such that atoms

would scatter the photons and therefore the number of atoms seen by absorption imaging

would be decreased. The number of atoms remaining after a long (≈ 0.5 seconds) pulse of

the single Bragg beam was measured as a function of the translation stage position. The

resulting atom loss gave a good measure for the center of the cloud of atoms. Additionally,

this gave a measure of the peak scattering rate, from which an estimate of intensity and

thus β for this single beam can be obtained.

Upon getting the beam lined up on the atomic cloud, the other beam was then unblocked

and two mirrors are used to walk the beams on top of one another. This was most readily

achieved by monitoring the power coupling of the second beam into the fiber for the first

beam. Upon doing this we attempted to split the atoms.

The condensate was loaded into a fairly weak trap ωx = ωy = 2π × 2 Hz and ωz =

2π × 7 Hz and the splitting pulse was applied. After applying the pulse, the atoms were

allowed to evolve in the trap for approximately 50 ms before being dropped for 5 ms and

imaged via absorption imaging. By doing this, the different momentum states had time to

separate and could be readily distinguished. We adjusted the pulse duration and measured

the number of atoms in states |0〉, |1〉, and | − 1〉. When the frequency of AOM 2 was

shifted blue of AOM 1 by δω ≈ +15 kHz, the atoms were kicked in the direction of the

beam coming from AOM 2. On the contrary, when the frequency of AOM 2 was shifted red

of AOM 1 by δω = −15 kHz, the atoms were kicked in the direction of the beam coming
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from AOM 1. This is exactly what one would expect from the theory.

Additionally, the fractional populations were mapped out for varying pulse durations.

The images typically seen were like those in Figure 4.8. Data was taken with many samples

Figure 4.8: Atoms After Various Split Pulse Durations. This figure shows three
cases, [Left] no pulse, [Middle] a π/2-pulse and [Right] a π-pulse. The top cloud in the
picture is the packet moving with +2h̄k and the bottom cloud is stationary.

at varying times and the results were plotted. The fractional number of atoms in each

packet are plotted versus the split pulse duration in Figure 4.9. The population very clearly

Rabi oscillates between the states |0〉 and |1〉. The fact that the oscillations do not have an

amplitude of 100% is likely due to the atoms having an initial velocity. This comes directly

from the fact that the initial velocity acts as a detuning, ∆ ≡ 4h̄ωR(2n+ 1 + κ/k)− δω. In

any case, it is clear that the atoms can be coherently transferred between the states.

4.2 Ramsey Interferometer

As a first attempt at making an interferometer, we consider a Ramsey type interferometer

[51]. Ramsey introduced the separated oscillatory fields interferometer to study the internal
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Figure 4.9: Momentum State Populations versus Splitting Time. The atoms
oscillate between the moving and stationary states.

states transition; however, we keep our atoms in the same internal state. A typical Ramsey

interferometer is characterized by taking the atoms in one state, applying a π/2-pulse to

transfer the atoms into a superposition state, then allowing the atoms to freely-evolve in

a non-interaction region followed by the application of a second π/2-pulse to read-out the

developed phase. This phase shift comes from the difference in energies between the two

states in the system. A schematic representation of this is shown in figure 4.10.

It is worth noting that for our experiment the difference in energies between the two

states comes from the difference in their kinetic energy. The diagram in figure 4.10 is

exaggerated to show that if enough time is placed between the two π/2-pulses, then the

atomic wave-packets will separate. I will return to this thought a bit later as it is quite

relevant to our results. For now, I will develop the theory assuming that the separation of

the wavepackets is small compared to their extent.
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Figure 4.10: Schematic Representation of a Ramsey Interferometer. The basic
implementation is two π/2 splitting pulses separated by some time T .

4.2.1 Theory

We begin by assuming that the atoms start with nearly zero initial velocity |Ψ0〉 = |0〉 and

by neglecting the effects of the confining potential, which should be valid near the center

of the trap. The atoms are then split into an even superposition using a π/2-pulse of the

splitting light, i.e. βts = π/2. We can calculate the resulting wavefunction after the split

using equation 4.21.

|Ψ0〉 →
1√
2

[
|0〉 − ieiφs1 |1〉

]
(4.28)

where φs1 is the phase written onto the atomic wavefunction by the laser. The atoms are

then allowed to free evolve for time T . We can use the same propagator with |Ω| = 0, So

after free evolution, the wavefunction is given by
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|Ψfe〉 =
1√
2

[
|0〉 − iei(φs1−∆T )|1〉

]
(4.29)

When the recombination π/2-pulse is applied, the transitions shown below will be driven.

|0〉 → 1√
2

[
|0〉 − ieiφs2 |1〉

]
|1〉 → 1√

2

[
−ie−iφs2 |0〉+ |1〉

] (4.30)

This leads to the final wavefunction:

|Ψf 〉 =
1

2

[(
1− e−iφ

)
|0〉 − iei(φs1−∆T )

(
1 + e−iφ)

)
|1〉
]

(4.31)

where φ ≡ ∆T + φs2 − φs1 for simplification. From this we can compute the probability

that the atoms will either be in the moving of non-moving states. This corresponds to the

measurable quantity of the fractional populations in each state.

N0

N
= P0 = |〈Ψf |0〉|2 =

1

4

(
1− e−iφ

)(
1− eiφ

)
= sin2

(
φ

2

)
(4.32)

N1

N
= P1 = |〈Ψf |1〉|2 =

1

4

(
1 + e−iφ

)(
1 + eiφ

)
= cos2

(
φ

2

)
(4.33)

First, let’s consider the case that the laser is allowed to evolve freely between the two

π/2-pulses. In this case the atomic phase and the laser phase should still remain in sync

throughout the interferometer, which leads to φs2 = φs1 = 0. In the case that the detuning,

∆, is zero, all of the atoms will be transferred to the moving state. If however there is

a small detuning, then the interferometer phase does depend on time. So measuring the

the fraction of atoms that returns to rest will oscillate at the beat frequency between the

lasers and the atomic level splitting. This calculation is a little oversimplified in this case.

There is also an offset phase that gets added in due to the detuning if a full calculation is

performed.

The other case we consider is when the laser phase is not allowed to evolve freely
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between the two π/2-pulses. If instead the laser phase is reset to it’s initial value, i.e.

φs2 = −δω(T + ts), where ts is the duration of the split pulse. In this case, the phase

becomes time dependent. Specifically, if the fraction of atoms returning to rest is measured

versus the free evolution time, then the output should oscillate at the energy splitting

between the moving and non-moving states.

N0

N
=

1

2

[
1− cos

(
(E1 − E0)

h̄
T − δωts

)]
(4.34)

We know that the energy splitting is proportional to the recoil frequency, E1 − E0 =

4h̄ωR(1+κ/k). Therefore, the fraction of atoms returning to rest will oscillate at four times

the recoil frequency. This corresponds to a period of approximately 67µs. It is also worth

noting that this measurement is sensitive to the initial velocity of the atoms and effort must

be made to reduce that effect as much as possible. Specifically, any velocity noise will create

phase noise in the interferometer output.

4.2.2 Results

In order to actually measure an interference curve, the Bragg beams were set up along the

Y-axis of the guide, where optical access is readily available. The atoms were loaded into

the waveguide in a fairly weak potential, i.e. ωx = ωy = 2π(2 Hz) and ωz = 2π(7 Hz).

To minimize the effects of the initial velocity, the oscillatory motion of the atoms was

measured. From these measurements the time could be adjusted between the trap loading

sequence and the interferometry pulse sequence. The time was set such that the interfer-

ometer began while the atoms were at the turning point in their oscillation, i.e. κ ∝ v ≈ 0.

The total interferometer time, T , was adjusted by small amounts and the fraction of

atoms returning to rest was measured in order to measure the oscillation period. This was

performed at several nominal times and some of the results can be seen in figure 4.11.

We fit the data to a cosine function and the fitting parameters are shown in table 4.3.
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Figure 4.11: Ramsey Interference Curves. The fractional population of the atoms
returning to rest at the end of the interferometer sequence versus the total interferometer
time for three nominal times (a) 0ms, (b) 1 ms and (c) 3 ms. Each point shows the average
of three runs at a given interferometer time, with the error bars representing the standard
deviation of those measurements. Each set of data took approximately 45 minutes to record.
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The fitting function used is defined as:

N0

N
= y0 +A cos

[(
2π

T

)
(t− t0)

]
(4.35)

Parameter 0 [ms] 0.25 [ms] 1 [ms]

y0 0.505± 0.05 0.69± 0.02 0.45± 0.01
A 0.40± 0.07 0.19± 0.03 0.047± 0.036

t0[µs] 0.033± 0.002 0.04± 0.01 −0.04± 0.18
T [µs] 0.067± 0.006 0.063± 0.003 0.076± 0.012

Parameter 2 [ms] 3 [ms]

y0 0.45± 0.02 0.484± 0.002
A 0.04± 0.03 0.04± 0.03

t0[µs] 0.055 0.65± 0.05
T [µs] 0.0662± 0.00003 0.057± 0.001

Table 4.3: Ramsey Interference Curve Fitting Parameters. This table shows the
fitting parameters for the 5 nominal, total Ramsey interferometers that we implemented.
The fitting function is shown in equation 4.35

From these fitting parameters, we can immediately see that the period of oscillation is

very near the expected value of 66 µs. In fact, the average value for the period is 65.7±3.1µs.

This yields a measurement with 3% error and only 1.4% away from the expected value.

While this gives a nice demonstration of interference, this result can be improved upon by

employing the power of the interferometer as discussed in 4.4. From the fitting parameter

data, we can also calculate the visibility of the interferometer and examine the limitations

of the interferometer. The visibility is usually defined as in equation 4.36 [52].

V =
max−min
max+min

(4.36)

In terms of our fitting parameters from equation 4.35 this is V = A/y0.

At some point, the data becomes quite noisy and the fitting will no longer work. How-

ever, there is still some underlying visibility. We usually refer to this as contrast. We can



4.2. RAMSEY INTERFEROMETER 93

obtain a measure of the contrast by considering the expected value and the variance of

N0/N for an interferometer with uniform phase noise, f(φ), ranging from 0 to 2π as shown

in equation 4.37.

f(φ) =

 1

2π
0 ≤ φ ≤ 2π

0 otherwise
(4.37)

The interferometer output is expected to be N0/N = (1/2)(1 + V cos(φ)), where V is the

underlying visibility. Therefore the expectation value of N0/N and of (N0/N)2 will be given

by equations 4.38 and 4.39, respectively.

E

(
N0

N

)
=

∫ 2π

0

1 + V cos(φ)

2
dφ =

1

2
(4.38)

E

(N0

N

)2
 =

∫ 2π

0

[1 + V cos(φ)]2

4
dφ =

1

8π

(
2π + V 2π

)
(4.39)

Therefore the variance in N0/N is directly related to the contrast as shown in equation

4.40.

∆ ≡ V

(
N0

N

)
=

√√√√√E

(N0

N

)2
− E(N0

N

)2

=
V
√

8
(4.40)

To understand the expected behavior for the directly measured visibility we must con-

sider the initial velocity noise. As mentioned previously, the phase for our Ramsey interfer-

ometer depends on the initial velocity since φ = 4ωRT (1 + κ/k), where T is again the total

time of the interferometer. If we assume that the initial velocity has a Gaussian distribution,

f(κ), centered around κ = 0 as shown in equation 4.41.

f(κ) =
1

√
2πδκ

e−κ
2/(2δκ2) (4.41)

The expectation value of N0/N can be calculated in this case to be:
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E

(
N0

N

)
=

∫ ∞
−∞

1

2

(
1 + V cos

[
4ωRT

(
1 +

κ

k

)])
f(κ)dκ =

1

2
+
V0

2
cos(4ωRT )e−32ω2

Rδκ
2T 2/k2

(4.42)

From this expression, we see that the measured visibility will vary as a function of time as

shown below.

V (T ) = V0e
−8ω2

Rδκ
2T 2/k2 (4.43)

here V0 is the measured visibility at T = 0.

We would also like to understand what limits the underlying visibility. In this case

we must take into consideration the finite extent of the atomic wavefunctions, Ψ1 and Ψ2.

Upon recombination, we expect that the interference will depend upon how well overlapped

the two packets are. Mathematically, this is represented as the overlap integral shown in

equation 4.44.

V =

∫
Ψ1Ψ2d

3r (4.44)

To find the atomic wavefunction of a Bose-Einstein Condensate, one must turn to the non-

linear Shrödinger equation known as the Gross-Pitaevskii Equation (GPE). I will spare the

details here [53]; however, the solution becomes quite simple in the case that the kinetic

energy is negligible, the Thomas-Fermi limit. In this case, the wavefunction is given by:

ΨTF =

√
µ− V (r)

g
(4.45)

where g = 4πh̄2a/m is the self-interaction, a = 5.77 nm is the scattering length and µ is the

chemical potential. In our experiment the potential is harmonic and so the wavefunction

can be written in terms of the Thomas-Fermi lengths in each direction, Lx, Ly, and Lz.
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ΨTF =

√√√√√n0

1−

(
x

Lx

)2

−

(
y

Ly

)2

−

(
z

Lz

)2
 (4.46)

When the Bragg splitting pulse is applied at T = 0, one of the wavepackets begins

moving along the direction of the Bragg beam (we’re splitting along y) with v = 2vR ≈ 12

mm/s. This time dependence was included into one of the wavefunctions and the overlap

integral was computed numerically. This numeric result was then used to fit the contrast

data. Since the lengths are related via the trapping frequencies, there were only two free

parameters in the fit. One of lengths and an overall multiplier. We obtain the results

plotted in figure 4.12.
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Figure 4.12: Ramsey Interferometer Visibility versus Interferometer Time. The
visibility (blue) and the contrast (blue) are presented along with their respective fitting
functions.

The visibility clearly drops off quite quickly, taking only about 300 microseconds to
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drop off; however, the contrast remains good for several milliseconds. The results from the

fit using the Thomas-Fermi wavefunctions show that it takes approximately 4 ms for the

wavepackets to completely separate and that the extent of the wavepacket is approximately

32 µm. This later number is consistent with the size that we get from fitting the absorption

images of the cloud.

Additionally, we can obtain a measure of the initial velocity noise from the fit of the

actual visibility using equation 4.43. This gives velocity noise of δκ/k = δv/vR ≈ 0.02. So

the initial velocity fluctuates by about 240 µm/s. This is consistent with the measurements

that we obtain by measuring the oscillations of the atoms in the trap.

4.3 Ramsey-Bordé Interferometer

As a second type of interferometer, we implemented a Ramsey-Bordé configuration. This

is essentially a variant of the Ramsey interferometer, but with the addition of one or more

π-pulses between the two π/2-pulses as shown in figure 4.13. The effect of these additional

pulses is to increase the total coherence time by creating a quantum revival effect. This can

be thought of most simply as allowing the atomic wavepackets to return to the same position

at the end of the interferometer, ensuring good overlap of the wavepackets. Additionally,

because of the symmetry of the interferometer, the initial velocity of the atoms no longer

impacts the phase. In our interferometer, the π-pulses are reflect pulses. That is to say,

they drive |1〉 ↔ | − 1〉. The basic schematic of such an interferometer is shown in figure

4.13. While the quantum revival effect can be achieved with only one reflect pulse, there are

other limitations to the interferometer performance. Since the interferometry is performed

with the atoms in a harmonic trapping potential, phase gradients can develop between

the two packets. This can cause issues with the readout. As such we chose to use a two

sided interferometer which should minimize these phase gradients [54]. As a second type of

interferometer, we implemented a Ramsey-Bordé configuration. This is essentially a variant
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of the Ramsey interferometer, but with the addition of one or more π-pulses between the

two π/2-pulses as shown in figure 4.13. The effect of these additional pulses is to increase

the total coherence time by creating a quantum revival effect. This can be thought of

most simply as allowing the atomic wavepackets to return to the same position at the end

of the interferometer, ensuring good overlap of the wavepackets. Additionally, because of

the symmetry of the interferometer, the initial velocity of the atoms no longer impacts the

phase. In our interferometer, the π-pulses are reflect pulses. That is to say, they drive

|1〉 ↔ | − 1〉. The basic schematic of such an interferometer is shown in figure 4.13. While

the quantum revival effect can be achieved with only one reflect pulse, there are other

limitations to the interferometer performance. Since the interferometry is performed with

the atoms in a harmonic trapping potential, phase gradients can develop between the two

packets. This can cause issues with the readout. As such we chose to use a two sided

interferometer which should minimize these phase gradients [54].

4.3.1 Theory

In order to implement this interferometer configuration, we need the ability to reflect the

atoms, i.e. drive the transition |+1〉 ↔ |−1〉. This was looked at previously in our group by

Hughes et. al. [49]. It was found that in order to achieve a high fidelity reflect operation a

single pulse (with both beams operated at ω) can be used. This should yield an efficiency of

approximately 90%. This requires an intensity which gives β ≈ 4.5ωR. This is substantially

higher than the optimal value for the asymmetric splitting/recombination pulse of β ≈ ωR

and therefore necessitates the ability to have a large dynamic range on the phase locking

circuit. Unfortunately, the circuit only acceptably maintains the phase for a very narrow

dynamic range, thereby acting as a technical limitation. There are several means by which

this obstacle can be circumvented. One possible solution would have been to adjust the

gain of the feedback loop between the two pulses. Another solution was to use a different

type of reflect pulse which reduces the sensitivity to intensity. We have shown the ability
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Figure 4.13: Schematic of Ramsey-Bordé Interferometer.

to shift one of the Bragg beams either red or blue of the other by δω. We now consider

the case that we do both at the same time, which leads to the energy-momentum diagram

shown in figure 4.14.

In this case, the electric field which impinges upon the atoms would be given by

Etot =
E1

2

[
ei(kz−ωt−δωt) + ei(kz−ωt+δωt)

]
eiα + E2e

i(−kz+ωt) (4.47)

The intensity is therefore given by

I ∝ |Etot|2 = |E1|2 cos2(δωt) + |E2|2 + E∗1 ·E2e
−i(2kz+α) cos(δωt) + E∗2 ·E1e

i(2kz+α) cos(δωt)
(4.48)

If E1 and E2 are the same polarization, then E∗2 ·E1 = E∗1 ·E2 = |E1||E2| and the potential
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Figure 4.14: Energy-momentum Diagram for Reflect Pulse.

due to the AC Stark shift can be written as

VAC = h̄β1 cos2(δωt) + h̄β2 cos(2kz + α) cos(δωt) (4.49)

or after a bit of algebra in the form that is most useful for the Bragg operations

VAC = h̄β1 cos2(δωt) +
h̄β2

2
[cos(2kz + α+ δωt) + cos(2kz + α− δωt)] (4.50)

The first term can be dropped as it has no effect since it applies all of the states and results

in an overall phase. We can now plug this into Schrödinger’s equation and use the Bloch

expansion as before. I will skip the details here and simply state the end result. Again,

there is an infinite set of coupled differential equations relating the coefficients cn(t) just as

for the splitting derivation with the characteristic equation (4.51).

ih̄ċn = h̄ωR(2n+ κ/k)2cn +
h̄β

2
cos(δωt)

[
eiαcn−1 + e−iαcn+1

]
(4.51)

In this case, MATLAB was used to reach a numerical solution to this system of equations.

Just as with the asymmetric splitting, the system of equations was truncated at a reasonable

level. The population in the various states was plotted versus β and the pulse duration and
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was used to determine the number of states required to maintain accuracy. The value of β

was optimized for each pulse duration and then the fidelity was plotted versus the initial

velocity to show the initial velocity dependence, i.e. versus κ. From these plots, it is clear

that the reflect is much more sensitive to initial velocity than the splitting operations. The

results of these calculations are shown in figure 4.15.

(a) Pulse Duration Dependence of Optimal
Reflect Fidelity. Shows comparison between
the single color (blue) and multicolor reflect fi-
delity (green).

(b) Intensity Dependence of Optimal Pulse
Duration.

(c) Intensity and Initial Velocity Depen-
dence of Fidelity.

(d) FWHM Velocity width of Fidelity ver-
sus pulse duration. FWHM is normalized
to the recoil velocity ,vR.

Figure 4.15: Reflect Pulse Numerical Calculation Results
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Additionally, the phase developed during the interferometer will be different for the

Ramsey-Bordé configuration. To simplify the calculation we can state that the output

of the interferometer depends only on the phase difference between the two paths of the

interferometer. In other words, we can write

N1

N
=

1

2
[1− cos(φp + φ1 − φ0)] (4.52)

where φ1 is the phase developed by the atoms which are nominally moving, φ0 is the phase

developed by the atoms which are nominally at rest and φp is a phase shift from the pulses.

In this case, we can use the path integral formulation to define the phases developed and

simplify our calculation. The phases are thus a function of the action, S, as shown in

equation (4.53) [10].

φ =
1

h̄
S =

1

h̄

∫
P

L dt (4.53)

If the experiment is performed in a very weakly confining trap and at times short compared

to the oscillation period, then the potential energy term may be neglected and the integral

becomes quite simple. The resulting phases will be given by

φ1 =
1

h̄

∫
P1

E dt = (E1 + E−1)
T

2
= h̄ωR

(2 +
κ

k

)2

+

(
−2 +

κ

k

)2
 T

2
= ωRT

(
4 +

κ2

k2

)

φ0 =
1

h̄

∫
P0

E dt = E0T =
κ2

k2
T

(4.54)

Perhaps not so surprisingly, the end result is nearly the same as the case of the Ramsey

interferometer, but with one major and important difference. In this case, the interferometer

phase does not depend on the initial velocity of the atoms, only the number of atoms

remaining depends on this quantity. Therefore, even if the initial velocity fluctuates, it
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should not produce phase noise. Additionally, we once again have a means of measuring

the recoil frequency. The fraction of atoms returning to rest after the recombination pulse

will be given by equation (4.55).

N0

N
=

1

2
[1− cos(φp + 4ωRT )] (4.55)

4.3.2 Implementation

To implement this new reflect, modifications to the AOM drive circuitry were required.

Fortunately these modifications were quite simple due to the multiplexer. By connecting

the inputs of the multiplexer V 3 to ground and V 4 to the same sinusoidal voltage used for

V 1 in figure 4.7, we were able to produce both the asymmetric splitting and reflect pulses

by simply changing the address bit configuration during the experiment. It is worth noting

that with these modifications, the various output configurations are as shown in table 4.4.

C1 C2 Vout

0 0 V0 cos[(ωRF − δω)t]

0 1 V0 cos[(ωRF + δω)t]

1 0 (V0/2){cos[(ωRF + δω)t] + cos[(ωRF − δω)t]}

1 1 (V0/2){sin[(ωRF + δω)t] + sin[(ωRF − δω)t]}

Table 4.4: I-Q Modulator Outputs. Outputs to modulated AOM shown in figure 4.7.
C1 and C2 are the control bit inputs of the MUX.

One of the major difficulties in getting this experiment to work at all came from the

velocity sensitivity of the reflect operation. As can be seen clearly in the plot of the fidelity

of the reflect operation versus intensity parameter, β, and initial velocity parameter, κ, the

lower the light intensity the more velocity sensitive the reflect becomes since the pulse needs

to be longer. There is a clear tradeoff between keeping the number of atoms remaining in

the interferometer high and how sensitive the pulse sequence is to the atomic velocities.
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Under our operating conditions, β ≈ ωR, and the velocity width was δv ≈ 0.01vR. This

means that the initial velocity of the cloud of atoms must be below this level to maintain

any appreciable number of atoms at the end of the interferometer pulse sequence.

The atomic oscillations were reduced in the same fashion as in the Ramsey interferometer

experiment. An oscillation curve was measured and an appropriate delay was inserted to

allow the atoms to reach their turning point before the interferometer pulse sequence began.

4.3.3 Results

In the Ramsey-Bordé interferometer configuration, we were able to extend the coherence

time out to over 4 ms. Additionally, data was taken for longer interferometer times, but the

visibility was quite low. The drop in visibility is likely due to initial velocity fluctuations

from loading the atoms into the trap. We predict a peak fidelity around 80% for the velocity

noise we observed. It is also worth noting that the velocity noise will cause number noise

from shot to shot and therefore the data exhibits more noise than the Ramsey data at short

total interferometer times.

For this configuration, the visibility will drop off due to the reflect pulses velocity de-

pendence. Since the atoms are being trapped inside a harmonic potential, as the atoms

move away from the trap center they will lose kinetic energy. After approximately 10 ms

of time, the atoms will be slowed enough by the potential to cause the reflect pulse to stop

working. This comes from the fact that the reflect pulse is so narrow in velocity acceptance

as shown in figure 4.15a.

4.4 Recoil Frequency Measurements

While the recoil frequency measurements produced by the two interferometers show that

we have in fact observed interference, these results are not very exciting. However, we have

not really tapped into the power of the interferometer at this point. By extending the
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Figure 4.16: Ramsey-Bordé Interference Curves. 4.16a shows the results from the
0-0-0 ms interferometer and 4.16b shows the results of the 1-2-1 ms interferometer.

Parameter 0-0-0 [ms] 1-2-1 [ms]

y0 0.47± 0.02 0.49± 0.03
A 0.19± 0.03 0.14± 0.04
t0 0.040± 0.004 −0.001± 0.004
T 0.071± 0.006 0.082± 0.012

Table 4.5: Ramsey-Bordé Interference Curve Fitting Parameters. The fitting
function is described in equation 4.35.

interferometer time, we are able to observe many fringes of the interference pattern. By

using all of the data together from the Ramsey experiment we should be able to produce a

much better measurement of the recoil frequency. In fact, by taking the data for the 0, 1,

and 3 ms runs of the Ramsey experiment together and allowing only the value of y0 and A

to vary, we measure a period of oscillation in the interference pattern of T = 66.6± 0.7 µs.

This is within error of the expected value of 66.3 µs. One would expect that the longer time

data would provide the best value for this measurement; however, due to the uncertainty

in determining the fringe number that we are on from the data. The best individual data

from the Ramsey experiment is the 1 ms run. This yields a result of T = 65.7 ± 0.8 µs

which is also within error of the expected value.

Again, one would expect the Ramsey-Bordé data to provide even better precision due to
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the increased total interferometer time. In fact, by using both sets of Ramsey-Bordé data

together and fitting to a sinusoidal function we obtain a measurement of T = 66.3 ± 0.11

µs.

While this measurement proves our ability to make a useful interferometer, it is far

from being competitive with other techniques at this point in time. Other groups are able

to achieve measurement precisions on the order of σT /T = 10−9 [55, 56, 57]. It is worth

pointing out that the measurement of the recoil frequency, when combined with other

measurements, allows for the determination of the fine-structure constant and therefore im-

proved measurements can provide a test for theory. We expect that the total interferometer

time can be increased out to those of our other apparatus of around 100 ms. Even so, this

would not be competitive with the other aforementioned experiments. Furthermore, since

we are implementing this interferometer in a confining potential, as the interferometer time

is increased a large systematic error in the phase arises from that confinement. Therefore,

a free-space interferometer is much better suited for recoil measurements.

4.5 Conclusions

We have shown our ability to manipulate the atoms asymmetrically and obtained some rea-

sonable accuracy in our proof of principle measurements of the recoil frequency considering.

Additionally, we have developed a new type of reflect pulse which reduces the sensitivity to

the intensity of the laser beams used in the Bragg grating.
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5 Conclusions

The main goal of this dissertation was to design and implement a magnetic trap for Bose-

Einstein condensed atoms in a second apparatus for our lab to perform atom interferometry

experiments in. This new apparatus has been designed specifically to overcome the short-

comings of the gravimetry and gyroscope experiments previously performed in the lab.

With this new trap and the demonstration of the asymmetric splitting and recombination

operations, more advanced versions of these previous experiments can now be performed.

5.0.1 Future Directions

Improved Sagnac Interferometer

With the development of a new apparatus with a cylindrically symmetric trapping potential,

it is now possible to implement an area enclosed interferometer which is optimized for

rotation sensing. The principle of this future experiment was first proposed by Horikoshi

et al. [58]. The basic principle of operation would be to start with the atoms at rest

in the center of the cylindrically symmetric trapping potential. We will then use Bragg

operations to split the atoms along the x direction, thereby obtaining two packets of atoms

moving in opposing directions along x. The atoms will be slowed by the harmonic potential

and eventually reach their turning point and momentarily come to rest. At this point, we

will then split both packets of atoms along the y-direction using an identical Bragg pulse.

This will result in four total packets of atoms. Each of the packets will then execute a

circular trajectory around the harmonic potential due to the cylindrical symmetry. Upon
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completing one revolution, the atoms will return to their starting point at which the y-pulse

was applied. At this point we will apply a second, identical pulse along the y-direction. This

will recombine the packets and create two interferometers. This proposed interferometer is

shown schematically in figure 5.1. The number of atoms that return to rest in each will

depend on the Sagnac phase as well as other phases that are common to both. The beauty

of this implementation is that the Sagnac phase is differential while other sources of phase

(such as vibrations) are not. This will allow for the two interferometers to be used in tandem

to reduce errors. This dual interferometer technique has been used previously to great avail

for a similar rotationally sensitive atom interferometer [59].

y

x

Figure 5.1: Schematic Representation of Improved Sagnac Interferometer.
Atoms starting at rest in the center of a cylindrically symmetric trap are split along the
x-direction and then allowed to reach their classical turning point. By applying a second
identical split along the y-direction the atoms will enclose an area thereby creating a Sagnac
interferometer.

With the measurements of the trapping potential from Chapter 3, it is clear that the

trap is deformable from nearly 10 Hz down to 1 Hz. Using our standard splitting operation
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to drive atoms from rest to moving with ±2h̄k, we should be able to achieve a range of

circular trajectories with radii from 150 µm - 2 mm, with corresponding transit times of

79 ms and 1.6 s. If we are able to measure the phase due to rotations to a precision of

0.01 rad, which is the shot noise limit for a condensate of 10000 atoms, this corresponds

to range of rotation sensitivity relative to Earth’s rotation rate of δΩ/ΩEarth = 0.25 to

δΩ/ΩEarth = 10−3.

Atomic Foucault Pendulum

While an interferometric measurement is in the future, there is another measurement which

can be performed right away. If the atoms are again prepared at rest in the center of the trap

and then kicked along one of the axes with cylindrical symmetry, then as the experimental

platform rotates, the atoms will appear to rotate. This is sort of the atomic analog to the

Foucault pendulum. With imaging resolution of ≈2 µm and a modest kick producing cloud

separation of 0.5 mm, then it is expected that the Earth’s rotation rate can be measured

with a total observation time of one minute even at the latitude of the lab.

Gravity Revisited

In addition to the rotation sensing experiments, the gravity experiments can be revisited.

First the bouncing experiment can be revisited using the cylindrically symmetric trap. This

should allow for longer total times and therefore higher precision to the measurement of

gravity.

Furthermore, with the implementation of the asymmetric splitting/recombination oper-

ations (|0〉 ↔ | ± 2〉), the ladder type interferometer shown in figure 5.2 will be possible.

The basic principle of operation will be to start with the atoms at rest in the center of

the trapping potential. A Bragg pulse will then be applied to kick the atoms upward along

z. The trapping potential will be turned off and the atoms will undergo free-fall. When the

atoms reach the peak of their flight and come to rest momentarily they will be split into two
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Figure 5.2: Schematic Representation of Improved Gravimeter. This implemen-
tation allows for large arm separation, but requires a special pulse sequence to achieve the
transitions shown in the gray box, which we refer to as ladder pulses.

packets using the asymmetric splitting operation, (|0〉 →
1
√

2
(|0〉+ |+2h̄k〉). The atoms will

then undergo free-fall again until the upward moving packet again reaches it’s maximum

and momentarily returns to rest. The time between the initial split and the upper packet

returning to rest is τ = 2h̄k/(mg), where k is the wavenumber of the Bragg beams and g is

the acceleration due to gravity. At this point, to extend the separation of the interferometer,

the atoms are kicked again. The lower packet needs to be driven from | − 2h̄k〉 to |0〉 and

the upper packet needs to be driven from |0〉 to |2h̄k〉. This cannot be achieved with a

single pulse, so we will need to first reflect the lower state, | − 2h̄k〉 → |2h̄k〉, and then

apply a π-pulse between |0〉 ↔ | ± 2〉. This two pulse sequence is shown schematically in
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figure 5.3. This process can be repeated until the desired separation is reached. After N

such laddering steps the total separation of the packets is given by ∆zmax =
4h̄2k2N

m2g
. At

this point , a reflect pulse is applied, which leaves the upper packet at rest but reflects

the lower packet. After another time τ , the lower packet returns to rest. Now we need

to apply the laddering pulse sequence again; however, now if drives the upper packet from

| − 2h̄k〉 → |0〉 and the lower packet from |0〉 → |2h̄k〉. This process is repeated until the

packets come back together and a final asymmetric recombination pulse is applied. The

resulting interferometer requires a total time of Ttot = 2Nτ .

+2ħk

-2ħk

0

+2ħk

-2ħk

0

order-2
reflect

asymm.
split

Figure 5.3: Schematic Representation of Ladder Pulse Sequence. The desired
transitions are achieved by applying a reflect pulse followed immediately by an asymmetric
splitting pulse. The momentum states are shown as solid lines.

The total phase difference developed between the two paths can be calculated and

the phase shift from all of the Bragg pulses will cancel out (assuming the phase of the

Bragg beams is steady) with the exception of the middle reflect pulse. The resulting phase

difference is given by equation 5.1.
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φ = −
p3N2

m2gh̄
+ φr (5.1)

Here p = 2h̄k is the momentum imparted by a single Bragg pulse and φr is the phase shift

due to the center reflect pulse. It’s worth noting that operations have been achieved which

impart momentum kicks of up to 24h̄k, which would significantly improve the sensitivity

although the fidelity of these large momentum transfer beamsplitters is still low [13]. Others

have successfully demonstrated adiabatic rapid passage pulses which impart up to 10h̄k

momentum kicks while maintaining a fidelity of around 97% [60]. To give an upper limit

on the sensitivity achievable with the implementation described above using p = 2h̄k kicks,

we know that the best accuracy that we can hope to measure the phase with is the shot

noise limit of 0.01 radians. For a modest number of pulses of N = 100 the sensitivity would

be δg/g ≈ 10−8 with a separation of ∆zmax ≈ 1.4 mm and a total interferometer time of

Ttot ≈ 240 ms. For N = 1000 the sensitivity would be δg/g ≈ 10−10 with a separation of

∆zmax ≈ 1.4 cm and a total interferometer time of Ttot ≈ 2.4 s. At this level of sensitivity, it

begins to be competitive with other measurements which are on the same order [14]. That

being said, this would be the best possible case and other technical limitations are likely to

reduce the precision of our phase measurement.
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A DB Copper Coil Chip

To produce the coils for the magnetic trap the following procedure was followed:

1. Cut the DBC (direct bond copper) Aluminum Nitride board into pieces the size of the

desired chip dimensions (Approximately 1”X1”). Exact dimensions are not critical at

this stage as the chip can be cleaned up later; however, it is important that at least

one corner be squared to make mask alignment easier.

2. Sand the copper surfaces with course sandpaper using a small circular motion making

sure that any burs are removed around the edges of the board. This will allow for

good photoresist adhesion.

3. Rinse the board to remove any contaminants

i. Rinse first with Acetone,

ii. Then rinse with Water.

4. Immediately dry the board using the heat gun or an oven to prevent oxidation.

NOTE: The following steps must be performed in a low light environment.

All Fluorescent lamps and Incandescents over 40W can cause photoresist

exposure.
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5. Apply MG Chemicals Dry Film Photoresist to the board:

i. Cut a piece of photoresist laminate large enough to cover both sides of the board.

ii. Fold laminate over the board such that all copper is covered.

iii. Run the covered board through a thermal laminator (3M Thermal Laminator)

with the folded end of the photoresist entering first. (For this particular laminator

the heat should be on the 5 mil setting.)

6. Examine the quality of the lamination:

Under a dim lamp (<40W incandescent), examine for large bubbles in the resist.

If any are present, the photoresist should be removed with acetone and the process

started over.

7. Expose photoresist to UV light:

i. Align the negative photomask with the board using the squared corner. This

will allow a reference when lining up the opposite side of the board later.

ii. Tape the board to the photomask to prevent the board from moving during

exposure.

iii. Place a piece of 1/4c̈lear acrylic over the board and photomask hold the board

and mask in place.

iv. Expose the photoresist film with UV Source. Using a 250W Sunlamp placed

20äway from the board, the photoresist needs 10 minutes of exposure. (Exposure

can also be performed using another source; however, the exposure time will need

to be determined. It is also a good idea to have the UV source somewhat far

from the board, such that the rays are close to collimated when they reach the

board as this will create the cleanest lines in the resist.)

v. Align the mask on the other side of the board such that the patterns overlap

properly.
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vi. Repeat taping and exposure.

8. Develop photoresist:

i. Place chip into MG Chemicals Dry Film Photoresist Developer solution, diluted

as per the istructions found on the bottle for approximately one minute.

ii. Using a soft foam swab soaked in the solution, gently scrub the non-exposed

resist off of the board.

iii. Continue scrubbing until only the exposed pattern remains. The developed por-

tions should appear dark blue. Be sure the light blue (unexposed) portions are

clean. This is easiest to see under a lamp, but exposure should be minimized to

avoid UV hardening of the photoresist.

9. Examine board for quality of mask transfer:

Look for discoloration in the transfered pattern as well as spots that are visibly

detached from the copper. The discoloration is the telltale sign of the mask not ad-

hering well to the copper surface and is likely caused by air bubbles. If either of these

things is present, gently rub the mask in those areas. If the areas flake off, then the

mask should be completely removed and the board restarted.

NOTE: At this point, the board may be exposed to normal lighting.

10. Etch the Board:

i. Mix the etchant: In a small container (preferably one that the board can fit flat

on the bottom) mix 2 parts H2O2
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B Waveguide Mechanical Drawings

Contained on the following pages are mechanical drawings for the magnetic trap parts as

well as the parts for the support structure for the trap.
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C Magnetic Trap Drive Circuit

This appendix provides more detail on the voltage generation circuit for the magnetic

trap described in chapter 3. Figure C.1 shows the layout of the front panel of the voltage

generation box. The two function generator inputs (FG1 and FG2), the bias control voltage

input (V0), the quadrupole control voltage input (V1) and a digital control input (Dig. Con.)

which allows the outputs to be grounded are located on the front panel. Additionally, a

monitor output for each signal is available. There are also three switch in a vertical line

between the digital control and the output monitor BNCs. These allow the digital control

of the X, Y, and both Z signals to be switched on, off or to computer control. The switch

positions and corresponding settings are: UP is ON, DOWN is OFF, and MIDDLE is

Computer controlled.

Power

FG1

FG2

V0

V1 Z−mon

Xmon

Ymon

Z+mon

Dig. Con.

Figure C.1: Front Panel layout for Magnetic Trap Voltage Generation Box.

Figure C.2 shows the layout of the rear panel of the voltage generation box. This panel

has on it the XLR connectors for output to the RMX850 Audio amplifiers as well as inputs
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for the sense voltage for each signal to be feed through to the negative input of the audio

amplifiers. Additionally, there are access holes to the ten adjustment potentiometers. The

function of each of these potentiometers is discussed in C.1.

Xout

Z+out

Yout

Z−out

Ysense

Z−sense

Xsense

Z+sense

1 2 3 4 5 6 7 8 9 10

Figure C.2: Rear Panel Layout for Magnetic Trap Voltage Generation Box.

Pot. # What it Adjusts

1 VS2

2 VC2

3 VS1

4 VC1

5 V1z−
6 V1z+

7 V0z−
8 V0z+

9 φ2

10 φ1

Table C.1: Magnetic Trap Voltage Generation Box Potentiometer Adjustment
Key. This table provides a key to what each potentiometer on the voltage generation box
actually adjusts for the output signals.

On the following pages are a detailed circuit diagram of voltage generation circuit shown

in block form in figure 3.13. The quadrature sources are shown in figure C.3. The control

voltage input buffers as well as the z summing and and difference amplifiers are shown

in figure C.4. The multipliers configuration is shown in figure C.5. The output buffers,

switches and monitors are shown in figure C.6.



APPENDIX C. MAGNETIC TRAP DRIVE CIRCUIT 131

Additionally, the pin connections for the Vector card on which the circuit was built is

shown in table C.2 to aid in future debugging or circuit modification. All of the ampli-

fiers shown in these diagrams were AD712 low-noise op amps. The multipliers used were

AD534KDZ precision analog multipliers.

It is not shown in the circuit diagram but each sense input from the rear panel is

connected to the corresponding negative output for each of the XLR connectors. These

signals are shorted together on the circuit board.

Pin Connection Pin Connection

A Ground 1 NC
B FG1 Input 2 +15V Supply
C Ground 3 NC
D FG2 Input 4 +5V Supply
E Ground 5 NC
F Bias Control Input (V0) 6 NC
H Ground 7 NC
J Quadrupole Control Input (V1) 8 NC
K Ground 9 NC
L X Digital Control Input (Vxcon) 10 +5V Output
M Y Digital Control Input (Vycon) 11 NC
N Z Digital Control Input (Vzcon) 12 NC
P X Output+ (Vxout+) 13 X Output- (Vxout−)
R X Output+ Monitor (Vxmon) 14 X Sense (Xsense)
S Y Output+ (Vyout+) 15 Y Output- (Vyout−)
T Y Output+ Monitor (Vymon) 16 Y Sense (Ysense)
U Z- Output+ (Vz−out+) 17 Z- Output- (Vz−out−)
V Z- Output+ Monitor (Vz−mon) 18 Z- Sense (Z−sense)
W Z+ Output+ (Vz+out+) 19 Z+ Output-
X Z+ Output+ Monitor (Vz+mon) 20 Z+ Sense (Z+sense)
Y NC 21 -15V Supply
Z Ground 22 Ground

Table C.2: Card Edge Connections.

Prior to building the voltage generation circuit, the noise spectrum of the AD534KDZ

multipliers was measured using two multipliers and a lock-in detector and spectrum ana-

lyzer. The setup used for these measurements is shown in figure C.7.
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Figure C.3: Quadrature Sources.
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Figure C.4: Control Voltage Buffers and Summing and Difference Amplifiers.
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Figure C.5: Multiplier Configuration.
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Vxout+

Vxmon

2N3904

10 kΩ
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Vcon

+5V

Vxcon

Figure C.6: Output Buffers and Switches. This only shows the X signal output
buffers and switches; however, the Y is identical and the Z± are similar, but share the same
switching signal to the output.
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Figure C.7: Multiplier Noise Spectrum Measurement Setup.
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Two sets of amplitude and phase noise spectra were measured at different reference

voltages, Vref . The 1X data sets were with Vref = 10V and the 0.1X data sets were with

Vref = 1V . The other input was from an Agilent 33210A function generator outputting a

sinusoidal waveform with 20 Vpp signal at a frequency of f0 = 12 kHz. The noise spectral

density measurements are shown in figure C.8.

100 101
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S
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Figure C.8: Multiplier Noise Spectrum. f0 = 12 kHz.
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