
Aerodynamics of a Scramjet Cavity Flameholder

at On- and Off-Design Conditions

A dissertation presented to the faculty of the

School of Engineering and Applied Science of the

University of Virginia

In partial fulfillment of the requirements for the degree of

Doctor of Philosophy

Mechanical and Aerospace Engineering

by

Justin William Kirik

May 2017



APPROVAL SHEET

This dissertation is submitted in partial fulfillment of the

requirements for the degree of

Doctor of Philosophy
Mechanical and Aerospace Engineering

Justin W. Kirik

Author

This dissertation has been read and approved by the Examining Committee:

Christopher P. Goyne

Advisor

James C. McDaniel

Chair

George L. Cahen

Campbell D. Carter

Harsha K. Chelliah

Eric Loth

Matthew A. Reidenbach

Accepted for the School of Engineering and Applied Science:

Craig H. Benson, Dean, School of Engineering and Applied Science

May 2017



c© 2017 Justin W. Kirik

All Rights Reserved



For my family



i

Abstract

Supersonic combustion ramjet (scramjet) engines offer the promise of making hypersonic aircraft
an operational reality, lowering the costs of space access and enabling a responsive high-speed
flight capability for national defense. Particle image velocimetry (PIV) is a technique ideal for
the aerodynamic characterization of the scramjet flameholding process due to its ability to provide
instantaneous and ensemble measurements at high spatial resolution across a planar measurement
region. This work applied PIV to two configurations of a DMSJ cavity flameholder, characterizing
its turbulent aerodynamics at conditions representative of operational design points as well as
departures from them. An examination of replicated inlet-generated distortion found that the
extent of recirculating flow in the cavity, which governs entrainment and residence time of fuel and
air, was strongly dependent on the impingement location of an oblique shock wave. Impingement
upstream of the cavity diminished the size of the recirculation region, whereas impingement directly
on the cavity increased it. The aerodynamics of fuel injection upstream of the cavity were replicated
with wall-normal sonic air injection, which thickened the shear layer separating cavity recirculation
from main-duct flow and reduced spatial variation of fluctuating velocity magnitudes.

Past measurements have been challenged by the tendency of conventional metal oxide velocime-
try tracers to inhibit their own imaging by adhering to flowpath windows. To resolve this limitation,
the novel application of graphite flakes as PIV tracers in a high-speed flow was shown to provide
acceptable flow tracking while maintaining compatibility with flowpath windows and persistence
through the reaction zone. Subsequent measurements examined flameholder operation with pre-
mixed hydrocarbon fueling at both steady-state conditions as well as during the lean-blowout tran-
sient. Air injection downstream of the combustor was used to maintain the pre-combustion shock
system independent of the amount of heat release.

It was found that mean velocity in the spanwise center plane of the cavity flameholder was
governed primarily by the length of the shock system, whereas turbulent fluctuations were most
strongly influenced by whether or not combustion was present, indicating turbulent aerodynamics
of dual-mode operation cannot be replicated by artificial blockage. Comparison of PIV results with
corresponding measurements of the OH and CH* radicals demonstrated how main-duct combustion
is dependent on turbulent exchange with the cavity, and three-component PIV measurements at
the boundary of the cavity and main duct indicated that the flow is largely spanwise-uniform at
this interface. Turbulence intensity at the combustor entrance was found to be positively correlated
with prior measurements of flame front angle, demonstrating how turbulent fluctuations drive flame
spreading rate in the premixed regime. Integral length scales at this location were found to be
constant with a change in fueling rate from one operational limit to the other, providing further
evidence that turbulent aerodynamics are dependent on the presence of heat release and not its
magnitude.

Examination of the lean blowout transient with kHz-rate PIV found that changes in cavity
aerodynamics were confined to a period prior to blowout two orders of magnitude smaller than
that of the collapse of the pre-combustion shock system, suggesting the cessation of flameholding
was due to the cavity mixture falling below flammability limits, rather than an alteration of the
turbulent exchange between the cavity and the remainder of the combustor. This result suggests
current flight-proven velocimetry techniques could be used in a flight vehicle to predict imminent
blowout and enable operation near the lean limit.
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Chapter 1

Introduction

1.1 Scramjet Propulsion

Supersonic combustion ramjets (scramjets) are seen as the most promising means of powering
hypersonic aircraft and atmospheric stages of reusable space launch systems. The broader category
of ramjets dispenses with the system of mechanical compression of air characteristic of gas turbines
and instead uses the deceleration of high-velocity incoming air to achieve the same effect.1 Although
mechanically simple, this method of operation precludes the generation of any meaningful thrust
until a flight vehicle has gained sufficient speed, usually at least a large fraction of Mach 1. Ramjet
propulsion was first proposed in 1913 by Frenchman Rene Lorin, who at the same time discounted
its practicality due to the required airspeeds, perhaps understandable at a time only a decade
removed from the Wright Brothers’ first powered flight. The ramjet in fact conceptually predates
the gas turbine, since it was only eight years later that the turbojet was offered as a solution
to this limitation.1,2 Patents for ramjet-propelled artillery shells and a concept very similar to
modern ramjets were issued in 1926 and 1928, respectively, and the first ramjet ground tests were
conducted by Rene Leduc in France in the early 1930s,2 contemporaneous with Soviet flight tests
of artillery-fired ramjets.3

Soviet researchers are also reported to have performed the first tests of a ramjet on a piloted
aircraft, occurring between 1939 and 1940 with the aim of improving the performance of a Polikar-
pov propeller-driven biplane fighter.3,4 In 1945 ramjets were tested on the wingtips of a North
American P-51 fighter, and a year later a Lockheed P-80 was similarly modified and achieved the
first sustained flight solely on ramjet power.1,4 The distinction of the first aircraft to be powered
exclusively by a ramjet belongs to the Leduc 010, launched from a carrier aircraft in France in
1949.1,2 In the following decade French efforts produced the Nord-Aviation Griffon II, which com-
bined a turbojet with a concentric ramjet sharing a common inlet and exhaust to produce thrust
from static conditions up to a top speed of Mach 2.1.1,5

Cold War defense programs prompted considerable investment in ramjet technology, yielding
both research vehicles and deployed weapons systems.1 The Lockheed X-7 unmanned research
aircraft served as a ramjet testbed between 1951 and 1960, reaching Mach numbers as high as 4.3.6

The United States deployed two ramjet-powered surface-to-air missiles: the eponymous product
of the Boeing-Michigan Aeronautical Research Center (BOMARC) guarded the homeland against
Soviet strategic bombers, while the Bendix Talos provided fleet defense for the Navy.1

A fundamental limitation of pure ramjets results from their deceleration of incoming air below
the speed of sound prior to combustion, leading to molecular dissociation that severely limits
performance at flight Mach numbers greater than approximately four.7 The idea of avoiding such
effects by maintaining supersonic flow throughout the engine was first proposed in 1946, and serious
theoretical and experimental scramjet work was underway by the late 1950s.8 In the following

1
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decade numerous ground-test programs and several attempts at atmospheric demonstrations were
conducted,8–10 but it was not until 2002 that a scramjet was proven in flight, riding past Mach 7
on the nose of a sounding rocket over the Australian outback.11 The first flight of an aircraft under
scramjet power came two years later in the United States, with the X-43 unmanned research vehicle
reaching Mach 9.7 in its final test.12

Current scramjet technology falls into two general categories: hydrocarbon-fueled designs suit-
able for flight Mach numbers between approximately three and seven, and hydrogen-fueled designs
optimized for higher Mach numbers, potentially in excess of fifteen.12,13 Of the former, most con-
cepts feature the ability to operate in a mixed subsonic-supersonic “dual-mode” regime, in addition
to pure supersonic conditions.1 This allows a dual-mode scramjet (DMSJ) to operate near the
flight Mach 3 limit of conventional gas turbines, a regime where a pure scramjet would not generate
sufficient thrust to accelerate a flight vehicle (since no ramjet of any kind can generate static thrust,
many concepts for scramjet-powered vehicles feature gas turbines that accelerate a vehicle from a
runway takeoff up to the point of scramjet takeover).

DMSJ designs achieve subsonic flow at the combustor entrance by using thermal choking to
support a pre-combustion shock system, which is distinct from the shocks and expansion waves
created by the engine inlet. The lower internal flow speeds found in a DMSJ allow for the longer
chemical induction times of hydrocarbon fuels, which present far fewer logistical challenges to
vehicle developers and operators than does the cryogenic hydrogen required to meet reaction rate
and structural cooling needs at higher speeds.4,8 The heat-sink abilities of hydrocarbon fuels may
however be enhanced by promotion of endothermic reactions that convert long-chain molecules into
smaller products that have the added benefit of faster reaction rates than their precursors.14

The short chemical time scales of hydrogen allow for simple ramp-type fuel injectors,15 but
those of hydrocarbons, whether in the form of a raw fuel such as JP-7 or its endothermically-
altered products, are too long for the mean residence time of such a flowpath, even at dual-mode
flow speeds. To rectify this, cavity flameholders have been identified as a means of providing a
low-speed recirculating reservoir of radicals and other hot combustion products that pilot main-
duct reactions.16 Designs have been identified that provide good acoustic stability and fuel-air
mixing while minimizing total pressure losses.16–18 The spanwise center plane of a typical cavity
flameholder geometry is depicted schematically in Fig. 1.1, featuring vertical upstream and sloped
aft faces, and containing two recirculation regions.

Bulk flow

1

2

Figure 1.1: Schematic of a typical trapezoidal cavity flameholder showing primary (1) and secondary
(2) recirculation regions.

Given the expense of flight testing at hypersonic speeds, the majority of scramjet experimenta-
tion is conducted in ground-based facilities. These include freejet wind tunnel configurations, where
a partial or complete flight vehicle model is exposed to flight-like freestream conditions,19,20 but
the majority of work has occurred in the direct-connect regime. This concept dispenses with the



CHAPTER 1. INTRODUCTION 3

well-characterized inlet and exhaust nozzles of a complete scramjet flowpath and instead supplies
air directly to the combustor section, where the majority of outstanding research questions reside.4

Among the advantages over the freejet configuration are simplified instrumentation access and a
substantially reduced total air flow requirement, both of which lower the still-considerable costs of
ground testing.1,21,22

Direct-connect facilities offer flow durations ranging from the order of milliseconds to seconds
or even hours, and have become the preferred means of investigation of supersonic combustion phe-
nomena, with freejet testing primarily reserved for full-flowpath analysis.1,23,24 One disadvantage
of the direct-connect environment is that most implementations do not reproduce the shock waves
and expansion fans that would be produced by a flight vehicle inlet and ingested by the engine,
altering the fundamental aerodynamic state of the flow relative to a notional design point replicated
in ground test.21,22 Such effects may be quantified by measurements of velocity, which may also be
used to examine the turbulent exchange between the cavity and main duct that enables combustion
to be sustained. Combustor inflow conditions and optimal fueling strategies will change over the
wide ranges of Mach number and altitude expected of a flight vehicle, with the result that it may
not be possible to define a single design point representative of the entire flight profile.1 As a result,
it is desirable to characterize flameholder aerodynamics over a series of aerodynamic and fueling
conditions, including those near the limits of operability.

1.2 Velocimetry

Traditional probe-type velocimeters such as pitot probes25–29 and hot wire anemometers30,31 have
been applied to scramjet ground test facilities, but the high-enthalpy and confined nature of these
flows limit the utility of these methods due to the potential for damage to the probe and unaccept-
able disturbance to the velocity field of interest. Laser-based optical diagnostics have proven the
overwhelming choice of researchers in recent decades, and these have included, in order of first appli-
cation, laser Doppler velocimetry (LDV),32,33 planar Doppler velocimetry (PDV),34,35 and particle
image velocimetry (PIV).15,36–45 Of these, PIV has nearly completely displaced its predecessors
in publication frequency, a trend reflective of the whole of fluid dynamics research.46 This may
be attributed to the unique ability of PIV to provide both instantaneous and ensemble-averaged
planar measurements at high spatial resolution.15,46 Additionally, PIV requires only a single laser
sheet and one or two cameras to measure two or three components of velocity, respectively. Given
the limited optical access of most scramjet flowpaths, this is an advantage over laser-induced flu-
orescence velocimetry, which requires either one camera or laser sheet per component of velocity
measured, arranged in a mutually orthogonal configuration.15,47

A key consideration for any velocimetry technique is the range of spatial and temporal scales that
may be captured. Relevant length scales extend from Kolmogorov scales up to flowpath dimensions,
and times scales similarly span the range from Kolmogorov scales to those representing transient
operations such as a blowout or mode transition.4,46,48 The spatial and temporal resolution of
a particular velocimetry system are largely decoupled, with some compromises to be made, for
example, in the use of a high-speed intensified camera to capture low-intensity signals at high
frame rate at the expense of reduced spatial resolution.49 Regardless, the two questions will be
addressed separately in this analysis.

Turbulence may be considered to consist of a transfer of energy from large spatial and temporal
scales characteristic of a particular flowfield boundary down through the Kolmogorov scales, where
the inviscid motion of larger scales is dissipated to thermal energy through viscous action.48 A
correlation function may be defined to relate velocity fluctuations across space and/or time,

r (x,X, t, τ) ≡ u (x, t)u (x + X, t+ τ)

u2 (x, t)
(1.1)
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where u is any component of velocity, x is a point in space, X is a displacement vector, t is a
moment in time, and τ is a temporal displacement. Integral scales have magnitudes between the
Kolmogorov and outer scales, and represent the spatial or temporal extent of velocity correlation,
defined respectively as

lΛ =

∫ ∞
0

r (x, Xe, t, 0) dX (1.2)

where e is a unit vector in the direction of interest, and

τΛ =

∫ ∞
0

r (x, 0, t, τ) dτ (1.3)

Integral length scales have been measured in turbulent low-speed laboratory flames to be on
the order of 1-10 mm,50 a result found to describe scramjet flows as well: Rice51 measured scales
between 2 and 6 mm in a PIV investigation of a hydrogen-fueled flowpath, and Ramesh et al.52

predicted a scale of 5 mm in a numerical simulation of a hydrocarbon-fueled flowpath examined in
the present work. Such scales are well within the range of present PIV applications, unlike the much
smaller Kolmogorov scales, which like all turbulent scales are specific to a particular flowpath and
operating condition but in most cases are expected to be smaller than 0.1 mm.53 An estimate of
the Kolmogorov scale λk may be found46,54 via the integral length scale, root-mean square velocity
urms, and kinematic viscosity ν:

λk =
ν3/4l

1/4
Λ

u
3/4
rms

(1.4)

Using this relation in conjunction with the results of Ramesh et al.,52 the Kolmogorov length scale
is estimated for the flowpath of the present study as 0.01 mm, of the same order of magnitude as
measurements of turbulent low-speed flames.50 It must be kept in mind that in order to resolve any
particular spatial scale, the Nyquist criterion requires that the measurement system achieve a res-
olution at least twice as fine.49 It is important to note that most turbulent combustion phenomena
of interest occur at the integral scale or larger,55,56 whereas measurements at the Kolmogorov scale
are primarily of utility only to turbulence spectra studies.54 Current PIV implementations achieve
spatial resolutions better than half a millimeter42,56 and thus may adequately capture relevant
spatial dynamics.

Apart from transient operations such as a steady change in fueling rate, which can be of arbitrary
duration, the largest time scales of interest in scramjet research are those representing thermoacous-
tic instabilities and combustion mode transition. Fotia et al. measured a 5 Hz pressure oscillation
resulting from a flame-shock interaction,57 and oscillations in the range of 100-500 Hz have been
measured by others.58,59 For the flowpath of the present study, Ramesh et al. predicted through nu-
merical simulation a peak oscillatory amplitude at 360 Hz,52 and combustion radical measurements
have indicated that the lean blowout process occurs on the order of a millisecond.60

More challenging to capture are the integral and Kolmogorov time scales, which are on the order
of tens to hundreds of kilohertz in turbulent flames53,61 To the author’s knowledge measurements
of these time scales have not been reported in scramjet flows, but estimates may be made using
results of numerical simulations. The integral time scale may be approximated as the ratio of the
integral length scale and the mean convective velocity,

τΛ =
lΛ

U
(1.5)

and the Kolmogorov time scale as46

τk =

√
νlΛ
u3
rms

(1.6)
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Using these approximations and the results of Ramesh et al.,52 the integral and Kolmogorov time
scales are estimated as 70 and 500 kHz, respectively. Resolving such scales clearly requires capabil-
ities beyond even the 3 kHz acquisition rate maximum in reported scramjet velocimetry studies.45

Given that PIV scramjet studies have adequately resolved relevant spatial scales but have not
yet reported time-resolved measurements of any phenomena, it is desirable to achieve an increase
in sampling rate of several orders of magnitude. PIV systems that achieve sampling rates of several
kilohertz without sacrificing spatial resolution are available and have been applied to laboratory
burners with maximum velocities of tens of meters per second,53,55,56,62–77 but only one application
to scramjet flows has been published,45 which did not attempt to resolve any high-speed phenomena
and instead made use of the high acquisition rate to overcome limitations on test duration imposed
by velocimetry tracers. A preliminary study78 by the present author and colleagues gave only
mean results at non-reacting conditions and similarly did not take advantage of the 1 kHz sampling
rate to temporally resolve any flow features, instead focusing only on characterizing a new type of
velocimetry tracer that removed such limitations, with the ultimate goal of using this high-speed
diagnostic to expand the range of resolvable temporal scales in scramjet flows.

Key challenges to the application of high-speed laser velocimetry to scramjet flows include ther-
mal limitations on lasers that necessitate a compromise between repetition rate and energy per
pulse, reduced camera resolution at high repetition rate, experimental downtime needed for data
transfer from onboard camera memory to computer storage, and computational challenges in pro-
cessing and extracting relevant results from the large amounts of raw data high-speed systems can
generate.61 An additional limitation is a lack of statistical independence of instantaneous velocity
measurements acquired at a rate much greater than the flow frequencies under investigation. Such
oversampling can require a greater sample size than would be needed with a lower-rate technique
to achieve the same statistical convergence, but this problem is easily avoided with careful selection
of sampling rate.

In summary, high-speed PIV systems offer several key advantages relative to conventional diag-
nostics. These include the ability to temporally and spatially resolve combustion dynamics, analyze
transient events such as blowout and combustion instabilities, and acquire statistically significant
data sets in duration-limited facilities.61,79,80 The present research will focus on measurements
above the flowfield oscillation rate but below the integral (and thus Kolmogorov) time scales, allow-
ing for statistically independent measurements of transient phenomena while preserving the ability
to acquire mean-flow statistics.

1.3 Scientific Objectives

Scramjet PIV studies have primarily focused on hydrogen-fueled configurations,15,36–38,41 with more
recent work addressing hydrocarbon fueling.39,45 Tuttle et al.39 addressed only the supersonic
mode of operation, and velocimetry of a cavity flameholder at dual-mode conditions has not been
reported. Additionally, Tuttle et al. encountered substantial accumulation of metal oxide tracer
particles on flowpath windows bordering the cavity flameholder, an effect that was found to occur
to a much greater extent in the present work.78 Such window fouling has been observed in other
experiments as well,71,81–83 limiting PIV capabilities in applications placing high-enthalpy flow
adjacent to windows.

Ignition and blowout limits have been extensively analyzed in scramjets configured with cavity
flameholders,84–90 but the dynamics of the process itself have received less attention,18,91 and no
velocimetry has been reported at this or any other transient condition. Other off-design condi-
tions remain similarly unexplored, with studies of the influence of inlet distortion on combustor
aerodynamics in the present work recent exceptions.40,42

To address these shortcomings in the current state of scramjet research, the following scientific
objectives were established:
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1. Quantify the effect of simulated inlet distortion on cavity flameholder aerodynamics.

2. Extend particle image velocimetry to regions of the scramjet flowpath not accessible with
conventional seeding methods by application of novel tracer materials.

3. Characterize cavity flameholder aerodynamics at steady-state dual-mode conditions.

4. Characterize cavity flameholder aerodynamics during the lean blowout transient.

Work relevant to the first objective represents the first published velocimetry of a scramjet
ground-test rig with replicated inlet distortion, and the second objective was satisfied with the first
reported application of graphite tracers to a high-enthalpy flow. Measurements corresponding to
the third and fourth objectives were similarly the first of their kind, and additionally were the first
reported in the fully-premixed combustion regime.

This dissertation continues with a chapter describing the direct-connect test facilities used and
the experimental techniques applied to them. Chapters addressing these scientific objectives follow,
and the dissertation concludes with a summary of key findings and recommendations for future
investigations.



Chapter 2

Experimental Facilities and
Techniques

2.1 Direct-Connect Scramjet Test Facilities

Two direct-connect scramjet test facilities were used in this study: RC19 was used for examination
of the effects of inlet distortion on cavity aerodynamics as presented in Chapter 3, and UVaSCF
was used for the remainder of the experiments.

2.1.1 AFRL RC19

U.S. Air Force Research Laboratory Research Cell 19 is a direct-connect continuous-flow non-
vitiated scramjet test facility capable of supporting a variety of rectangular flowpath configura-
tions.24 Heating of test gases is provided by a methane-fired heat exchanger, and although the
uncooled heat-sink flowpath is capable of indefinite operation under non-reacting conditions, com-
bustion test duration is governed by thermal limits. As used in this study, RC19 consisted of a
two-dimensional Mach 3 nozzle followed by a constant-area isolator and a combustor section with a
divergent floor. A full-span cavity flameholder was located in this divergent section, and the floors
of these two components had the same 2.5◦ divergence relative to the upper wall. The forward and
aft faces of the cavity formed angles of 90◦ and 157.5◦, respectively, with the floor.

Figure 2.1 presents a side view of this flowpath relative to the axes chosen, where the streamwise
direction x is parallel to the isolator centerline, y is perpendicular to the isolator floor, and the
spanwise direction z completes the right-handed coordinate system. The coordinate origin was
placed at the top of the cavity forward face along the spanwise centerline, and the bulk flow
direction was from left to right. The isolator had a height of 50.8 mm and a span of 152 mm, and
the length and depth of the cavity were 66.0 and 16.5 mm, respectively.

To simulate the aerodynamics of fuel injection, air was introduced through a sonic jet injector
with an exit diameter of 3.2 mm in the flowpath floor upstream of the cavity, denoted with an arrow
in Fig. 2.1. The injector was oriented normal to the floor and located on the tunnel centerline at
x = −13.5 mm. The operation of the jet injector is characterized by the ratio of its momentum
flux to that of the main-duct flow:

q =

(
ρV 2

)
jet

(ρV 2)∞
(2.1)

Here, ρ and V represent density and velocity magnitude, respectively. In this study, the value of
the momentum flux ratio was either 0 (jet off) or 0.7.
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Figure 2.1: Side view of RC19 flowpath with distortion generator wedge at most-downstream loca-
tion.

In order to re-create the effects of nonuniform flow produced by a flight vehicle inlet, a full-span
8◦ wedge 74 mm in length was available for installation on the upper surface of the flowpath. Instead
of replicating the entire distorted flowfield expected within an engine in flight or freejet testing, this
device produced a single shock in the vicinity of the flameholder, representing the propagation of
a shock originating at the lip of the engine inlet.27 76 mm of travel in the streamwise direction
was available, and the distorted-flow cases placed the leading edge of the wedge at x = −72 mm,
x = −104 mm, and x = −142 mm. These locations correspond to the resulting oblique shock wave
impinging on the cavity, the jet injector, and a location upstream of the jet injector, respectively.

2.1.2 UVaSCF

The University of Virginia Supersonic Combustion Facility (UVaSCF) is a continuous-flow nonvi-
tiated direct-connect scramjet test facility incorporating a modular rectangular flowpath. Oil-free,
dehumidified air is supplied by a compressor to a 14-stage, 300 kW electric resistance heater, en-
suring air entering the test section is free of contaminants and has composition representative of
atmospheric flight.23 The nozzle and test section are water-cooled, ensuring test duration at react-
ing conditions is limited only by the capacity of the fuel storage system. The flowpath configuration
used in this study is depicted in Fig. 2.2, where the coordinate origin and orientation are the same
as defined for RC19.

A two-dimensional Mach 2 facility nozzle led to an isolator section, which contained the pre-
combustion shock system and had a constant height (y-direction) of 25 mm and width (z-direction)
of 38 mm. It was followed by a combustor with a 2.9◦ divergence of the wall on which a trapezoidal
cavity flameholder was located. The cavity floor was parallel to the divergent wall, and formed
angles of 90◦ and 157.5◦ with the forward and aft cavity faces, respectively. A constant-area section
followed, facilitating the formation of a thermal throat, and the most-downstream section resumed
the 2.9◦ divergence of the cavity-side wall and led to an atmospheric exhaust. In the subsequent
discussion flowpath dimensions will be normalized by the cavity depth of 9.0 mm, denoted h.

Gaseous ethylene fuel was injected through two sets of six wall-normal sonic orifices, one set
each on the cavity-side and opposite walls of the isolator, at x/h = −55, yielding premixed flow
at the combustor entrance.87,92 Optical access was provided by sidewall windows occupying nearly
the entire extent of the combustor, as well as a 6 mm-wide window extending over most of the
streamwise length of the combustor wall opposite the cavity.

The shock system upstream of the combustor section could be maintained independent of the
degree of heat release by operation of an air throttle, consisting of a pair of sidewall air injectors
located at x/h=37.5. Injection of high-pressure air created aerodynamic blockage equivalent to



CHAPTER 2. EXPERIMENTAL FACILITIES AND TECHNIQUES 9

(a) Side view of flowpath.

(b) Top view depicting cavity-side flowpath wall.

Figure 2.2: Side (a) and top (b) views of flowpath configuration, drawn to scale, with facility nozzle
at left and atmospheric exhaust at right.

that resulting from heat release, and allowed the pressure rise upstream of the flame front to be
decoupled from the combustion process. This particular configuration allowed for replication of the
full range of pre-combustion shock system lengths resulting from heat release alone.

2.2 Particle Image Velocimetry

2.2.1 PIV Technique Overview

PIV is particularly well-suited to scramjet investigations due to its advantages in spatial and tempo-
ral resolution over other velocimetry methods, as discussed in Sec. 1.2. Numerous commercial PIV
systems are available, and applications of PIV to scramjet flowpaths have been well-documented in
the literature.15,36–45 Detailed descriptions of the technique have been provided by others,46,93–95

and only a summary will be provided here. The PIV method relies on using a pulsed laser sheet to
illuminate tracer particles suspended in a flow, and imaging each laser pulse with a dual-frame cam-
era. By comparing the displacement of particles between illuminations at time separations shorter
than the flow time scales of interest, flow velocity may be calculated. The method is of course
dependent on the particles faithfully tracking the flow and following a linear trajectory between
laser pulses. Such characteristics will in most cases never be exactly achieved, but the resultant
error is small enough in a well-designed experiment to permit representative results.

Calculation of vector fields is performed via semi-automated numerical routines, with a number
of software packages available to investigators. Most implementations divide the imaged measure-
ment plane into rectangular interrogation windows, then spatially shift the corresponding windows
of the first and second frames (commonly denoted A and B, respectively) of an image pair until
the optimal correlation between images is found. This process may be repeated for subdivisions of
the initial interrogation windows, using the calculated displacement vectors to guide the search for
those in the smaller windows. Such processing routines allow PIV to examine velocity fields with
dynamic ranges exceeding two orders of magnitude.46 This process is depicted schematically in Fig.
2.3, where the interrogation window boundaries are depicted as a box and particles as circles.

Stereoscopic PIV (SPIV) allows the measurement of the out-of-plane component of velocity
by imaging the measurement plane from two distinct perspectives. A three-dimensional spatial
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Figure 2.3: Schematic of PIV interrogation window displacement procedure. Displacement vector
(arrow) depicts relative particle motion between frames A (solid box and circles) and B (dashed
box and open circles).

calibration function generated prior to vector computation is used to match corresponding two-
component vectors from each camera, making use of the difference in apparent displacements to
determine complete three-component vectors.93,94

2.2.2 PIV Systems

Three PIV systems are available for use in the present work, the specifications of which are summa-
rized in Table 2.1. System 1 was used for work completed at the U.S. Air Force Research Laboratory,
and systems 2 and 3 were used at the University of Virginia, as will be described in subsequent
sections. Systems 2 and 3 can acquire three-component measurements, whereas system 1 is lim-
ited to the two components parallel to the measurement plane. Successful PIV measurements are
dependent on precise synchronization of the laser light source with image acquisition. A Stanford
Research Systems DG535 delay generator was used for this purpose with PIV system 1, whereas
system 2 used a LaVision programmable timing unit, and system 3 used a LaVision high-speed
controller.

All systems use variants of a fluidized bed seeder to levitate and disperse the tracer particles.
Such seeders house particles in a vertical cylinder, to which air is introduced at the bottom through
a porous plug, levitating the particles and propelling the smallest of them to exit an orifice in
the top of the chamber.93 The seeder used with PIV system 1 was manufactured by Innovative
Scientific Solutions, Inc., and that used with PIV systems 2 and 3 was produced in-house at the
University of Virginia Aerospace Research Laboratory. The output of each seeder was ducted to
an injection port in the scramjet test section.

A system of lenses was used to convert the axisymmetric output of the laser into a sheet suitable
for planar illumination of PIV tracers. The laser beam of PIV system 1 was first passed through
a pair of spherical lenses to increase the beam diameter, then through a polarizing beam splitter
cube to adjust intensity, and finally through a negative focal length cylindrical lens followed by a
positive focal length spherical lens to form the beam into a sheet. PIV system 2 used two pairs of
cylindrical lenses to independently control laser sheet width and thickness, with each pair consisting
of one lens of negative focal length to expanded the beam and another of positive focal length to
provide collimation. A set of integrated optics produced by LaVision was used with PIV system 3,
and incorporated a pair of spherical lenses followed by a single cylindrical lens.
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System 1 System 2 System 3
Camera model PCO 1600 LaVision Imager Pro X 2M Photron SA 1.1
Camera type CCD2 CCD CMOS3

Camera maximum frame rate1 (Hz) 15 14 2700
Camera resolution (pixels) 1600 × 1200 1600 × 1200 1024 × 1024
Camera pixel size (µm) 7.4 × 7.4 7.4 × 7.4 20 × 20
Laser model New Wave Solo-III Spectra Physics PIV-400 Photonics DM50-527DH
Laser type Nd:YAG Nd:YAG Nd:YLF
Laser wavelength (nm) 532 532 527
Laser maximum repetition rate (Hz) 15 10 5000
Laser maximum power (mJ/pulse) 50 400 55
Measurable velocity components 2 3 3
Control and processing software LaVision DaVis 8 LaVision DaVis 7 LaVision DaVis 8
1 Double-frame, full resolution
2 Charge-coupled device
3 Complementary metal-oxide semiconductor

Table 2.1: Summary of PIV system specifications.



Chapter 3

Flameholder Center Plane: Inlet
Distortion

3.1 Introduction

The problem of maintaining stable combustion in a supersonic combustion ramjet (scramjet) has led
investigators to consider a variety of flameholder designs.16,96 Cavity flameholders are widely used
in subsonic combustion systems but have received particular attention in scramjet research when
used with hydrocarbon fuels.18 Prior investigations have indicated that such flameholders offer
advantages in drag and ignition behavior, but flow instabilities may prevent sustained combustion
under some conditions.16

Cavity flameholders are broadly classified into two categories based on the behavior of the shear
layer formed at the upstream face. Cavities for which the shear layer does not reattach to the floor
are termed “open,” and those for which the shear layer does are considered “closed.”16 Shear layer
reattachment to the cavity floor generally does not occur for length-to-depth ratios L/D of less
than 10, providing an approximate geometric distinction between the two cavity types.17,97 Recent
work has focused on cavity geometries with an aft face sloped to form a ramp,59 and in this case
cavity length is taken as the axial distance between the step (forward face) and the midpoint of the
ramp.17

With the X-51A and HIFiRE (Hypersonic International Flight Research Experimentation Pro-
gram) Flight 2 scramjet vehicles as recent exceptions,13,98 research with scramjet cavity flamehold-
ers has been largely confined to ground test facilities,16 which may be divided into two general
categories: freejet and direct-connect. Freejet facilities expose complete or partial flight vehicle
geometries to flight-like freestream conditions, whereas direct-connect facilities supply air only to
the scramjet flowpath itself. Although freejet testing more accurately simulates flight conditions,
direct-connect testing greatly reduces cost and simplifies technical requirements for both the test
article and facility, allowing for a much greater variety of instrumentation techniques.21 Addition-
ally, the direct-connect environment enables testing of flowpaths too large to be accommodated in
freejet test facilities.22

These factors make the direct-connect environment the only practical option for many funda-
mental studies of scramjet operation, meaning care must be taken to ensure that the flow entering
the engine is representative of that which would be produced by a flight vehicle. This is generally
not the case, however, since flow delivered by a conventional direct-connect facility has not been
processed by the system of oblique shock waves produced by a flight vehicle forebody and inlet, and
is free of the consequent series of compression and expansion waves that propagating through the
engine. The locations of these waves will change throughout the vehicle flight envelope and may

12
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alter fuel-air mixing and flameholding properties.27

It is thus desirable to simulate this distortion experimentally, and to date several studies have
investigated this possibility through the use of an additional facility section installed between the
nozzle and scramjet flowpath.21,22,27,99 This section, referred to as a distortion generator, replicates
the flow nonuniformities produced by a flight vehicle through use of either an asymmetrically-
varying cross-section or the inclusion of ramps and/or air injectors. Good agreement between
numerical simulations of flight inlets and experimental testing of prototype distortion generators
was demonstrated, validating the design approaches used.22 Key differences between distorted and
undistorted direct-connect flowpaths were found in pressure and mass flux distributions, implying
that optimal fueling strategies may differ significantly between typical ground test configurations
and flight vehicles.22,27

Previous experimental investigations of distortion generators have reported only pressure and
temperature,22,27 and due to the lack of velocity measurements, the flow physics of simulated inlet
distortion has been largely unexplored. Furthermore, although velocimetry had been reported for
a number of scramjet flows at the time the present work was performed,15,36,38,100 only the study
of Tuttle et al.39 was known to have examined flow inside a cavity flameholder, and no study
had reported cavity velocimetry in the investigation of inlet distortion. (Since the publication42 of
the present work Peltier et al.45 have extended the technique.) Particle image velocimetry (PIV)
was selected for the present study due to its ability to provide spatially-resolved data across a
planar measurement region, positioning it as an improvement over pointwise techniques such as
laser Doppler velocimetry (LDV)101 or lower-resolution planar techniques such as hydroxyl-tagging
velocimetry.100

Given the importance of cavity flameholders to the near-term development of scramjet engines,
it is critical that the impact of flight-like distortion on cavity flowfields be understood through
the acquisition and analysis of velocimetry. The purpose of this study, which addresses the first
scientific objective of this dissertation, is to quantify the effects of several distortion scenarios on
flameholder aerodynamics, both with and without simulated fuel injection upstream of the cavity.
This work serves as part of a larger investigation into the replication of inlet-generated distortion
in direct-connect scramjet component testing, encompassing a variety of techniques to measure
chemical and physical flow properties.

This chapter continues with a discussion of the experimental facility, including the development
of a means of simulating inlet distortion. Next, the test conditions and diagnostics are detailed,
including a quantification of experimental error. Mean and fluctuating velocity data are presented
for a combination of distortion and simulated fuel injection conditions, which represent the first
reported results of their kind.42 The chapter concludes with a discussion of the impact of flow
distortion on flameholder aerodynamics.

3.2 Experimental Approach

3.2.1 Experimental Facility

Experiments were conducted in Research Cell 19 of the Air Force Research Laboratory,24 described
more fully in Sec. 2.1.1, in a configuration previously characterized using planar laser-induced
fluorescence of the OH and NO species.102,103 Apart from the inclusion of a distortion generator
and the use of a Mach 3 nozzle in place of a Mach 2 equivalent, this flowpath was the same as
that studied by Tuttle et al., who found that the shear layer did not reattach to the cavity floor,39

confirming the expected behavior based on the cavity length-to-depth ratio of 4.0. It is, however,
important to note that this heuristic does not account for the distorted-flow conditions of this study.

As discussed in Sec. 2.1.1, a full-span wedge was installed at three streamwise stations on
the upper wall of the combustor, producing an oblique shock wave that impinged on either the
cavity, the jet injector, or a location upstream of the jet injector. The behavior of this shock wave
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(a) No distortion

(b) Shock upstream of jet

(c) Shock on jet

(d) Shock on cavity

Figure 3.1: Shadowgraph imaging102 with a 7◦ wedge for q = 0 (left) and q = 0.7 (right) cases.

was confirmed via prior shadowgraph analysis,102 as seen in Fig. 3.1. Several aspects of these
measurements should be noted: first, the wave emanating from the middle of the flowpath upper
wall was caused by the edge of a window, which was not reconfigured between test cases. Second,
the black spot on the cavity floor represents the masking of a spark plug igniter. Finally, these
measurements examined a 7◦ wedge: to compensate, the axial locations of the wedge in the present
study were adjusted such that the shock impingement locations were the same as those resulting
from the 7◦ wedge.

Of particular interest is the behavior of the shear layer spanning the boundary between the
cavity and main-duct flowfields, which governs the volume of recirculating flow within the cavity.
Shear layer response to flow distortion may be explained by changes to the main-duct pressure
field caused by the oblique shock and expansion fan produced by the distortion generator, and the
requirement that pressure be constant across the shear layer for equilibrium to be maintained. The
baseline undistorted case is free of impinging shocks and expansion fans, and thus the pressure
imposed on the cavity is constant along its length, requiring no shear layer deflection to ensure
equilibrium. As a result, the shear layer proceeds in nearly a straight line between the upper ends
of the forward and aft cavity faces.

When the distortion generator is positioned such that the oblique shock impinges upstream
of the jet, the boundary layer upstream of the cavity step is at an elevated pressure relative to
nozzle exit conditions, since it has been processed by both the incident and reflected shocks. The
cavity is exposed to the negative streamwise pressure gradient resulting from the expansion fan
centered about the trailing edge of the distortion generator, and this relatively lower pressure is
communicated upstream through the subsonic cavity flow. In order to maintain compatibility
between this and the higher pressure of the incoming boundary layer, an expansion fan centered on
the upper corner of the step is formed, deflecting the shear layer into the cavity as a result.
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Case Jet q Shock impingement T0 (K) P0 (MPa)
1a 0 None 305 1.21
2a 0 Upstream of jet 306 1.20
3a 0 On jet 304 1.21
4a 0 On cavity 306 1.20
1b 0.7 None 304 1.21
2b 0.7 Upstream of jet 306 1.21
3b 0.7 On jet 304 1.21
4b 0.7 On cavity 306 1.20

Table 3.1: Test conditions for the eight cases examined.

In the shock-on-jet case, the cavity is subject to higher pressures than in the case just discussed,
since the cavity is exposed to less of the expansion fan. The incoming boundary layer is at a similar
pressure as in the previous case, but the pressure difference between it and the cavity is now smaller.
Less flow turning through an expansion fan centered on the cavity step is required to reconcile this
smaller pressure difference, and shear layer deflection into the cavity is lessened as a result.

The shock-on-cavity case shows completely different behavior, owing to the lack of an expansion
fan impinging on the cavity. The incident shock raises the pressure of the cavity above that of the
incoming boundary layer, deflecting flow away from the cavity between the cavity step and shock
impingement location. This deflection necessitates an oblique shock that increases the pressure of
the incoming flow to match that of the cavity.

Experiments in the present study were conducted at the conditions given in Table 3.1. The
test cases were chosen to examine the effects of all combinations of two jet injection conditions and
four distortion conditions, the latter consisting of a baseline case without the distortion-generating
wedge as well as three cases with the wedge installed at different streamwise locations.

3.2.2 Particle Image Velocimetry

Two-component particle image velocimetry measurements were made with PIV system 1. The
measurement plane was aligned with the main duct central axis and located along the spanwise
centerline of the flowpath, covering most of the cavity as well as a smaller area of the main-duct
flow. Dual-frame images were acquired with a PCO 1600 interline-transfer charge-coupled device
(CCD) camera controlled by PCO CamWare software, and fitted with a Nikon Nikkor 60 mm focal
length lens set to an f-stop of f/8. A Semrock 532 nm interference filter was installed on the camera
lens to reduce the amount of ambient light contributing to image noise. To better fit the field of
view (while still preserving spatial resolution) only a subset of the full CCD area was used, with
images acquired at a resolution of 1600×780 pixels instead of the full resolution of 1600×1200 pixels.
This resolution allowed a maximum of 1069 image pairs to be stored in onboard camera memory
for each data acquisition sequence.

Illumination of the tracer particles was provided by a dual-head Nd:YAG laser (New Wave Solo
PIV Solo-III), the output of which passed sequentially through a pair of spherical lenses to increase
the beam diameter, a polarizing beam splitter cube, and a negative focal length cylindrical lens
followed by a positive focal length spherical lens to form the beam into a sheet, with a thickness
of approximately 1 mm. Additionally, several dielectric mirrors were used to redirect the laser
beam to comply with the physical constraints of the test facility. Windows in the top and side
walls of the flowpath provided optical access for the laser sheet and camera, respectively. The
polarizing beam splitter directed part of the incident beam into a beam dump and was adjusted
such that the average energy that reached the measurement plane was 30 mJ/pulse. The laser was
triggered by a Stanford Research Systems DG535 delay generator, which itself was triggered by the
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Figure 3.2: Schematic of the experimental configuration. For clarity, the laser delivery system is
omitted, and only the lower wall of the flowpath is shown.

camera controller. This configuration maximized framing rate by limiting it only by the camera
readout rate. Images were acquired at a rate of 15 Hz, and the delay generator provided a laser
pulse separation of ∆t = 4 µs. Pulse timing was monitored continuously using a fast photodiode
(ThorLabs DET 210) and a digital oscilloscope (LeCroy WaveRunner 44Xi).

Seeding of the cavity flow and bounding shear layer was accomplished with the introduction of
TiO2 particles suspended in dry air through a slot injector in the isolator floor. The particles were
spherical, with a 100 nm diameter, and were supplied by American Elements. Additionally, flow
through the jet injector was seeded with particles of the same type. Seeded airflow was provided to
the slot and jet injectors by independent fluidized-bed seeders manufactured by Innovative Scientific
Solutions, Inc.

The slot injector was oriented at 20◦ relative to the flowpath surface, measuring ∆x = 9.3 mm
by ∆z = 25 mm, and was located on the tunnel centerline at x = -178 mm. This method of
seeding was selected to minimize disturbances to the surrounding flowfield, and provided a low-
momentum flow to mix with the boundary layer and become subsequently entrained in the cavity.
Additionally, it provided higher tracer density along the spanwise centerline of the cavity than at
outboard locations. Thus, tracer density near the windows was much reduced as was the tendency
for tracer accumulation on the windows, thereby maximizing run duration. The normal momentum
flux ratio of the seeded air with respect to the main-duct flow was estimated to be on the order of
10−5, and it will be shown in the next section that this resulted in an insignificant disturbance to
the flowfield. A schematic of this experimental setup is included in Fig. 3.2.

The ability of a suspended particle to faithfully track flow features is described by the Stokes
number, defined as the ratio of the particle aerodynamic response time to a domain time scale:104

St =
τp
τD

(3.1)

The domain time scale in turn is taken as the ratio of characteristic domain length to flow veloc-
ity:104

τD =
lD
uD

(3.2)

In order to ensure a conservative estimate of Stokes number, the smallest length and largest velocity
characteristic of the flow should be chosen. Accordingly, the cavity depth of 16.5 mm was taken
as the characteristic length scale, and the main-duct velocity from isentropic flow calculations of
630 m/s was taken as the characteristic velocity. These two values represent the mean velocity
gradient experienced by a particle as it transits the space between the high-velocity main duct and
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the near-zero-velocity cavity interior. Although the local velocity gradient will vary throughout the
measurement plane, the chosen time scale represents a conservative (small) value representative of
the measurement plane as a whole.

For particles with density much greater than that of the suspending fluid, the particle response
time according to the Stokes drag is given by:104

τp =
ρpd

2
p

18µ
(3.3)

where ρp and dp are particle density and diameter, respectively, and µ is the dynamic viscosity
of the fluid, which was calculated using Sutherland’s formula7 based on main-duct fluid properties
calculated under isentropic flow assumptions. Using these relations, the Stokes number of the
experiment was calculated as 0.012. Samimy and Lele determined that Stokes numbers less than
0.25 provide suitable tracking of compressible flow for velocimetry applications,105 thus lending
confidence to the ability of the particles to adequately represent the flow in this study.

It is important to note that the calculated Stokes number of 0.012 neglects particle agglom-
eration, which was not quantified in this study, and would serve to increase the Stokes number.
Agglomeration was however found to be qualitatively minimal, since camera pixel saturation indica-
tive of reflection from an agglomerated cluster substantially larger than an individual particle was
not seen in the raw images. Some agglomeration would not render invalid the present technique:
under the conditions of this study, particle clusters up to 450 nm in diameter could form without
exceeding the Stokes number criterion of Samimy and Lele.105

Instantaneous velocity vector fields were calculated with DaVis FlowMaster 8 software using
a cross-correlation algorithm. A multi-pass procedure reduced interrogation window size from
128×128 pixels to 16×16 pixels with 50% overlap. With the 16.7 pixel/mm resolution provided by
the experimental setup, this yielded 0.48 mm spacing between adjacent vectors. Window shifting
was applied at each pass in order to maximize the number of particle pairs within each interrogation
window and thus improve the accuracy of the final result. In order to eliminate spurious vectors
between successive passes, a median filter and 3×3 smoothing were used. The final vector fields were
not smoothed, but a more sophisticated median filter was applied. Ensemble averages (presented
in the following section) were calculated using only vectors that fell within 3 standard deviations
of the mean value at each location in the measurement plane.

Experimental uncertainty of velocity was taken as the root-sum-square of the systematic and
random errors associated with the measurement technique as well as the uncertainty in the mean
due to finite sample size. Errors in the measurement technique included those of laser pulse timing
and measurement of particle displacement, with particle flow-tracking error neglected due to the
aforementioned Stokes number analysis. Laser pulse timing error was calculated as the root-sum-
square of jitter in the laser itself (±1 ns) as well as the delay generator used to trigger it (±0.4 ns),
both quoted from manufacturer specifications. In addition, an error in pulse separation equal to
the pulse duration of 10 ns was included.

Particle displacement measurement error was composed of error in the calibration used to create
a physical scale for the raw images as well as error of the PIV algorithm in calculating particle
displacement. Calibration error is determined by the PIV software as the standard deviation of
the imaged mark-to-mark spacing of the calibration target, which for this experiment was 0.019
mm. This error would be expected to vary in proportion to the nominal mark-to-mark spacing
of a particular calibration target, since it is a function of the physical uniformity of the target
itself as well as distortion introduced by the optical path between it and the camera image sensor.
As a result, this source of error was normalized by the nominal mark-to-mark spacing, yielding a
percentage which was then applied to the measured particle displacement. Doing so for the 3.2 mm
mark-to-mark spacing of the calibration target used presently yielded a 0.61% error in displacement.

It has been shown that cross-correlation algorithms have a displacement calculation error of
±0.1 pixels,106 which must be compared to a representative displacement. Although experimental
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Source Type Value Unit
Laser jitter Random ±1 ns
Delay generator jitter Random ±0.4 ns
Laser pulse separation Random ±10 ns
Cross-correlation Random ±6.0× 10−3 mm
Calibration Systematic ±0.61% N/A

Table 3.2: Sources of uncertainty considered in the calculation of overall experimental uncertainty.

uncertainty is often quoted relative to full-scale values, the high dynamic range of the present flow-
field makes this approach somewhat misleading, and instead the average of the mean displacements
over the entire measurement plane for all cases examined, 12.3 pixels (corresponding to 184 m/s),
was taken as the representative displacement.

To quantify the uncertainty in mean velocity due to finite sample size, a 95% confidence interval
was calculated based on the mean sample size N of 980 and root-mean-square (RMS) velocity

magnitude
√
V ′2 of 78.2 m/s calculated over all cases examined:

∆|V | =
1.96

√
V ′2√

N
(3.4)

The half-width ∆|V | of this confidence interval is approximately one-sixteenth the representative
RMS velocity magnitude; planar measurements of RMS velocity for each test case will be presented
in the next section. It is important to note that the mean sample size is slightly less than the
total number of vector fields due to rejection of some vectors by the postprocessing algorithm. The
uncertainties due to systematic error εsys and the confidence interval ∆ were combined to determine
the total uncertainty in mean velocity ε|V | according to Eq. (3.5):

ε|V | =
√
ε2sys + ∆2

|V | (3.5)

The total experimental uncertainty of mean velocity was thus calculated as ±2.7%, corresponding to
±5.0 m/s when considering the representative value of 184 m/s. The uncertainty in an instantaneous
measurement as calculated by the root-sum-square of all random error sources was found to be
±0.85%, and was not included in the uncertainty of mean velocity since such random errors were
captured along with true fluctuations as measured root-mean-square velocity. Statistical uncertainty
of RMS velocity is strictly a function of sample size, and is given by:107

∆√
V ′2

= 1.96

√
V ′2

2N
(3.6)

The uncertainty of RMS velocity was found to be 4.4%, and as seen from Eq. (3.6) is a function only
of sample size when expressed in this manner. Individual sources of uncertainty are summarized in
Table 3.2.

3.3 Results

To examine potential disturbances to the flowfield resulting from the injection of seeded air through
the slot injector, pressure data on the flowpath lower surface with and without tracer injection are
presented in Fig. 3.3. Tunnel conditions differed somewhat from those at which PIV measurements
were made, with total temperature and pressure of 592 K and 1.38 MPa, respectively. Since the
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Figure 3.3: Static pressure on flowpath lower surface (geometry scaled to horizontal axis).

Mach number of the main-duct flow and the flow rate of seeded air were the same as those in the
cases listed in Table 3.1, the results of this analysis are taken to be representative of the actual
test conditions. Differences are seen to be minimal, with the maximum deviation of -2.0% (-0.94
kPa) occurring upstream of the slot injector. Pressure data in the immediate vicinity of the cavity
indicate even smaller changes, suggesting that the particular region of interest of the flowfield was
not appreciably affected by seeding, a conclusion confirmed by numerical analysis.108

A total of 1069 vector fields were acquired for each of the cases listed in Table 3.1, corresponding
to the maximum capacity of onboard camera memory for a single acquisition sequence. From these
fields, mean velocity is quantified via its magnitude and path lines (Fig. 3.4), and unsteadiness is
represented by RMS velocity (Fig. 3.5). Path lines were calculated through numerical integration
of the velocity field, and are similar to but not identical to streamlines, which must satisfy the
mathematical requirements of a stream function.

All data are presented over the same field of view, extending to 2 mm above the top of the
cavity step and 7 mm upstream of the aft end of the cavity. This field of view was obtained as
follows: first, for each individual test case all areas outside the uniformly-seeded cavity and shear
layer were masked in the vector calculation process. Next, the presented measurement areas were
made equal by plotting only those data within the above geometric limits. Additionally, data in a
trapezoidal area adjacent to the cavity floor near x = 25 mm were excluded due to a reflection from
an off-centerline spark plug igniter. This field of view represents the largest region that avoided all
laser reflections and areas of poor tracer density in all eight test cases.

As an example of the data collected, the results of case 1a as presented in Figs. 3.4 and 3.5 will
be examined. Considering mean velocity magnitude, it can be seen that large gradients exist within
the flow, primarily in the y direction, which is to be expected in a cavity adjacent to a supersonic
stream.39,100,109,110 It is also clear that the upper edge of the shear layer is outside of the field of
view, since a region of nearly-uniform velocity is not seen, and instead a velocity gradient in the
+y direction extends to the upper edge of the measurement plane. These large velocity gradients
result in a high dynamic range, with velocities measured from near 0 m/s to a maximum of 561
m/s. Considering RMS velocity, it is seen that the greatest unsteadiness occurs at the shear layer
separation and reattachment points, located above the cavity step and the aft region of the ramp,
respectively.

A comparison of shadowgraph results and path lines from PIV data (Figs. 3.1 and 3.4, re-
spectively) is most relevant in consideration of shear layer behavior. Relative to the undistorted
case, the intrusion of the shear layer into the cavity with the shock either on or upstream of the
jet is clear, as is the shear layer deflection into the main duct with the shock on the cavity. No
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Figure 3.4: Mean velocity magnitude.

compressible flow features other than the shear layer can be quantified by the PIV data due to
their limited field of view relative to shadowgraph results, but the latter show that the addition of
upstream air injection yields insignificant changes to the location and nature of compression and
expansion waves.

3.3.1 Jet q = 0

To examine the influence on the cavity of shock impingement upstream of the jet, the results of
case 2a are compared with those of case 1a. As seen in Fig. 3.4, the shear layer is deflected
into the cavity downstream of x = 12 mm. The maximum velocity is nearly unchanged, 548 m/s
instead of 561 m/s, but the velocity across the measurement plane as a whole is much higher,
a result of shear layer intrusion into the cavity. A roughly-elliptical region of path lines within
the cavity may be seen for both cases in Fig. 3.4, and careful inspection reveals that the path
lines follow an outwardly-expanding spiraling path, suggesting the convergence of spanwise flow at
the measurement plane. This pattern of recirculation has a distinct center, which moves 23 mm
forward (-x direction) and 3 mm downward between cases 1a and 2a, representative of the general
displacement of the recirculation region as it is compressed by the intruding shear layer. This results
in flow over the cavity ramp immediately exiting the cavity in case 2a, whereas part of such flow
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Figure 3.5: Root-mean-square velocity magnitude.
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enters the recirculation region before exiting the cavity in case 1a.
Since most cavity flameholders with sloped aft walls (ramps) are designed such that shear layer

reattachment occurs along this ramp, it is expected that not all flow over it will become entrained
in the cavity. Instead, a stagnation point is formed along the ramp, dividing recirculating flow from
that escaping the cavity, which for case 1a is located at x = 62 mm. The stagnation point moves
to the lower edge of the ramp in case 2a, which may have implications for cavity fueling if flow
patterns in the measurement plane represent those in the rest of the cavity. Fuel may be injected
through ports in the ramp,39 and in case 2a the data in Fig. 3.4 suggest most if not all of such fuel
would be immediately convected into the main duct without entering the recirculation region, if the
cavity flowfield is spanwise-uniform. In a prior investigation with this same flowpath and distortion
configuration, combustion could not be initiated with fueling from the ramp face.102 Computational
fluid dynamics (CFD) analysis of the same configuration suggested that a short residence time and
low static pressures near the spark plug ignition sources may have been primarily responsible for
the inability to achieve flameholding.103

Flow with shock impingement on the jet injector (case 3a) also shows shear layer deflection
similar to that in case 2a but to a lesser extent. The shear layer is also less curved than in case 2a,
as seen in the corresponding plots of velocity magnitude. There is a 30 m/s reduction in maximum
velocity for case 3a with respect to case 1a, but velocities in the measurement plane are overall
much higher in case 3a. The center of recirculation is displaced 10 mm forward between cases 1a
and 3a, a result of compression by shear layer deflection. This deflection also has the effect of
making the crude ellipses of the path lines become much more elongated, in addition to moving the
stagnation point forward to x = 53 mm.

The shock-on-cavity jet q = 0 condition is represented by case 4a. Relative to case 1a, the
shear layer shifts upward, thickens, and takes on an s-shaped form. The shear layer rises between
the step and x = 20 mm, and descends toward the ramp downstream of this location. Although
the thickness of the shear layer in this distortion configuration cannot be determined, since it
appears to extend past the edges of the measurement plane, it is clearly much greater than in the
undistorted baseline (case 1a). In contrast to the undistorted case, where the shear layer remains
largely within the cavity, this distortion configuration moves the shear layer well into the main
duct. As a result of this upward displacement of the shear layer, velocities are much lower across
the measurement plane, with a 130 m/s reduction of maximum velocity relative to case 1a. Changes
to the recirculation region relative to the undistorted case are minor, with its center displaced 3
and 4 mm in the +x and +y directions, respectively. The recirculation region expands both upward
and aft (+x direction) as a result of shear layer displacement, and the stagnation point moves aft
to x = 69 mm.

Examination of RMS velocity in Fig. 3.5 shows that addition of the distortion generator produces
much greater unsteadiness within the cavity, particularly along the ramp. This may be correlated
with the shear layer impinging upon the ramp at steeper angles relative to the undistorted case, as
seen in the path line plots of Fig. 3.4. Additionally, RMS velocities are higher both at the location
of shear layer separation and through the remainder of the shear layer itself, indicating that the
entire process of the shear layer separating at the cavity step, traversing the length of the cavity,
and reattaching at the ramp is made more unsteady by the addition of flow distortion.

3.3.2 Jet q = 0.7

Cases 1a and 1b represent the effects on an undistorted flowfield of jet q = 0 and q = 0.7 conditions,
respectively. Jet injection thickens the shear layer, indicated by the smaller magnitude of the
velocity gradient seen qualitatively in Fig. 3.4. As a result of shear layer thickening, the maximum
velocity within the measurement plane is greatly reduced, 429 m/s as opposed to 561 m/s. The
recirculation region is compressed by the thickening shear layer, with its center moving 7 mm in
the -x direction. Additionally, the ramp stagnation point moves toward the cavity floor to x = 54
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mm.
A comparison of undistorted flow and flow with the shock upstream of the jet at q = 0.7

conditions (cases 1b vs. 2b) reveals results similar to those at q = 0 conditions (cases 1a vs. 2a).
The resulting velocity magnitudes are similar, as can be seen in Fig. 3.4: the shear layer of case
2b is deflected into the cavity, increasing maximum velocity magnitude by 140 m/s relative to
case 1b. The path lines in Fig. 3.4 show broad similarities between cases 2a and 2b, with the
exception of a lack of an ordered recirculation region at the center plane in case 2b. There is little
recirculating motion anywhere in this plane except for a small region of convergent flow near x =
20 mm, y = -14 mm. The stagnation point moves to the bottom of the cavity ramp, which would
prevent fuel injected through the ramp from being entrained in the cavity, assuming behavior at
the measurement plane is representative of the remainder of the cavity. Although the amount of
fuel from the jet injector that may be entrained in the cavity was not quantified in this study, any
such fuel will enter a much smaller recirculation region.

The changes brought to the undistorted q = 0.7 (case 1b) flowfield by shock impingement on
the jet injector (case 3b) are again similar to the corresponding changes at q = 0 (case 1a vs.
case 3a). The shear layer is deflected into the cavity, but to a lesser extent than with the shock
impinging upstream of the jet, and the maximum velocity within the measurement plane increases
by 100 m/s from case 1b to 3b. The path lines above the aft end of the cavity ramp are seen to
diverge from its face, a phenomenon unique to this combination of distortion generator location
and jet operation. Since examination of raw particle images qualitatively confirmed this behavior,
this result is not considered to be a processing artifact but may be due to convergence of spanwise
flow at the measurement plane. The recirculation region is compressed from the +y direction by
the deflected shear layer, and the center of recirculation moves 7 mm in the -x direction with
insignificant vertical displacement. The stagnation point is displaced forward along the ramp to x
= 51 mm by the deflected shear layer, 3 mm forward of its location in the undistorted case.

Case 4b yielded the greatest changes relative to an undistorted baseline: with shock impingement
on the cavity, the shear layer is nearly entirely removed from the cavity, with only its extreme lower
edge seen at the top of the field of view and downstream of approximately x = 50 mm. The
maximum velocity in the measurement plane is reduced by 200 m/s, with relatively weak velocity
gradients throughout. Substantial changes are also seen in the path lines, with reverse (-x direction)
flow filling nearly the entire measurement plane. Though the limited field of view prevents its full
characterization in the present study, numerical analysis indicated that this region does not support
the kind of organized recirculation seen in the preceding cases.102

It should again be noted that as with all cases examined, data were only acquired on the
center plane, and may not be representative of the entire cavity volume. The potential for spanwise
nonuniformity is particularly enhanced by operation of the jet injector, since it introduces a spanwise
nonuniformity to the incoming flow. Spanwise flow in case 4b may be inferred from behavior near
the stagnation point, located at x = 73 mm. Path lines that extend over much of the measurement
plane originate at this location (see Fig. 3.4), again implying convergence at the measurement plane
of spanwise flow that is subsequently directed away from the ramp. Spanwise flow patterns were
found in earlier work in the same facility, where measurements of the OH radical using planar laser-
induced fluorescence indicated a spanwise-asymmetric combustion product distribution despite a
spanwise-symmetric fuel injection configuration.111 Spanwise flow patterns were also suggested by
numerical analysis of this flowpath under distorted-flow conditions.103 Attempts in previous work to
sustain combustion at the shock-on-cavity condition were successful both with and without fueling
through the jet injector in addition to the cavity ramp,102 so it is clear that this mode of cavity
operation does not preclude stable combustion. CFD analysis indicated that this configuration
results in relatively high pressures in the cavity, thus enhancing flameholding potential.103

Addition of the jet to the undistorted flowfield results in a general increase of RMS velocity
while reducing peak magnitudes, as seen in Fig. 3.5. Changes brought by the shock impinging on
and upstream of the jet at q = 0.7 are similar to those at q = 0, with greater unsteadiness along
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the cavity ramp, and smaller increases at the location of separation and through the remainder of
the shear layer. Unique behavior in RMS velocity is displayed by case 4b, corresponding to the
unique mean-flow results seen in Fig. 3.4. The location of shear layer separation is displaced well
outside of the field of view, and as a result no local maximum in RMS velocity occurs adjacent to
the cavity step. The region of flow seen to reverse its mean x-velocity in a vertical distance of only
a few millimeters near 50 mm < x < 80 mm and y = 0 mm (Fig. 3.4) corresponds to high RMS
velocity (Fig. 3.5), while the remainder of the cavity shows much smaller spatial variation in flow
direction coupled with lower unsteadiness.

3.4 Conclusions

The effects of simulated inlet distortion on a scramjet cavity flameholder were investigated with
particle image velocimetry (PIV), providing the first measurements of their kind. The measurement
area covered a spanwise center plane capturing most of the cavity as well as part of the bounding
shear layer. A full-span distortion-generating wedge was used to produce an oblique shock wave
that impinged upon locations within and upstream of the cavity. Addition of the distortion gen-
erator brought significant changes to both the magnitude and direction of the velocity field in the
measurement plane via deflection of the shear layer. The area of recirculation within the measure-
ment plane increased when the distortion generator was positioned such that the resulting shock
impinged upon the cavity, and decreased with shock positions farther upstream, all relative to the
undistorted baseline. In cases where a pattern of ordered recirculation was established, its center
was displaced in the same direction but with smaller magnitude in relation to changes in the axial
location of the shock.

Simulation of fuel injection with a wall-normal air jet upstream of the cavity produced less-severe
changes to the flowfield, with similar magnitudes but different directions of velocity observed. In
all configurations of the distortion generator, the jet thickened the shear layer, and changes to flow
patterns upon addition of the jet were most pronounced with shock impingement upstream of the jet
injector and on the cavity. In no conditions examined did the shear layer reattach to the cavity floor,
demonstrating that the cavity maintained an aerodynamically open geometry. Instead, shear layer
reattachment occurred on the cavity ramp in all but one configuration, and presumably occurred
downstream of the cavity in the exception. Shear layer reattachment behavior has implications for
direct fueling of the cavity through the ramp, since the relative locations of the stagnation point
and fuel injection determine the amount of such fuel that is recirculated within the cavity.

Unsteadiness was quantified with root-mean-square (RMS) velocity, and results showed that
addition of the distortion generator increased unsteadiness over the measurement plane as a whole,
and the shear layer in particular, all relative to the undistorted baseline cases. Increases in RMS
velocity magnitude within the shear layer would be expected to enhance turbulent transport into
the cavity of fuel injected upstream and of cavity combustion products into the main duct. Areas
above the cavity ramp exhibited particularly large increases in unsteadiness due to distortion, and
the addition of upstream jet injection resulted in lower peak RMS velocities but generally greater
unsteadiness across the measurement plane.



Chapter 4

Graphite Tracers for Velocimetry

4.1 Introduction

Supersonic combustion ramjet (scramjet) design is driven by computational fluid dynamics (CFD)
models, which must be validated against experimental databases.13,21,43 Due to its high-enthalpy
flow and confined environment,96 the scramjet flowpath is better suited to minimally-intrusive opti-
cal diagnostics than probe-based techniques such as pitot-static measurements or hot-wire anemom-
etry, since the physical presence of a probe will often distort the flow to the point of rendering invalid
the measurement of interest.112 Optical diagnostics applied to scramjet flows have included planar
laser-induced fluorescence (PLIF),18 coherent anti-Stokes Raman spectroscopy (CARS),113 tunable
diode laser absorption spectroscopy (TDLAS),114,115 tunable diode laser absorption tomography
(TDLAT),116 laser Doppler velocimetry (LDV),35 hydroxyl-tagging velocimetry (HTV),100 and par-
ticle image velocimetry (PIV).36,38–40,42,43,45,117

Of the velocimetry techniques, both PIV and LDV are dependent on proper seeding of the
flowfield with tracer particles.47 These particles must be sufficiently large to scatter enough light
to enable photographic detection, yet small enough to faithfully track the flow.118 An additional
challenge arises when particles run adjacent to the window of a confined flow, since particles may
deposit on the window and obscure imaging or illumination.39,42,44,45,71,81,119 The severity of this
effect is dependent on the individual experiment, but is a particular challenge in the recirculating
flow of a recessed cavity flameholder.39,42 Prior PIV studies of cavity flameholders have used
titanium dioxide as a tracer material due to its reduced tendency to form agglomerated clusters and
abrade windows relative to other materials having comparable reflectivity and melting temperature,
such as oxides of aluminum, silicon, and zirconium.39,42,117 Despite this, gradual window fouling
still occurred, and it is desirable to select a tracer material that does not adhere to facility windows.

The objective of this study is to identify a tracer particle that permits PIV measurements in a
high-enthalpy environment without degradation of flowpath windows. This chapter begins with a
summary of attempts at PIV measurements using conventional metal oxide tracer particles in the
cavity flameholder of a scramjet combustor. Next, the selection process of a new tracer material
is described, along with its experimental characterization. Theoretical models are introduced to
quantify the behavior of the particles in the experimental facility and compared with standard
measures of acceptable flow tracking.

This work presents the first application of a tracer material that demonstrates complete com-
patibility with combustor windows by allowing seeding of indefinite duration in both low- and
high-enthalpy regimes, satisfying the second scientific objective of this dissertation. Additionally,
this is the first reported application of graphite tracers in either a high-speed flow or within a
reaction zone.

25
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Figure 4.1: Raw PIV image of TiO2 tracer particles after injection through port at x/h=-14. Areas
outside measurement region are masked in gray for clarity.

4.2 Tracer Selection

4.2.1 PIV Configuration

PIV systems 2 and 3 were applied to the UVaSCF, in the same experimental configuration, to
provide two-component measurements in the spanwise center plane of the cavity flameholder (see
Sec. 2.2.2 for a complete description of each PIV system). The laser output was transformed into a
sheet by a series of lenses and delivered to the test section through the narrow window in the wall
opposite the cavity, terminating at the cavity floor. A single camera viewed the measurement plane
orthogonally through a combustor side window, capturing the full spanwise center plane of the cavity
as well as a section of the adjacent main duct, as depicted in Fig. 5.2. Prior to PIV measurements,
a camera spatial calibration was performed by removing the flowpath window opposite the camera
and inserting a calibration target into the test section such that it was coincident with the laser
sheet. The flowpath window between the calibration target and the camera was left in place, thus
maintaining the same optical path as during PIV acquisition.

Tracer particles were levitated by dry air in a fluidized bed seeder and injected on the centerline
of the cavity-side combustor wall though a 3 mm-diameter port at an axial location of x/h = −14.
This port had a circular cross-section but was angled at 25◦ relative to the flowpath surface, forming
an elliptical exit profile. This configuration introduced a low-momentum jet of seeded air into the
boundary layer at a small angle relative to the main-duct flow, minimizing perturbations to the flow
while maximizing entrainment in the cavity. The design was also intended to minimize convective
transport of tracer particles away from the measurement plane and toward the combustor sidewall
windows, and was similar to that used in prior PIV studies in RC19, where window fouling was
not substantial enough to preclude meaningful PIV results.39,40,42 Given that tracer injection in
the present experiment occurred downstream of fuel injection, a solenoid valve was installed at the
seeder inlet and opened only during tracer injection, to preclude the possibility of a combustible
mixture traveling upstream to the pneumatic regulator at the operator’s station.

4.2.2 Trials of Candidate Tracer Materials

Measurements were first attempted using 100 nm titanium dioxide tracer particles, of the same type
as used in measurements presented in Chapter 3. The tendency for window fouling observed42 in
RC19 was seen to be much more severe in the UVaSCF, with a large section of the window bounding
the cavity becoming completely obscured within several seconds of the introduction of seeding at
a density suitable for PIV measurements. A sample image from these attempted measurements,
which used PIV system 2, is seen in Fig. 4.1. The outline of the cavity may be seen, but most of the
window area bordering the cavity is rendered opaque by tracer particle deposition. Tracer density
is generally good in the shear layer, with lower densities evident below it. Higher densities could
be achieved, but this particular experiment was conducted with lower-than-ideal levels in order to
minimize window fouling. However, due to the obscuring effects of tracer deposition no useful data
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Figure 4.2: Raw PIV image of TiO2 tracer particles after injection through port at x/h=-1.0. Areas
outside measurement region are masked in gray for clarity.

Figure 4.3: Raw PIV image of TiO2 tracer particles after injection through port at x/h=-1.0, with
vibration source active.

were ultimately obtained in the cavity interior.
Despite the fact that tracer particles were injected along the flowpath centerline, a large fraction

of them migrated out to the side windows. This occurred in the UVaSCF at a much higher rate
than in RC19, a result attributed to the lower width-to-depth ratio of the cavity of the former. It is
anticipated that spanwise flow patterns will strengthen relative to those in the spanwise center plane
as the cavity becomes narrower relative to its depth, resulting in greater distribution of particles
away from the centerline and onto the side windows.

An attempt was made to minimize spanwise transport of tracer particles within the cavity by
moving the injection location to a centerline wall-normal port of 1.0 mm diameter located at x/h=-
1.0. This was intended to minimize the spanwise distribution of the tracer particles by reducing
their distance traveled through the turbulent boundary layer upstream of the cavity. Results of this
attempt are seen in Fig. 4.2. Although window fouling is noticeably reduced relative to seeding
through the port at x/h=-14, a large section of the cavity was still obscured by tracer deposition.
This indicates that spanwise flow patterns were strong enough to distribute tracer particles outward
to the windows even when entering the cavity in a narrow region along the flowpath centerline.

This result motivated an attempt to minimize tracer adhesion to the windows by applying high-
frequency vibration to the flowpath structure. To accomplish this, a pneumatic turbine vibration
generator was attached to the frame of the window through which the camera viewed the measure-
ment plane. This unit was rated by the manufacturer to produce vibration at 330 Hz with 50 N
amplitude, and was selected on the basis of its high frequency and low amplitude relative to other
available units. As seen in Fig. 4.3, window fouling was not appreciably affected by the addition of
vibration. The mechanism of particle adhesion was not thoroughly investigated, but electrostatic
charging of tracer particles relative to the windows was not considered a likely cause, since particles
adhered to the electrically grounded copper cavity floor at levels qualitatively similar to those on
the windows.

These results indicated that TiO2 was not a suitable tracer material for this particular flowpath.
An additional experiment was conducted using 250 nm SiO2 particles injected through the port
at x/h=-14, but results were similar to those using TiO2. This was not unexpected, as a prior
PIV study in the UVaSCF using SiO2 in a different experimental configuration found that seeded
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flow running adjacent to facility windows resulting in unacceptable fouling.41 It should be noted
that the raw images seen in Figs. 4.1, 4.2, and 4.3 were taken at different lens reproduction ratios
and laser power levels, thus preventing a rigorous quantification of the obscuring effect of tracer
adhesion. Such quantification is not necessary, however, since in all cases large sections of the cavity
are thoroughly obscured.

Conventional PIV tracer particles able to withstand the high (2400 K maximum) temperature
of the UVaSCF were shown to be transported to the side windows and could not be dislodged
with the application of high-frequency vibration. A more aggressive means of particle removal
was considered, such as air injection directed at the sections of the windows bordering the cavity.
Even if successful, such a procedure would necessarily be so forceful as to alter the flowfield of
interest beyond the point of utility, and the observed rate of window fouling was too great to
permit occasional cleaning procedures between periods of data acquisition.

Since it was concluded that a portion of any tracer material introduced to the cavity would come
in contact with the side windows, a search was made for a material that would either combust,
sublimate, or evaporate after resting on the windows for more than the few milliseconds needed
for an airborne particle to contribute to a measurement. This strategy was applied by Love,120

who exploited the tendency of solid CO2 to sublimate as a way to prevent tracer contamination of
the windows of an unheated closed-circuit wind tunnel. CO2 particles were formed by the sudden
expansion of the liquid phase and persisted long enough to pass through the oblique shock of
interest, but sublimated before they could reach facility windows.

Although CO2 seeding is ideal for unheated facilities, the objective of the present study requires
a material that will persist at least several milliseconds within the reacting cavity, but undergo its
final physical or chemical transformation relatively soon after. This estimate of required persistence
time was based on a calculation of cavity center plane residence time using the RC19 data of Kirik et
al.42 It is important to note that particles need only survive one revolution through the recirculating
flow pattern of the cavity in order to create uniform tracer density, which corresponds to a time-
of-flight that is not necessarily equal to the cavity residence time.

In the search for a suitable tracer material, liquid droplets were discounted since they would
almost certainly combust or evaporate too quickly. Solid particles were then examined, with the goal
of selecting a material with an ignition temperature somewhat greater than the static temperature
(670 K) but less than the total temperature (1200 K) of the non-reacting flow. Such a material would
ideally experience negligible mass loss when traveling in the supersonic flow, but would combust
after adhesion to facility windows due to the higher temperatures of the adjacent stagnated flow.
An additional complication is presented by the desire to acquire PIV measurements at both non-
reacting and reacting conditions. A particle that only combusts after settling on a flowpath surface
under non-reacting conditions may well be consumed after only a very short period airborne in
a reaction zone. The decision was made to select a tracer material based on the non-reacting
temperature field, which is easily quantified analytically, and determine experimentally whether
the particle behaves as desired in the reacting flowfield, since analysis of candidate materials with
coupled CFD-chemical kinetics codes would be impractical.

A review of solid materials that could be practicably obtained in quantities suitable for PIV
measurements revealed graphite as a candidate tracer. Its autoignition temperature of 1000 K is
within the temperature range specified above,∗ and is readily obtained in a range of particle sizes
from commercial vendors. The literature contains at least two PIV studies where graphite was
selected as a tracer material instead of one of the more common metal oxides. Neubert et al.121

and Buschbeck et al.122 applied graphite tracers within the cylinder of a piston engine. In these
studies, graphite was chosen to address the problem of scouring of transparent cylinder walls by
particles collected by piston rings, which was substantially reduced by graphite’s natural lubricity.
This is a largely different problem than the central concern of the present study, since windows of the

∗Material Safety Data Sheet, graphite powder, Fisher Scientific, Fair Lawn, NJ
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Figure 4.4: Raw PIV image of graphite tracer particles in UVaSCF under heated non-reacting
conditions.

UVaSCF are not forcibly abraded by tracer particles. In fact, although metal oxide particles may
render the windows opaque, they may be subsequently hand-cleaned to excellent optical quality.

One key difference of the in-cylinder studies relative to the present work is that the duration
of a combustion stroke in a reciprocating engine is much longer than the mean flow-through time
of a scramjet combustor. Because of this, the finding of Buschbeck et al.122 that graphite tracer
particles were consumed by the combustion zone within piston-stroke time scales does not guarantee
that reacting-flow measurements in the UVaSCF will be precluded.

Trials of several types of graphite powders were conducted, and ultimately synthetic flakes
produced by Asbury Carbons were selected. PIV system 3 was used for this and all subsequent
measurements, and sample raw images are given in Figs. 4.4, 4.5, and 4.6 for heated non-reacting,
reacting, and cold-flow conditions, respectively. It is seen that flowpath windows are completely free
of graphite tracer deposition, a result found to hold true for an indefinite duration of tracer injection,
thus removing the restriction on optical access imposed by conventional metal oxide tracers.

The mechanism governing the tendency for a particular tracer material to adhere to flowpath
windows was not identified, although a review of the available literature indicated susceptibility to
electrostatic charging may be responsible. It has been found that many particle types will develop
a negative charge upon becoming aerosolized,123,124 and in particular when subsequently passed
through tubing,125 as was done in these PIV experiments. Such particles may then experience
electrostatic attraction to neutral surfaces by localized charging.123

Since electrostatic charge is linearly proportional to the volumetric radius of a particle, whereas
aerodynamic force varies in proportion to its square, it is seen that electrostatic attractive force
will decay more gradually with particle size than will the aerodynamic force that may dislodge
particles, which itself decays with particle size due to the presence of a boundary layer.123,124 As a
result, the tendency for particles to adhere to surfaces will become greater as particle size decreases.
The present study has not however yielded an explanation for why metal oxide tracers experience
a strong affinity for flowpath windows whereas graphite tracers do not.

Figure 4.5 in comparison with Figs. 4.4 and 4.6 shows that the density of graphite tracers in
the cavity is not appreciably affected by the robust reactions in this region. Figure 4.5 was taken at
an equivalence ratio φ (the actual fuel-air ratio relative to that required to achieve stoichiometric
fueling) of 0.40, and may be compared to PLIF imaging of the OH radical under identical conditions
in Fig. 5.5(a). Particles are clearly seen in Fig. 4.5 both within and outside of the combustion
zone, providing experimental confirmation that the graphite tracer particles persist long enough in
the flame to permit PIV measurements.

Initial imaging of graphite tracers in the UVaSCF revealed a substantial disparity in reflected
intensity between the two frames of an image, despite equal measured laser intensity of the respective
pulses. It was determined that scattering was dependent on the polarization of incident light, since
the two pulses of the laser in PIV system 3 have orthogonal polarization states. To resolve this, a
half-wave plate was installed at the output of the laser and oriented such that the polarization of
each laser pulse was rotated by 45◦ to achieve common alignment.
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Figure 4.5: Raw PIV image of graphite tracer particles in UVaSCF under reacting conditions.

Figure 4.6: Raw PIV image of graphite tracer particles in UVaSCF under unheated conditions.

4.3 Tracer Characterization

4.3.1 Sampling

In order to analyze the aerodynamic and chemical response of the graphite tracer particles in the
scramjet flowpath, it is necessary to quantify their size and shape. Although samples of the raw
material could be analyzed, prior studies have shown that tracer particle agglomeration may occur
during the fluidization process prior to injection.126,127 Ideally, particles would be sampled directly
from the flowfield, but this is not practical given the high temperatures and velocities within the
measurement plane. Instead, particles were sampled directly from the seeder output in a benchtop
test. In order to replicate the conditions under which the seeder operated during PIV experiments,
a nozzle was constructed with cross-sectional area identical to that of the port at x/h=-14, and the
pressure differential across the seeder was matched, with dry air again used as the fluidizing gas.

Particle sampling should be done isokinetically, which requires that velocity at the sampling
probe inlet be equal to that of the undisturbed flow, in order to ensure that the particle size
distribution is not altered by streamline curvature near the probe inlet.127 An isokinetic sampling
rig was constructed following the methods of Owens et al.126 This incorporated a hollow probe
whose output led to a filter paper, with airflow maintained by a vacuum pump downstream. A
rotameter was installed between the filter paper and the vacuum pump to enable flow velocity
within the probe to be determined. The sampling probe tip was placed 8 mm downstream of the
seeder nozzle exit, and the velocity at this location was measured with a hot-wire anemometer. The
maximum velocity at any seeder operating condition was 40 m/s, ensuring that no compressible
flow effects needed to be taken into account. The seeder output velocity was then matched at the
sampling probe inlet by setting the probe volumetric flow rate to the appropriate value given its
cross-sectional area. Tracer particle samples were then collected and stored on a mixed cellulose
ester filter paper with 0.45 µm pore size, which was selected based on the 1.4 µm mean flake size
found in earlier electron microscopy of the raw material.

4.3.2 Electron Microscopy

In order to quantify the size and shape of the graphite tracer particles as produced by the fluidized
bed seeder, the particles captured in the isokinetic sampling test were analyzed by electron mi-



CHAPTER 4. GRAPHITE TRACERS FOR VELOCIMETRY 31

Figure 4.7: SEM image of graphite tracer particles at 5,000x magnification.

croscopy. An FEI Quanta FEG 650 scanning electron microscope (SEM) was used to image the
collected particles at magnifications between 5,000x and 50,000x. An attempt was made to image
the particles directly on the filter paper. This measurement could not be obtained, however, since
the lack of a ground path between the particles and the electrically conductive base on which the
filter paper was mounted resulted in the particles becoming charged and moved by the electron
beam. Additionally, charging of both the particles and filter paper degraded image quality, and
some SEM settings resulted in rapid deterioration of the filter paper. This required the particles
to be transferred from the filter paper to an adhesive carbon tab. Although not ideal due to the
disturbance this introduced to the particles, this proved the only practical means of achieving a
measurement. A sample image is seen in Fig. 4.7.

Particles in the SEM images were subsequently measured using the ImageJ software package.
A mean flake length of 1.1 µm was found, with values ranging between 0.20 µm and 3.5 µm. A
histogram of measured flake length is presented in Fig. 4.8. Particle length is seen to be concentrated
near the mean value, with few particles having more than a factor of two difference with the mean.
The mean thickness of individual flakes was found to be 16 nm from a range of 9-24 nm. Half-
widths of 95% confidence intervals for flake length and thickness are respectively 0.12 µm and 2.4
nm. A histogram of thickness measurements is seen in Fig. 4.9, which shows a nearly-uniform
distribution among the range of values. Additionally, an agglomerated cluster with thickness of
approximately 100 nm was seen, but it was not clear whether this represented a grouping created
during seeder operation, or was instead a product of the pressure applied during transfer from
the filter paper to the carbon tab. This dimension will be considered in subsequent analysis for
purposes of completeness, but is not included in the calculation of the mean due to its rarity and
unclear origin.

These measurements are close to those found in a similar analysis of raw particles, where mean
flake length of 1.4 µm and thickness of 13 nm were measured. It is unclear whether the differences
may be attributed to random error, the operation of the fluidized bed seeder, or the transfer of
particles from the filter paper to the adhesive carbon tab. It will be shown in the next section that
the differences in mean dimensions of the raw particles and those sampled directly from the seeder
result in negligible changes to aerodynamic properties. Due to the uncertainty of the effects on the
particles their transfer from the filter paper to the adhesive carbon tab may have had, only the
analysis of the raw particles will be considered in subsequent analysis.
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Figure 4.8: Histogram of measured flake length, taken from total sample size of 72.

Figure 4.9: Histogram of measured flake thickness, taken from total sample size of 14.
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4.3.3 Aerodynamic Response

Critical to the validity of PIV measurements is the requirement that tracer particles have negligible
velocity relative to the flow in which they are distributed. Following the development of Loth,128

this slip velocity is denoted w and is the difference between the particle centroid velocity up and
the flow velocity extrapolated to the particle centroid uf

w = up − uf (4.1)

This readily leads to the establishment of a particle Reynolds number (Rep)

Rep =
ρf |w| dvol

µ
(4.2)

where ρf and µ are respectively the density and dynamic viscosity of the fluid, and dvol is the
volumetric diameter of the particle,

dvol = (6Vp/π)
1/3

(4.3)

where Vp is particle volume.
The assumption of negligible slip velocity is satisfied under the conditions of creeping flow, where

particle Reynolds number approaches zero (Rep → 0). In this regime a closed-form solution for the
drag of a sphere is available:

FD = −3πdvolµw (4.4)

This is the Stokes drag solution, and provides a benchmark for evaluating the aerodynamics of
non-spherical particles via the definition of a Stokes correction factor:

f =
|FD|

3πdvolµ |w|
(4.5)

A particle response time τp may be defined as the time taken to reduce an instantaneous imposition
of a non-zero slip velocity to 1/e of its initial value.104 Mathematically, for the case of a particle
with density much greater than that of the surrounding fluid, it is expressed as

τp =
mp |w|
|FD|

(4.6)

where mp is the particle mass.104 Combining Eqs. 4.4 and 4.6 yields

τp =
mp

3πdvolµf
(4.7)

The graphite flakes used as tracer particles in the present study are approximated as oblate
spheroids, characterized by the length of the axis of symmetry d‖ and its perpendicular dimension
d⊥. This allows the definition of an aspect ratio128

E =
d‖

d⊥
(4.8)

which for an oblate spheroid is less than unity. Volumetric diameter is given by

dvol = d⊥E
1/3 = d‖E

−2/3 (4.9)

The corresponding Stokes correction factor is a function of aspect ratio:128

fE =
E−1/3

√
1− E2

arccosE
(4.10)
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This model averages over all possible particle orientations relative to the oncoming flow, and is
conservative in that oblate spheroids have been shown to preferentially assume the higher-drag
broadside orientation.128

As described in Sec. 3.2.2, the ability of tracer particles to faithfully track the flow may be
quantified by the Stokes number, the ratio of particle response time to a characteristic domain time
scale:104

St =
τp
τD

(3.1)

Samimy and Lele105 recommend Stokes numbers less than 0.25 be established for valid velocimetry.
Lower Stokes numbers yield more accurate flow tracking, thus a conservative estimate of the Stokes
number will use the smallest representative domain time scale. Since tracer particle performance
in the cavity flameholder is the primary consideration of this study, the domain time scale will
be defined relative to the process of a particle traveling from the high-velocity main duct to the
low-velocity region near the cavity floor. A representative time scale may then be calculated as the
ratio of cavity depth lD to main-duct velocity uD:

τD =
lD
uD

(3.2)

The cavity depth is of course fixed over all experimental conditions, but main-duct velocity is not.
Comparison of Eqs. 3.1 and 3.2 shows that Stokes number will increase with main-duct velocity.
Therefore, a conservative estimate of Stokes number will use the maximum main-duct velocity that
could be expected, which is calculated by considering the facility nozzle exit Mach number and total
temperature under isentropic flow assumptions. The presence of shocks caused by wall-normal fuel
injection and the heat release of combustion will only serve to decrease velocity adjacent to the
cavity, resulting in an actual Stokes number smaller than this estimate.

An additional consideration is the possible reduction in flake dimensions due to oxidation. The
dense seeding seen in Fig 4.5 indicates oxidation does not consume an appreciable fraction of
particles during their residence within the cavity. Nonetheless, the degree to which they may
shrink due to reactions is unknown, and the impact of this recession on aerodynamic performance
must be considered. Proportional reductions in both length and thickness were modeled, such that
a constant aspect ratio was maintained. Two flakes were considered, each with an initial length
equal to the mean value of 1.4 µm. One flake was modeled as having an initial thickness equal to
the mean value of 13 nm, and the other with an initial thickness of 100 nm corresponding to the
observed agglomerated cluster. The results of this calculation are presented in Fig. 4.10.

It is seen that the ranges of Stokes numbers for both particles are well below the maximum
value of 0.25 specified by Samimy and Lele.105 It is also seen that Stokes number decreases with
flake size (keeping in mind this model scales reduction in thickness linearly with reduction in
length). As a result, a particle’s flow tracking ability is only enhanced by its oxidation. The limit
of particle performance is thus a function only of its light-scattering ability, which of course will fall
below the threshold of detection at some minimum flake size. Figs. 4.4-4.6 demonstrate that the
reflectivity and size of graphite tracers is sufficient to permit flow tracking across the majority of
the measurement plane, with the remaining area unseeded only due to the limitations of turbulent
diffusion in convecting tracers away from the cavity-side wall through which they were injected.

The chosen particle dimensions used in these calculations may be shown to be representative of
the sample by considering the range of dimensions found. The thickness and length of a particular
particle could not both be determined, since these measurements were dependent on the orientation
of the particle relative to the SEM viewing angle, and no provisions were available for reorientation.
However, consideration of combinations of initial dimensions other than those used in the preceding
calculations reveals similar results to those seen in Fig. 4.10. With the exception of the agglomerated
cluster, flake thicknesses were found to fall within a relatively narrow range, as demonstrated by
the confidence interval given in Sec. 4.3.2. The preceding calculations were repeated for constant
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Figure 4.10: Stokes number as a function of flake length for two representative values of initial flake
thickness h0.

flake thicknesses of 13 nm and 100 nm for a range of flake lengths, in order to investigate whether
any combinations of length and thickness would yield unacceptable aerodynamic response.

As seen in Fig. 4.11, flakes with the mean thickness of 13 nm and any length up to the maximum
measured value of 3.5 µm will satisfy the Stokes number criterion. Flakes with thickness of 100 nm
will also satisfy this criterion provided their length does not exceed 2.8 µm. It should be emphasized
that a thickness of 100 nm was considered so as to include the agglomerated cluster observed in the
SEM measurements. Since only one such cluster was observed, and its mechanism of formation is
unclear, it is unlikely that such clusters form a substantial fraction of the tracer particles produced
by the fluidized bed seeder. Even if this were the case, only a subset of such clusters would exceed the
maximum Stokes number. The model applied is also conservative in that it assumes a cluster would
consist of solid carbon, neglecting the voids between adjacent graphite sheets, thus reducing the
cluster mass and improving its aerodynamic response. These results indicate that the overwhelming
majority, if not the entirety, of the tracer particles will yield acceptable aerodynamic response in
the UVaSCF.

An alternative to defining a single Stokes number for an entire flowfield is to consider particle
response at each point in the flow. With knowledge of particle velocity and its gradient as well as
a model of aerodynamic response, the in-plane components of slip velocity may be computed at all
points in the measurement plane.129 Using the particle equation of motion,

dup

dt
=

FD

mp
(4.11)

the slip velocity may be expressed in vector component form as

(up − uf )i = −
(
ρpd

2
vol

18µf

)
up,i

dup,i
dxi

(4.12)

where ρp is the density of the tracer material, and summation across the repeated index i on the
right-hand side is not implied.

In addition to the foregoing consideration of the response of a particle to a steady velocity
gradient, the ability to track turbulent fluctuations must also be considered. Melling118 provides an
expression for the maximum angular frequency of fluid motion ωc that may be tracked at a given
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Figure 4.11: Stokes number as a function of flake length for two representative constant values of
flake thickness h0.

ratio of particle and fluid mass-specific kinetic energies:

ωc =
1

τp

(
1

u2
p/u

2
f

− 1

)
(4.13)

In order to provide a conservative estimate of tracer performance, dynamic viscosity of air (as
relevant to particle response time given in Eq. (4.7)) was calculated at the static temperature
of the supersonic non-reacting flow; higher temperatures will serve only to increase viscosity and
improve flow tracking. At Melling’s recommended cutoff of u2

p/u
2
f = 0.95, this calculation yields a

maximum measurable angular frequency of 4.7× 105 rad/s.

4.3.4 Thermophoretic Response

Thermophoresis serves to move tracers in the direction opposite that of a temperature gradient.
Given that the measurement planes of experiments in the UVaSCF contain strong temperature
gradients,52 it is reasonable to evaluate the effect thermophoresis may have on measured velocity.
Thermophoretic velocity may be considered to be the product of a thermophoretic mobility and a
temperature gradient:

up,T = Mp,T∇T (4.14)

Keh and Ou130 provide an expression for the components of thermophoretic mobility parallel and
perpendicular, respectively, to the axis of symmetry of a spheroid:

Mp,T,‖ = −Csµ

ρfT

(
1 +

αkp
βkf

)−1

(4.15)

Mp,T,⊥ = −Csµ

ρfT

(
1 +

βkp
(α+ 1) kf

)−1

(4.16)

where ρf is fluid density and Cs is a coefficient of order unity representing thermal slip at the
particle surface. For this study, a conservatively high value of Cs = 1.5 was used. Shape constants
α, β, and λ0 are given by

α =
(
λ2

0 − 1
) (
λ0 coth−1 λ0 − 1

)
(4.17)
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β = λ0

[
λ0 −

(
λ2

0 − 1
)

coth−1 λ0

]
(4.18)

λ0 =

√
1

1− (1/E)
2 (4.19)

Since thermophoretic effects will not exert a torque on spheroidal particles,130 the tracers may be
considered to be randomly oriented and thus the group average given by Keh and Ou130 may be
used to calculate the magnitude of thermophoretic velocity:

up,T = −1

3

(
Mp,T,‖ + 2Mp,T,⊥

)
∇T (4.20)

Calculations of particle slip and thermophoretic velocity will be performed for experiments presented
in Chapter 5, where it will be shown that the resulting contribution to experimental uncertainty is
negligible relative to sources accounting for calibration error and finite sample size.

4.4 Conclusions

A process was implemented to identify a PIV tracer material that does not adhere to the windows
of the combustor section of a direct-connect scramjet flowpath, removing a limitation imposed by
conventional metal oxide particles. Micron-size graphite flakes were selected as a candidate material
and subsequently tested at unheated, heated, and reacting-flow conditions in the UVaSCF. Raw
PIV images showed no discernible tracer deposition on combustor windows even after long durations
of flow seeding, and particles provided adequate light scattering to permit detection by the PIV
system. Particles were shown to survive passage through the reaction zone of a cavity combustor,
demonstrating that the chemical lifetime of graphite tracers is longer than the local flow time scales.
The dimensions of the graphite flakes were measured via electron microscopy and used to model
aerodynamic response in a high-speed cavity, demonstrating flow tracking acceptable to within
standard limits.



Chapter 5

Flameholder Center Plane:
Dual-Mode

5.1 Introduction

Trapezoidal cavity flameholders have received substantial attention as a means to stabilize com-
bustion in scramjet flowpaths, which are challenged by main-duct convective time scales that sig-
nificantly exceed those of chemical induction of hydrocarbon fuels.16,17,131 Such cavities provide
a high-residence time region where reactants may mix with combustion products and produce a
source of heat and radical species to pilot reactions in the remainder of the combustor.18 Cavity
flameholders are particularly well-suited to dual-mode scramjet (DMSJ) designs, which may oper-
ate with core flow that is either primarily supersonic or subsonic, greatly expanding the range of
flight Mach numbers accessible to a scramjet-powered vehicle.85,96 The pre-combustion shock sys-
tem that is characteristic of DMSJ operation results in considerable aerodynamic unsteadiness due
to shock wave/boundary layer interactions upstream of the combustion zone, and if fuel injection
is located within this shock system a feedback loop based on the interaction of unsteady fuel-air
mixing and heat release may result.59,85,132 Instabilities resulting from interactions between mixing
and combustion may occur under primarily supersonic (scram-mode) conditions as well, and are an
inherent aspect of scramjet operation under non-premixed conditions.4

Time scales of fuel-air mixing may exceed those of chemical reactions, particularly when hy-
drocarbon fuels are used, and as such heat release is in many cases limited by the degree to which
reactants are mixed prior to reaching the flame front. In turn, heat release may govern local mix-
ing via vorticity produced by the interaction of combustion-induced density gradients with strong
pressure gradients resulting from high (even if subsonic) combustor Mach numbers, and changes to
transport properties due to variations in temperature and chemical composition.4,77 Turbulence-
chemistry interactions are thus masked by the intermediate step of fuel-air mixing, complicating
efforts to isolate the direct relationship between heat release and combustor aerodynamics.87 Since
the operation of a cavity flameholder is dependent on the unsteady exchange of fluid across its in-
terface with the remainder of the combustor, measurements of the local turbulent velocity field are
essential to the characterization of flameholder performance, yet such measurements are inherently
specific to a particular fuel injection configuration unless fuel-air mixing is completed well upstream
of the flame front.

It is therefore desirable to study DMSJ operation independent of the fuel-air mixing process,
and to address this need a premixed DMSJ flowpath has been developed and evaluated with a
number of diagnostic methods.60,87,92,133–135 The University of Virginia Supersonic Combustion
Facility (UVaSCF) was adapted to include fuel injectors upstream of the pre-combustion shock

38
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system, such that passage through this shock system would ensure complete mixing of ethylene fuel
and air prior to arrival at the reaction zone. Planar laser-induced fluorescence (PLIF) of the NO
molecule confirmed uniformity of mixing by examining a fuel simulant injected under non-reacting
yet aerodynamically-similar conditions to the baseline reacting case.92 Combustion behavior was
examined through OH and CH2O PLIF,60,133 CH* and broadband chemiluminescence,60,87 coherent
anti-Stokes Raman spectroscopy (CARS),134,135 as well as numerical simulations.52

These studies found that in a time-averaged sense, a nearly-linear flame front is established,
anchoring a short distance downstream of the top of the cavity forward face, and extending to
the opposite wall of the combustor at an angle of 10-12◦ relative to the duct central axis. It was
determined that this angle is governed by freestream turbulence levels dictated by pre-combustion
shock system aerodynamics, and not by fueling rate, inflow total temperature, or combustion-
induced dilatation.133 Instantaneous measurements revealed considerable variation in the spatial
extent of the flame front,60,87,133 results that were consistent with but could not confirm numerical
predictions of an instability caused by an interaction between combustor heat release and the
upstream shock system.52

To accompany these studies of combustion behavior, it is necessary to quantify the velocity field
within the combustor, and the cavity flameholder in particular. Prior measurements of velocity in
cavity-based high-speed combustors have both elucidated fundamental fluid physics as well as pro-
vided validation of numerical models critical to the development of airframe-integrated propulsion
systems.37,43,136 The first reported planar velocity measurements within a high-speed cavity flame-
holder were made using hydroxyl-tagging velocimetry (HTV) in a non-reacting flowfield,100,137 and
the subsequent application of particle image velocimetry (PIV) allowed a two-orders-of-magnitude
increase in spatial resolution and the ability to examine reacting flows.39,42,45

The present study seeks to quantify the mean and turbulent features of the flameholder velocity
field, analysis of which has not been previously reported in the premixed or dual-mode combustion
regimes. Of particular interest is the behavior of the turbulent shear layer separating the cavity
from the combustor main duct, since flameholding requires unburned fuel and air remain in the
cavity long enough to react yet be ejected back into the main duct at a rate sufficient to maintain
its combustion. By examining this turbulent interaction as a function of independent changes in
heat release and pre-combustion shock system length, the controlling parameters of flameholder
aerodynamics may be identified.

This chapter addresses the third scientific objective of this dissertation, characterization of the
cavity flameholder at steady-state dual-mode conditions. A description of the experimental facility
and diagnostics is presented first, followed by an analysis of ensemble-averaged velocity statistics and
their dependence on variations in heat release and pre-combustion shock system length. Finally,
the combustor flameholding mechanism is evaluated through comparison of PIV and OH PLIF
measurements.

5.2 Experimental Approach

5.2.1 Experimental Facility

The UVaSCF was used for the present research, in a configuration described in Sec. 2.1.2. Of
particular importance to this study is the operation of the air throttle, which allows the pre-
combustion pressure rise to be re-created through aerodynamic blockage instead of heat release.
The behavior of this shock system will be characterized by the location in normalized coordinates of
its leading edge, identified by a step change in streamwise pressure gradient. The nominally-inviscid
supersonic core flow upstream of this shock system is presented with a decreasing cross-sectional
area due to the growth of wall boundary layers, leading to a slight streamwise increase in static
pressure, the magnitude of which is far smaller than that due to the shock system.
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Case φ
Shock system leading

edge (x/h)
Air throttle

status

1 0 27 off
2 0 -38 on
3 0 -45 on
4 0.40 -45 off
5 0.34 -38 off
6 0.34 -45 on

Table 5.1: Test conditions.

The test conditions listed in Table 5.1 were selected to examine the separate effects of pre-
combustion pressure rise and heat release by independently varying air throttle pressure and equiv-
alence ratio φ. Two equivalence ratios were considered, φ = 0.40 and φ = 0.34, which (when
air throttle injection was not active) led to pre-combustion shock system leading edge locations
of x/h = −45 and x/h = −38, respectively. These were previously found to represent (with a
small amount of margin) the operability limits of the flowpath, with the lower equivalence ratio
corresponding to the lean blowout limit and the higher representing the point beyond which the
pre-combustion shock system would reach the fuel injectors, leading to greatly enhanced combus-
tion and damage to the flowpath from the consequent increase in static pressure.87 It should be
noted that the upper limit of equivalence ratio in a flight vehicle would be determined by the point
at which the pre-combustion shock system reached the inlet, leading to its unstarting, assuming
the flowpath was able to endure the aforementioned effects of the shock system reaching the fuel
injectors.

Case 1 corresponds to the nominal fuel-off status of the flowpath, with a shock system established
well downstream of the combustor serving to reconcile sub-atmospheric supersonic flow with the
atmospheric facility exhaust. The air throttle is used in cases 2 and 3 to establish the shock system
created by fuel-on cases 5 and 4, respectively. Case 6 uses the air throttle to maintain the longer
shock system of case 4 but at a lower equivalence ratio. For all cases, tunnel stagnation conditions
were maintained at constant P0 = 300 kPa and T0 = 1200 K, the latter approximating a Mach 5
flight enthalpy.

Static pressure was measured along the centerline of the cavity-side flowpath wall at 74 discrete
locations distributed between the exit of the facility nozzle and the flowpath exhaust, and results
for each test case are presented in Fig. 5.1 as normalized by absolute static pressure at the facility
nozzle exit (38 kPa). It is seen that pressures upstream of the leading edge of the cavity flameholder
(x/h = 0) were nearly identical among cases 3, 4, and 6, and similarly between cases 2 and 5,
indicating that the pre-combustion shock system may be replicated independent of the amount of
heat release. The pressure rise downstream of x/h = 28 in case 1 is due to backpressuring by the
atmospheric facility exhaust and is distinct from the shock system upstream of the cavity in the
remaining cases, for which the same pressure rise does not begin until approximately x/h = 44.

5.2.2 Particle Image Velocimetry

PIV system 3 was used for the present work, and is described in more detail in Sec. 2.2.2. Graphite
tracer particles were aerosolized in a fluidized bed seeder with dry air at a volumetric flow rate
between 13-15 standard cubic feet per hour (SCFH) and injected along the centerline of the cavity-
side flowpath wall at x/h = −14 (see Sec. 4.2.1). Illumination of tracer particles was accomplished
with a Photonics Industries DM50-527DH dual-head Nd:YLF laser operating at 527 nm, the output
of which passed through a set of integrated optics to produce a 0.3 mm-thick sheet that was directed
through the combustor window opposite the cavity flameholder.
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Figure 5.1: Cavity-side axial centerline static pressure distributions.

Images were acquired by a Photron SA 1.1 camera fitted with a 105 mm focal length Nikon lens,
operated at an aperture of f/8. It was found that broadband chemiluminescence was much stronger
than laser light scattered from the tracers, and as a result a line filter was fitted to the lens to block
all wavelengths differing by more than a few nanometers from that of the laser. The camera viewed
the measurement plane orthogonally, and a baffle consisting of a sheet of metal painted flat black
was installed on the side of the combustor opposite the camera, in order to reduce the amount of
stray light competing with particle scattering.

Synchronization of the laser and camera was provided by a LaVision high-speed controller, and
vector fields were calculated with the LaVision DaVis 8.3 software package. All ensemble data
sets consisted of 2000 singly-exposed dual-frame images acquired at a rate of 1 kHz, with a 1 µs
separation between laser pulses. A schematic of the experimental configuration is included in Fig.
5.2.

Due to the nature of turbulent transport of tracers from the upstream boundary layer into
the cavity flameholder, some regions of the measurement plane occasionally lacked tracer density
sufficient to permit the calculation of a valid vector. Since the PIV algorithm may nonetheless
generate a vector from background noise, it was necessary to exclude such regions from the vector
calculation process. An image processing routine was applied to raw PIV images to eliminate areas
of poor tracer density, and consisted of a standard deviation filter applied over a 4×4 pixel kernel,
followed by a 6×6 pixel sliding average. Pixel locations for which the result of this calculation did not
exceed a particular intensity count threshold were eliminated from subsequent vector calculation.
The threshold value, which was the same for all cases considered, was selected based on manual
inspection of the preprocessing routine’s effect on a number of raw images, and would be expected
to vary according to laser power and delivery method, signal-to-noise ratio, lens aperture setting,
and image sensor response.

Additionally, pixels whose intensity saturated the dynamic range of the camera (12 bit), such
as would result from laser scattering from a particularly dense region of tracers, were masked. This
preprocessing routine was a binary operation and did not alter parts of the image that were not
altogether eliminated. The fundamentally different aerodynamic nature of case 1 relative to the
others limited the vertical extent of tracer distribution, and as a result data for case 1 will only be
presented below y/h = 0.55; data for the remainder of the cases will be given for y/h = 1.1 and
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Figure 5.2: Schematic of camera and laser delivery configuration relative to combustor section.

below.
Vector fields for cases 2-6 were calculated by cross-correlation over round Gaussian-weighted

interrogation windows, with three passes at a 32-pixel diameter followed by three at a 16-pixel
diameter, each with 50% overlap of adjacent windows. A median filter was applied after each pass
to reject spurious vectors,138 and after the final pass vectors differing from the mean by more than
three standard deviations were discarded. This procedure yielded a rectangular grid of vectors
with 0.51 mm spacing in both the x and y directions, but due to window overlap spatial resolution
is twice this value. The same procedure was applied to case 1 with the exception of the use of
an initial interrogation window diameter of 64 pixels in order to accommodate the higher particle
displacements of the supersonic main-duct flow.

The influence of tracer injection on flowpath operation may be assessed through an examination
of wall pressure data. Figure 5.3 provides a comparison of pressures recorded at the conditions of
case 4 with and without tracer injection. Seeding of the flow with graphite velocimetry tracers is
seen to have a negligible impact on wall static pressures, confirming the non-intrusive nature of the
diagnostic.

The uncertainty of ensemble statistics derived from a series of instantaneous PIV realizations
is expected to result from a combination of systematic and random error sources. Uncertainty
of mean velocity is a function of the systematic errors and the total measured fluctuations, the
latter of which capture both true flow unsteadiness as well as random errors of the measurement
technique.139 Turbulent fluctuations may be assumed to be normally distributed for sample sizes
exceeding 1000, thus allowing the normal distribution to be used to quantify the component of
uncertainty resulting from finite sample size.107 Using the same assumption of normality for random
errors of the measurement technique, uncertainty of mean velocity ε|V | may be calculated as the
root-sum-square of the contributions of systematic and random errors, with the latter calculated at
a 95% confidence interval,

ε|V | =

√√√√√∑
i

ε2sys,i +

(
1.96

√
V ′2
)2

N
(5.1)

where εsys,i are individual sources of systematic error,
√
V ′2 is the root-mean-square of fluctuations

in velocity magnitude, and N is sample size. The number of individual vectors contributing to an
ensemble statistic at a given location in the measurement plane was usually slightly less than 2000,
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Figure 5.3: Cavity-side axial centerline static pressure distributions with and without graphite
tracer injection, for φ = 0.40, shock system x/h = −45 (case 4).

the number of image pairs, since the median filters used in vector calculation rejected some vectors,
and near the upper limit of the measurement region tracer density was in some images not sufficient
to permit a valid measurement, leading to exclusion by the algorithmic mask employed.

Four sources of systematic uncertainty were identified for the measurement configuration of this
study. First, the grid fit by the PIV software to the image of the calibration dot card used to
define a spatial scale contained a small residual between the imaged location of the dots and the
vertices of the fitted grid. This error source, expressed as a root-mean-square calculated over all
dot-vertex pairings, captured the combined effects of physical nonuniformity of the dot card, optical
distortions induced by flowpath windows and lens aberrations, and errors in the calibration routine.
Since this error source is expected to be proportional to the dot spacing of a particular dot card,
the root-mean-square of the dot-vertex residuals was normalized by dot spacing and the resulting
fraction was multiplied by mean velocity magnitude at each location in the measurement plane. A
second source of systematic uncertainty considered was that of the scaling factor of the dot card,
specified by the manufacturer as 0.070%, and was similarly applied to the mean velocity magnitude.

The final two uncertainty sources considered were aerodynamic and thermophoretic slip, dis-
cussed in Secs. 4.3.3 and 4.3.4, respectively. Since measurements of temperature, density, and
viscosity in the measurement plane of this study were not available, the numerical simulations of
Ramesh et al.52 were used instead. These errors may be considered systematic in the sense of un-
certainty of mean velocity since there is a preferential orientation of their motivating phenomena,
the mean velocity field and flame front location, respectively.

Perspective error resulting from movement perpendicular to the laser sheet of particles located
away from the camera lens central axis was discounted as a systematic error source, since a preferen-
tial direction of spanwise velocity is not expected in the spanwise center plane, a result qualitatively
confirmed in the experiments discussed in Chapter 6. The resulting random error due to fluctuations
in spanwise velocity will be incorporated with all others in the measured fluctuations.

Eq. (5.1) was applied to each point in the measurement plane using the uncertainty sources
described, and the result for case 4 is given in Fig. 5.4. It is seen that uncertainty is highest at
the location where the shear layer reattaches to the cavity aft face, which is marked by strong
fluctuations in velocity, as will be shown in subsequent figures. Across the measurement plane,
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Figure 5.4: Uncertainty of mean velocity for φ = 0.40, shock system x/h = −45 (case 4).

uncertainties due to the combined effects of calibration residuals, dot card scaling error, and finite
sample size exceed those of thermophoresis and aerodynamic slip by at least two and four orders of
magnitude, respectively, indicating flow tracking errors of the graphite particles make a negligible
contribution to overall experimental uncertainty. The average uncertainty as a percentage of mean
velocity magnitude is 4.2%.

The fractional uncertainty of the variance of velocity is a function only of sample size, and at a
95% confidence interval is given by the following:107

εV ′2

V ′2
= 1.96

√
2

N
(5.2)

Based on the average sample size of 1818, the fractional uncertainty of variance of velocity as
averaged across the measurement plane is 6.5%.

5.3 Results

PLIF imaging of the OH radical will first be analyzed in order to characterize combustion behavior
within the PIV measurement plane. In premixed hydrocarbon combustion, elevated concentra-
tions of this intermediate species extend from the flame front into the region of high-temperature
products, permitting identification of the reaction zone.140 Measurements of Cantu et al.133 are
presented in Fig. 5.5, showing both mean and standard deviation of OH PLIF intensities as well
as a single instantaneous image. It is important to consider that these measurements show only
the relative variation of OH concentration and do not quantify its absolute magnitude, but for the
purposes of this study only the former is needed to characterize the reaction zone. In order to image
the region shown, it was necessary to combine the results, acquired separately, of two measurement
locations with a mutual boundary at x/h = 4.5.

Mean OH PLIF intensity reveals a flame filling the aft region of the cavity and extending into
the main duct at a shallow angle. Comparison with standard deviation as well as the instantaneous
image implies an unsteady combustion process, whereby products within the cavity are convected
out into the main duct, where they may initiate further reactions. Since the incoming flow has
been shown to be well-premixed,92 and a cavity flameholder will entrain only a small amount of
the total combustor flow,16 these main-duct reactions lead to the majority of flowpath heat release.
PIV results may be used to further characterize the flameholding process.

An instantaneous PIV measurement for case 4 is given in Fig. 5.6(a), providing path lines
overlaid on contours of velocity magnitude. The irregular boundary of data above y/h = 0.55 is a
result of variability of tracer density in the main duct, as discussed previously. The spatial variation
of the contour levels implies a velocity field strongly influenced by turbulent structures, which are
produced by the formation of the shear layer at the cavity leading edge and its subsequent impinge-
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Figure 5.5: Composite mean (a), standard deviation (b), and instantaneous (c) OH PLIF inten-
sity133 for φ = 0.40, shock system x/h = −45 (case 4).
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Figure 5.6: Instantaneous magnitudes of velocity (a) and swirling strength (b) for φ = 0.40, shock
system x/h = −45 (case 4).

ment on the aft face, as well as interactions between the upstream shock system and boundary
layers.

Cavity flameholder operation is dependent on the continuous exchange of fluid with the main
duct, a process that occurs via transport of turbulent fluid parcels. Such interaction is driven by
both eddies in the shear layer as well as main-duct turbulence. Characterization of these eddies by
their vorticity is challenged by the dependence of this calculation on the selected frame of reference
in conjunction with the high dynamic range of velocity. Swirling strength λCi is a better metric,
since it is independent of reference frame and allows characterization of rotational flow by providing
the inverse period of revolution of a fluid parcel about a vortex core, so long as the rotational axis is
displaced less than approximately 60◦ from the measurement plane normal.141 Planar compressible
shear layers have been shown to produce rotational structures with axes nearly perpendicular to
the measurement plane of this study,142 making this technique ideal for investigating turbulent
exchange of mass and momentum between the cavity and main duct.

Swirling strength of the instantaneous velocity field of Fig. 5.6(a) is given in Fig. 5.6(b). As
expected of a cavity adjacent to a high-speed flow,39 the highest values are concentrated in the shear
layer, with smaller magnitudes in the lower-velocity cavity interior and less-turbulent main duct.
It is seen that the curvature of contour levels of velocity magnitude corresponds with locations of
high rotational intensity, indicating the velocity field of the cavity center plane is dominated by
turbulent structures.

Referring to Fig. 5.6(a), two centers of cavity recirculation are observed: one at x/h = 1.4,
y/h = −0.33 and the other at x/h = 3.2, y/h = −0.44. This pattern was seen, with some variation
in location of the recirculation centers, in other instantaneous realizations as well. As will be
seen in the following analysis of mean velocity, this behavior is however dominated by larger-scale
recirculation established over the majority of the cavity center plane.

Contours of mean velocity magnitude with overlaid path lines are given in Fig. 5.7 for the
six cases examined. Under all conditions the cavity maintains an aerodynamically open geometry,
whereby the shear layer does not reattach to the cavity floor.16 Dynamic range of the flow is high,
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with a nearly-uniform velocity profile in the axial direction above the cavity bordering a low-speed
recirculation region within it.

Cavity recirculation is well-organized, with both the primary recirculation region that occupies
most of the cavity as well as a small corner vortex resolved by the measurement technique. Returning
to the two rotational regions seen in the instantaneous measurement of Fig. 5.6(a), it is seen that the
magnitudes of velocity associated with them must be smaller than those of the larger recirculation
pattern, since only the latter is evident in the ensemble average. Such behavior may be explained
in a two-dimensional sense by potential flow theory, by which the interaction of two vortices of
the same direction of rotation will revolve about a common center in the same direction as their
individual rotation.143 Comparison of Figs. 5.6(a) and 5.7 shows that the two rotational regions
seen in the instantaneous measurement do indeed have the same clockwise rotation as the primary
recirculation region of the ensemble average, and lie on either side of the center of the latter.

Referring to the ensemble averages of Fig. 5.7, it is seen the primary recirculation region takes
a nearly-constant structure for all cases when a shock system is established upstream of the cavity
(cases 2-6), but is expanded into the main duct relative to its state without a shock system (case
1). Examination of recirculating path lines reveals a tendency for outward expansion, a result
that has been previously observed in a different facility.39,42,45 This suggests convergence at the
measurement plane of spanwise flow, since compressibility is negligible at the low Mach numbers in
this region.

The most significant factor affecting the distribution of mean velocity is the addition of an
upstream shock system. As seen by comparison of cases 1 and 2, the shock system substantially
reduces velocity above the cavity and thickens the shear layer, and its movement farther upstream
(case 3 vs. 2) yields similar but smaller changes. Once the shock system is established and combus-
tion has been initiated, changes to its position and the amount of heat release have comparatively
minor effects, as seen in comparison of case 4 with cases 5 and 6.

The addition of heat release has a greater effect on mean velocity when the shock system takes
the shorter (leading edge x/h = −38) of the two lengths studied. Comparison of cases 2 and 5 show
a marked decrease in main-duct velocity magnitudes and a thickening of the shear layer, which
may be attributed to a combination of increased dynamic viscosity and dilatation due to elevated
temperatures as well as baroclinic torque.39,77 When the shock system leading edge is moved to
x/h = −45, greater heat release results in much smaller changes, as seen in comparison of cases 3,
4, and 6, indicating the cavity mean velocity field is dominated by pre-combustion aerodynamics
in this configuration.

It has been seen, for example by comparison of cases 2 and 5 of Fig. 5.7, that combustion may
influence the velocity field upstream of the flame front. This may be explained by the fact that the
flow throughout the measurement plane in cases 2-6 is subsonic, allowing aerodynamic disturbances
to propagate freely in all directions, and that the flame front occupies, at least intermittently (Fig.
5.5), the majority of it. The extent of this influence on turbulent velocities will be examined as
part of the subsequent discussion.

Contours of mean swirling strength are presented in Fig. 5.8, and represent the average of fields
calculated for each of the 2000 instantaneous measurements per case. Several features common to
all six cases are observed. Rotational intensities are highest at the shear layer separation point,
and diminish in magnitude while broadening in the transverse direction with downstream distance,
before reaching a region of elevated magnitudes at the shear layer reattachment point. The turbulent
interaction of the shear layer with the cavity aft face is expected to lead to eddy formation, a result
that has been previously observed in a cavity flameholder adjacent to supersonic main-duct flow.39

A key difference relative to the supersonic regime is seen in cases 2-6, both in comparison to case 1
as well as the results of Tuttle et al.:39 peak swirling strength is confined to a narrow band within
the shear layer when main-duct flow is supersonic, whereas peak magnitudes are more broadly
distributed in the subsonic cases. Swirling strength is nearly uniform in the main duct and forward
region of the cavity for each case, with the exception of a strong corner vortex for the supersonic
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Figure 5.7: Mean velocity magnitude.

case.
The upstream shock system is seen to reduce swirling strength across the measurement plane.

Under adiabatic conditions, the main duct is most affected by the movement of the shock system
leading edge from x/h = −38 to x/h = −45, whereas behavior of the shear layer and cavity
interior is primarily a function of whether the upstream shock system is present and only marginally
influenced by its location. Heat release serves to further reduce rotational intensities, with the most-
pronounced change occurring for the x/h = −38 shock system location. Adding or increasing heat
release for the x/h = −45 cases causes a smaller but consistent decrease in swirling strength, an
effect that is more pronounced in the shear layer than the main duct. Swirling strength within the
shear layer shows a very slight increase with upstream movement of the shock system at constant
heat release (cases 5 and 6).

Evaluation of swirling strength also permits insight into the performance of the graphite tracers
in tracking flow fluctuations. It was found in Sec. 4.3.3 that the maximum angular frequency that
may be adequately resolved is 4.7 × 105 rad/s. Upon comparison with Fig. 5.8, it is seen that
the highest rotational intensities are approximately an order of magnitude lower, indicating that
measured swirling strength represents true flow behavior and not an upper limit of the measurement
system.

In a time-averaged sense, continuity requires zero net mass exchange between the cavity and the
remainder of the combustor, and as such it is the fluctuating velocities that provide insight into the
means by which the flameholder may entrain reactants and return their products to the main duct.
Variance of velocity in both the axial (x) and transverse (y) directions, as well as the correlation
between the two, will be used to characterize this process, and is presented in Figs. 5.9-5.11. The
rectangular region of absent axial velocity variance data near x/h = 2.5, y/h = −1 for case 1 (Fig.
5.9) corresponds to a laser reflection that induced spurious axial components of velocity and was
thus masked, but whose effect was not evident in the remainder of the presented statistics.

All three quantities display similar trends of distribution of relative magnitudes among the
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Figure 5.8: Mean swirling strength.

six cases, indicating turbulent anisotropy is not substantially affected by changes in shock system
configuration or heat release. Across all cases examined, magnitudes are highest in the shear layer,
with maximum values occurring at the reattachment point on the cavity aft face. Similar to the
result seen with swirling strength, peak variances under the dual-mode conditions of the present
study are much more broadly distributed than in the supersonic cases reported here and by Tuttle
et al.39 The smallest magnitudes occur in the boundary layer immediately upstream of the cavity
and in the low-speed regions of the cavity interior, the latter of which is in accordance with prior
HTV100 and PIV39 measurements of the supersonic mode.

Addition of the upstream shock system reduces fluctuations in the shear layer and below while
increasing them above (case 2 vs. 1), and movement to x/h = −45 (case 3) reduces magnitudes
throughout the measurement plane. As with swirling strength, upstream movement of the shock
system at constant fueling rate of φ = 0.34 results in a very slight increase in magnitudes within the
shear layer. The addition of or increase in the rate of heat release at a fixed shock system location is
seen to consistently decrease fluctuations in the shear layer and cavity interior, in accordance with
prior measurements of the non-premixed supersonic mode.39 In particular, the reduction in spatial
extent of the region of elevated axial velocity variance (Fig. 5.9) demonstrates that the range of
motion of the shear layer reattachment point at the cavity aft face is reduced by heat release.

The effect of heat release on the main duct is not as simple: when examining the cases with
the leading edge of the shock system located at x/h = −45, the addition of heat release increases
fluctuations (case 6 vs. 3), but greater fueling (case 4) returns them to levels comparable to those
in the fuel-off case. In contrast, fluctuations in the main duct are substantially reduced by the
addition of heat release when the shock system is fixed at x/h = −38 (case 5 vs. 2).

Figure 5.11 shows that the orthogonal components of fluctuating velocity demonstrate negative
correlation over nearly the entire measurement plane, with the exception of regions immediately
adjacent to the cavity floor and aft face, locations whose low velocities present the greatest challenge
to the PIV technique. Tuttle et al.39 reported similar results in an investigation of a supersonic
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Figure 5.9: Variance of axial velocity.
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Figure 5.10: Variance of transverse velocity.
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Figure 5.11: Covariance of axial and transverse velocities, with contour line at u′v′ = 0.

Case Turbulence intensity (%)
1 8.51
2 21.7
3 17.0
4 15.6
5 18.0
6 18.2

Table 5.2: Turbulence intensity averaged along a line between points x/h = 0, y/h = 0, and
x/h = 0, y/h = 0.55.

cavity, with additional small pockets of positive correlation located on the underside of the shear
layer in some cases. While Figs. 5.9 and 5.10 show relatively uniformity of variance of axial and
transverse velocity above the shear layer, Fig. 5.11 demonstrates that the magnitude of correlation
between the two decreases with vertical distance from it.

This result may be explained by the fundamental process of fluid exchange between the cavity
and main duct: a fluid parcel moving from the low-speed cavity interior into the main duct represents
a negative fluctuation in axial velocity and a positive one in transverse velocity, and vice-versa for
one taking the opposite path. Locations higher in the measurement plane are less influenced by
this process, explaining the decrease in correlation magnitude with vertical distance from the shear
layer, despite relative uniformity of variance of axial and transverse velocities in the upper region
of the measurement plane.

Turbulence intensity, here defined as the ratio of the root-mean-square of fluctuating velocity
magnitude to mean velocity magnitude, may be examined at the cavity inflow plane to quantify
the turbulent state of the reactants approaching the flame front. Table 5.2 represents an average
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Velocity component Integral length scale (mm)
Direction [1,0] Direction [0,1]

Axial 16.2 4.0
Transverse 3.5 2.8

Table 5.3: Integral length scales at point x = −0.8 mm, y = 3.3 mm, case 4.

Velocity component Integral length scale (mm)
Direction [1,0] Direction [0,1]

Axial 15.9 4.4
Transverse 3.4 2.9

Table 5.4: Integral length scales at point x = −0.8 mm, y = 3.3 mm, case 5.

taken over a line between the coordinate origin and the point x/h = 0, y/h = 0.55. The trend
mirrors that reflected in the velocity variances given in Figs. 5.9 and 5.10, keeping in mind the
substantial difference in mean velocity of case 1 relative to the others. Based on similarities of
turbulent diffusion of a tracer gas in non-reacting flow to flame structure as visualized with OH
PLIF, Cantu et al.133 concluded that freestream turbulence levels were the governing parameter for
the angle of flame propagation into the main duct. It is expected that higher turbulence levels will
result in a greater flame angle due to enhanced interaction of combustion products with unburned
reactants and thus an increased turbulent flame speed.144

Measurements of Cantu et al.133 demonstrated a small but consistent decrease of flame angle
with increasing heat release when the shock system leading edge was held constant at x/h = −45.
Turbulence intensities of cases 4 and 6 of the present study are consistent with this explanation,
as it is seen that increased heat release reduces turbulence intensity at the combustor entrance.
Additionally, Cantu et al. found an intermediate flame angle resulted from conditions similar to
case 5 but at a somewhat lower equivalence ratio (φ = 0.31 vs. φ = 0.34), again consistent with
relative turbulence intensities given in Table 5.2.

Turbulent fluctuations are relevant not only to the rate of flame propagation but to the size
of turbulent structures that may transport energy and mass between the cavity and main duct.
Referring to Eq. (1.2), it is seen that ensemble measurements of a velocity component may be used
to define the length over which fluctuations in that component are correlated. Integral length scales
in both the axial [1,0] and transverse [0,1] directions were calculated for both measured components
of velocity at the point x = −0.8 mm, y = 3.3 mm, located above the cavity leading edge, and are
presented in Tables 5.3 and 5.4.

The result that the integral length scale of axial velocity in the positive axial direction exceeds
the others by a factor between three and four is not surprising, since turbulent fluctuations are
stronger in the axial direction (Fig. 5.9 vs. 5.10) and the mean flow is predominantly in this
direction (Fig. 5.7). Comparison of Tables 5.3 and 5.4 show that changing heat release from near
one end of flowpath operability limits to the other has an insignificant effect on length scales,
reinforcing the notion seen in Figs. 5.9-5.11 that once heat release is established, changes in its
magnitude or the configuration of the pre-combustion shock system yield only minor changes to
the turbulent state of the flameholder.

Velocity variance of case 4 may be compared with PLIF imaging of the OH radical to evaluate
the impact of turbulent transport on flame stabilization. Relatively-uniform and high mean OH
concentrations fill the aft two-thirds of the cavity, a region that includes the maximum velocity
variances but whose shape does not suggest correlation with them. Referring to Fig. 5.5b, the
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greatest fluctuations in OH concentration occur in a narrow region extending from a few millimeters
aft of the top of the cavity forward face and out into the main duct at a shallow angle. Upon
comparison with Figs. 5.9-5.11, it is seen that the highest velocity variances border the greatest
fluctuations in heat release, lending support to the expectation that main-duct combustion is piloted
by the unsteady transport of high-temperature products and radical species from the cavity interior
through the shear layer.

The present data do not by themselves indicate whether these maximum fluctuations in OH
concentration result primarily from turbulent transport of OH generated within the cavity or that
produced locally by reactions piloted by products of cavity combustion. Corresponding measure-
ments of CH* chemiluminescence by Allison et al.60 suggest the latter, as they found the highest
intensities occur in the same region where OH fluctuations are the highest. The distribution of
the CH* radical is limited to regions closer to the flame front than that of OH, making it a better
indicator than OH of the precise location of heat release.145 Simultaneous PLIF measurements of
OH and CH2O would provide additional insight into this mechanism, since the reaction zone of
hydrocarbon flames may be identified by the maximum product of the concentrations of these two
species.146

A comparison of OH PLIF results with variance of transverse velocity and its covariance with
axial velocity (Figs. 5.10 and 5.11, respectively) is most relevant, since it is the unsteadiness in
transverse velocity that drives mass exchange. Referring to Fig. 5.8, it is seen that the vertical
limit of the region of maximum swirling strength is coincident with that of these two quantities.
Vortical structures serve to rapidly exchange mass and momentum across the shear layer, and this
result suggests localized combustion in the main duct adjacent to the cavity is dependent upon
the ejection of combustion products from the cavity interior by rotational fluid parcels in the shear
layer. Similarly, sustained reactions within the cavity are dependent on turbulent entrainment of
unreacted fuel and air from the main duct, although the much higher residence time of the cavity
serves to decrease temporal variation in its heat release, as the lower standard deviation of OH
concentration in this region demonstrates.133

5.4 Conclusions

Particle image velocimetry measurements were acquired in the spanwise center plane of the cavity
flameholder of a hydrocarbon-fueled scramjet operating in the premixed dual-mode regime, as
well as a baseline fuel-off supersonic case. Persistent challenges in maintaining optical access to
similar flowpaths were resolved with the novel use of graphite tracers, which were shown to yield
acceptable flow tracking and durability in the high-temperature environment. The use of an air
throttle to match the pre-combustion pressure rise for both of two fueling rates studied, but under
adiabatic conditions, allowed the impact of heat release on flameholder operation to be decoupled
from upstream aerodynamics.

The addition of a shock system upstream of the combustor served to broaden the shear layer and
reduce peak magnitudes of fluctuating velocity and swirling strength. Mean velocity magnitudes
were reduced by the inclusion and lengthening of the shock system, but once it reached the longer of
the two configurations examined the addition of heat release had insignificant effects. In contrast,
comparison of cases with and without combustion indicated flameholder turbulent aerodynamics
were dominated by the presence of heat release and not its magnitude or shock system strength, since
variation among fuel-on cases was minor compared to that among the adiabatic cases. Heat release
reduced the magnitude of the shear layer velocity gradient as well as turbulent fluctuations and eddy
production throughout the cavity. The importance of reaction models in numerical simulations is
thus highlighted, since modeling a downstream obstruction that produces a pre-combustor shock
system in a non-reacting flow will yield aerodynamic similarity only for the mean and not turbulent
velocities, the latter of which govern the ability of a cavity flameholder to pilot combustion in the



CHAPTER 5. FLAMEHOLDER CENTER PLANE: DUAL-MODE 54

remainder of the flowpath.
Turbulence intensity at the combustor entrance was shown to be positively correlated with flame

angle, demonstrating that flame propagation into the main duct is governed by the upstream turbu-
lent boundary condition. Comparison of variance and covariance of velocity with measurements of
the OH radical showed that the strongest turbulent fluctuations and vortical structures were adja-
cent to the greatest fluctuations in OH concentration, demonstrating how main-duct combustion is
governed by the intermittent release through the shear layer of high-temperature products and rad-
ical species generated in the low-speed cavity interior. Interpretation of these results in light of an
earlier investigation of CH* chemiluminescence suggested this region of maximum variation in OH
concentration represented local production of OH by cavity piloting, and not turbulent transport
of OH generated within the cavity.



Chapter 6

Flameholder-Main Duct Interface:
Dual-Mode

6.1 Introduction

Several investigators have applied two-component particle image velocimetry to the spanwise center
plane of a scramjet cavity flameholder,39,40,42,45 in addition to the present research. Given the
fundamental role of the cavity flameholder in allowing fuel and air to react and pilot main-duct
reactions, evaluating the complete three-dimensional velocity field is critical to understanding both
the residence time offered to reactants as well as the process of turbulent exchange that enables hot
combustion products to be transported into the main duct and fresh reactants to become entrained
in the cavity.16 The relevance of prior PIV studies in the spanwise center plane of the cavity is thus
contingent on the degree of two-dimensionality of the flow, since spanwise variation of any velocity
component will affect flameholding performance.

Combustion imaging studies have provided an indication of the existence of spanwise variation in
flow patterns. Donohue85 found substantial spanwise asymmetry of broadband chemiluminescence
in the cavity of a hydrocarbon-fueled dual-mode scramjet, attributing the result to aerodynamic
coupling with unsteady flow in the pre-combustor isolator section. PLIF measurements by Milligan
et al.103 demonstrated spanwise asymmetry of the OH radical under conditions of simulated inlet-
generated distortion, and Hammack et al.80 found indications of unsteady spanwise flow in 10 kHz
OH PLIF measurements of an undistorted configuration. Additionally, Reynolds-averaged Navier-
Stokes (RANS) simulations of Freeborn et al.147 suggested small regions of recirculating flow would
be established immediately downstream of the forward cavity face, in a plane parallel to the floor.

The only reported experimental configurations able to capture spanwise variation of velocity
have applied hydroxyl-tagging velocimetry (HTV) in planes parallel to the cavity floor.100,137,148

Of these, only Pitz et al.148 performed such analysis, finding that spanwise variation in mean
and fluctuating velocity magnitude was greatest approximately midway between the cavity floor
and the interface with the main duct, and that recirculation in the streamwise floor-normal plane
was greatest closer to the spanwise centerline. Corresponding PIV studies have been limited to
configurations not specific to high-speed combustion. Beresh et al.110 found in a study of a
rectangular cavity adjacent to supersonic flow that turbulence intensity and magnitude of mean
spanwise velocity were greatest near the outer edges of the cavity, with each quantity distributed in
a spanwise-symmetric manner. An additional study by the same authors149 found similar behavior
of turbulence intensity for various width-to-length ratios of a rectangular cavity adjacent to a high-
subsonic flow.

Three-component velocimetry applied to scramjet-specific cavities has to date been absent from

55
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Figure 6.1: Schematic of measurement configuration in cavity top plane.

the literature, although several investigators have applied stereoscopic PIV (SPIV) to other high-
speed cavities.110,149–152 In addition to the obvious advantage of resolving all three components of
velocity, SPIV has the advantage of offering much greater spatial resolution than HTV. It is thus
desirable to extend the SPIV technique to the cavity flameholder of a scramjet combustor, and by
applying it to the interface of the cavity and main duct of the UVaSCF, spanwise variations may
be additionally examined.

This effort addresses the third scientific objective of this dissertation, characterization of the
cavity flameholder at steady-state dual-mode conditions, by examining three-component velocity
in the plane dividing the cavity and the remainder of the combustor. This is the first reported
application of PIV to a scramjet flameholder in a spanwise-oriented plane, as well as the first to
apply SPIV to a scramjet cavity in any configuration. This chapter continues with a description
of the experimental method, including an evaluation of uncertainty by direct quantification of
correlation error. Interpretation of mean and turbulent velocities is presented next, and the chapter
concludes with a comparison with the center plane data of Chapter 5 along the line of intersection.

6.2 Experimental Approach

In order to extend the analysis of center plane aerodynamics presented in Chapter 5, the same
flowpath configuration and test matrix were used, although as will be subsequently discussed not
all test conditions were completed. The measurement plane extends between the leading and trailing
edges of the cavity, as depicted schematically in Fig. 6.1. This plane defines the interface across
which aerodynamic exchange between the cavity and main duct occurs, and thus may be used to
examine the fundamental process by which combustion is maintained.

Laser output was formed into a sheet with a set of integrated optics and propagated through
the test section in the spanwise direction, entering and exiting through the side windows, and was
viewed obliquely by one camera per side. The shock system present between the tracer injection
location and the measurement plane for cases 2-6 resulted in greater mixing of seeded flow and thus
lower tracer density than for case 1, and as a result for the subsonic cases a cylindrical lens with
a focal length of 38 mm was placed after the exit of the integrated sheet optics in order reduce
the spread of the non-collimated sheet and increase incident laser intensity. A schematic of the
measurement configuration is included in Fig. 6.1, where laser optics are omitted for clarity.

The oblique viewing angles of the cameras necessitated use of Scheimpflug adapters, which tilt
the camera lens relative to the image sensor to ensure that the planes of the laser sheet, lens,
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and image sensor meet at a single line.93 The viewing angle, defined as the difference between
the camera lens axis and measurement plane normal, was restricted by available optical access,
and was set at approximately 53◦, the minimum value that still permitted viewing of the entire
measurement plane. In order to have the measurement plane fill nearly the entire image sensor while
still maintaining a camera position compatible with the physical constraints of the test facility, each
camera was fitted with a 55 mm focal length Nikon lens mounted on a 12 mm extension tube.

Light passing through an interface between media with unequal indices of refraction will expe-
rience an angular displacement. In the case of light passing through a window bounded by air on
either side, light rays will be displaced laterally, as viewed in the plane of propagation. As a result,
the apparent and actual positions of imaged objects in the measurement plane will differ. This
does not present complications when particles and the calibration target are both viewed through
flowpath windows, as was the case with the center plane measurements, which permitted the target
to be inserted by removing the opposite window. Since the measurement plane is viewed through
both windows of the present experiment, the only means by which a calibration target could be
viewed through both windows simultaneously would have required insertion through the flowpath
exit, a solution deemed impractical.

Instead, the cameras and laser optics were mounted on a traverse providing sufficient movement
in the y direction such that the measurement plane could be moved clear of the test section while
preserving relative alignment of the cameras and laser sheet. Since this removed the apparent
displacement due to refraction by the side windows, actual particle images were subsequently com-
pared with an automated routine and the resulting lateral disparity subtracted, a procedure that
will be described in greater detail later in this section. A two-level calibration target (LaVision
model 058-5) was used, which permitted the calculation of a three-dimensional calibration func-
tion without requiring that several images at varying distances between the cameras and target be
obtained.

The optical environment of this experiment was substantially more challenging than that of the
center plane measurements, resulting in a lower signal-to-noise ratio. Optical performance of the
tracer particles of the present study is governed by Mie scattering, since the mean tracer size is
smaller than several wavelengths of the incident laser light.153 Intensity of scattered light is a strong
function of direction, and is greater along rays nearly parallel to incident light than antiparallel,
regimes termed “forward” and “back” scattering, respectively. Accordingly, the mean intensity of
particle signal was much greater for one camera than the other.

This challenge was compounded by the necessity of viewing flowpath surfaces in the background
of the measurement plane, which received laser energy directly from the edges of the sheet itself as
well as from reflections from tracer particles and flowpath windows. Since subsequent reflections
from flowpath surfaces were diffuse, the noise level was comparable for each camera. This resulted
in unequal signal-to-noise ratios between cameras, limiting the utility of adjusting camera aperture,
which scales both signal and noise by equal amounts. In an effort to produce equal scattered
intensity at each camera location, a mirror was used to reflect the laser sheet back through the
test section after its initial exit. This improved the signal-to-noise ratio of the camera viewing
backscatter from the initial pass of the laser beam, but not to the level of the other. Since the
particular configuration of the laser optics did not result in a collimated light sheet, its dimensions
changed slightly as it traversed the test section, and measurements revealed a thickness of 1.2±0.2
mm. In order to equalize signal intensity between cameras, unequal aperture settings were used,
and the camera with the higher signal-to-noise ratio was fitted with a 2x neutral density filter to
avoid image sensor saturation at scattered intensities sufficient for the other camera. Sample raw
images for cases 1 and 4 are given in Figs. 6.2 and 6.3, respectively, where the mean flow direction
is from bottom to top.

The raw images for case 4 presented in Fig. 6.3 are representative of all reacting-flow cases, and
for reasons discussed previously are distinct from those of case 1. The lower signal-to-noise ratio in
camera 2 relative to camera 1 is readily apparent for both regimes, and in the reacting-flow images
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(a) (b)

Figure 6.2: Raw images for cameras 1 (a) and 2 (b) for case 1.

(a) (b)

Figure 6.3: Raw images for cameras 1 (a) and 2 (b) for case 4.
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a horizontal banding artifact was noted. These bands moved with the mean flow, and an average
of all images confirmed that they took no preferential distribution. Their source was not identified
but may be related to aero-optical aberrations.

The tracer delivery configuration was unchanged from that used for the center plane measure-
ments, and the flow rate of air required for acceptable tracer density was slightly lower, between
10-11 standard cubic feet per hour (SCFH) versus 13-15 SCFH for the earlier measurements. Since
it was already shown (Fig. 5.3) that the higher flow rate resulted in negligible changes to flowpath
static pressures, aerodynamic influence of tracer injection is similarly discounted for this experi-
ment. It was found that proper signal levels were much more sensitive to changes in tracer density
than in the center plane experiments (laser power was maintained at its maximum value since any
reduction leads to increased pulse length and smearing of particle images, degrading correlation
accuracy). As a result, a greater number of trials were required to complete each test case, and for
cases 2 and 3 tracer densities were ultimately found to have been insufficient to permit meaningful
measurements, and will be excluded from subsequent analysis.

2000 image sets were acquired at a rate of 1 kHz for each test condition, with each set consisting of
one pair of double-frame single-exposed images per camera. As with the center plane measurements,
laser pulse separation was fixed at 1 µs for all cases. Vectors were calculated with a procedure very
similar to that used with the center plane data. An algorithmic mask was not used, since a fixed
mask applied to raw images in the first step of processing adequately excluded areas of poor seeding,
and the remaining area contained tracer densities of sufficient uniformity to consistently permit
vector calculation. Rather, only pixels whose intensities reached the saturation level of the image
sensor were excluded. Prior to vector calculation all images were processed to find the minimum
intensity at each pixel location, and this global minimum was subtracted from raw images to reduce
the effects of background luminosity on vector calculation.

Vector fields for all cases were again calculated by cross-correlation over round Gaussian-
weighted interrogation windows, with iterative increases of spatial resolution with 50% overlap
of adjacent windows. Median filters were applied after each pass of the correlation algorithm in the
same manner as described in Chapter 5. Final interrogation was performed with windows 8 pixels
in diameter, yielding 0.35 mm vector spacing from interrogation windows with a diameter twice
this value but overlapped by 50%. Initial interrogation window diameter was 16 pixels for all cases
except the first, where it was doubled to accommodate the higher mean velocity.

As discussed previously, the procedure used to acquire a calibration resulted in a non-negligible
apparent translation of particle images relative to a corresponding location on the calibration target.
This translation may be identified by application of a routine similar to that used to calculate
particle displacement between frames of an image, and allows the original calibration function to
be modified accordingly.154 This “self-calibration” procedure resulted in a mean residual of 0.2
pixel, or 2.5% of the diameter of the final interrogation windows. As a result, registration error,
which results from erroneous pairings of two-component vectors from each camera used to form a
three-component vector,155 was neglected.

Owing to the relatively poor signal-to-noise ratio observed with camera 2, it is desirable to
directly quantify the performance of the vector calculation algorithm for the particular conditions
of this study. One method of doing so is by deforming the first frame of each raw image pair by
the corresponding instantaneous vector field and applying the same processing algorithm as used
to calculate the original vector fields to it and the undeformed image. This a posteriori method has
the advantage of accounting for factors including tracer particle size and distribution, laser power,
background intensity, and flow gradients.44,156

The difference between instantaneous fields of the original and replica PIV data sets was cal-
culated and analyzed statistically to determine measures of systematic and random errors of the
correlation technique. For each quantity derived from the original data set, the same was calculated
of the replica and normalized by the original to determine a fractional uncertainty. The results of
this procedure for each of the three components of mean and variance of velocity are presented in
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Figs. 6.4 and 6.5. Due to the similar optical nature of cases 4-6, all are represented by case 4, and
case 1 is examined separately. The perspective of the plots views the cavity from above, and regions
of absent data represent areas masked due to strong background intensity relative to that of the
tracers. For example, the diagonal masked strip in the plots for case 4 corresponds to a reflection
from the intersection of the side window with the cavity aft face.

It is easily seen that although mean and variance of axial velocity have uncertainties that clearly
permit quantitative analysis, the same cannot be said of the other two components. Transverse
velocity, which corresponds to the out-of-plane component, demonstrates near-100% uncertainty,
and spanwise velocity does little better. Therefore, only axial velocity will be examined in a
quantitative sense; spanwise velocity will be considered only via its variance and instantaneous
contributions to velocity magnitude and swirling strength, all on a qualitative basis; and transverse
velocity will be excluded entirely.

Additional sources of systematic uncertainty are those due to calibration errors in target scaling
and residuals of the mapping function, as discussed in Chapter 5. Statistical convergence error
will again be considered as a contributor to random error. Since particle slip and thermophoresis
were found to be orders-of-magnitude lower than other error sources in the spanwise center plane,
where the corresponding velocity and thermal gradients are stronger, they will be neglected in
the present analysis. Correlation error as calculated according to the methods described earlier in
this chapter has the advantage of isolating systematic error for mean quantities and random error
for fluctuations, and thus captures the relevant errors of vector calculation for both average and
variance of velocity.

6.3 Results

A series of four consecutive instantaneous velocity fields is presented for each of the four test cases
in Figs. 6.6-6.9. Since transverse velocity was neglected, the plots include the magnitude of the
in-plane components and overlaid path lines. As with all plots presented in this section, contours
for case 1 are given with a color scaling distinct from the remainder to accommodate the disparity
in magnitudes. Particularly notable is the substantial variation in velocity magnitude near the
downstream end of the measurement region, corresponding to the zone of shear layer impingement
on the cavity aft face. Velocities near both extremes of the range observed over the entire plane are
found here, and the lowest magnitudes are accompanied by local path line curvature, suggesting
the presence of vortices convected with the local mean velocity. The strong temporal variation of
in-plane velocity magnitude supports the findings of the center plane analysis, since the present
measurement plane is located near the maximum mean velocity gradient in the shear layer, which
is maintained by the continuous and unsteady exchange of fluid between the high-speed main duct
and the low-speed cavity interior.

Also of note is substantial concentration of missing vectors, the result of rejection by median
filters. Since the same filters were applied to this data set as that in the center plane, this result
provides additional indication of the lower quality of the images of the present experiment. Strong
correlation of particle signal and little background noise would be expected to yield few candidate
vectors differing sufficiently from their immediate neighbors to merit rejection by the median filters.

Mean axial velocity is presented in Fig. 6.10. The reacting-flow cases are broadly similar but
show greater variation among themselves than in the center plane (see Fig. 5.7 for plots of velocity
magnitude, which at the line of intersection is dominated by the axial component). Velocity is
greater near the spanwise centerline than toward the edges of the cavity, a result particularly
pronounced in the lone case with the leading edge of the shock system at x/h = −38 (case 5).
Axial velocity steadily increases as the mean flow moves downstream from the leading edge of the
cavity, then slows slightly as the shear layer interacts with and is slowed by the aft face.

The fuel-off supersonic case displays a unique characteristic in the streamwise-orientated strip
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Figure 6.4: Correlation uncertainty of mean velocity.
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Figure 6.5: Correlation uncertainty of variance of velocity.



CHAPTER 6. FLAMEHOLDER-MAIN DUCT INTERFACE: DUAL-MODE 63

z/h

x/
h

Case 1: φ=0, shock system x/h=27

 

 

−2 −1 0 1 2

0

1

2

3

4

5

6

|V
|
(m

/
s)

200

400

600

800

z/h

x/
h

Case 1: φ=0, shock system x/h=27

 

 

−2 −1 0 1 2

0

1

2

3

4

5

6

|V
|
(m

/
s)

200

400

600

800

z/h

x/
h

Case 1: φ=0, shock system x/h=27

 

 

−2 −1 0 1 2

0

1

2

3

4

5

6

|V
|
(m

/
s)

200

400

600

800

z/h

x/
h

Case 1: φ=0, shock system x/h=27

 

 

−2 −1 0 1 2

0

1

2

3

4

5

6

|V
|
(m

/
s)

200

400

600

800

Figure 6.6: Sequences of instantaneous velocity fields, case 1 (φ = 0, shock system x/h = 27).
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Figure 6.7: Sequences of instantaneous velocity fields, case 4 (φ = 0.40, shock system x/h = −45).
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Figure 6.8: Sequences of instantaneous velocity fields, case 5 (φ = 0.34, shock system x/h = −38).
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Figure 6.9: Sequences of instantaneous velocity fields, case 6 (φ = 0.34, shock system x/h = −45).
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of lower mean axial velocity centered at z/h = −0.7. On comparison with variance of axial velocity
given in Fig. 6.11, it is seen that this corresponds to a region of exceptional unsteadiness. The
four realizations of instantaneous velocity magnitude in Fig. 6.6 provide a limited but nonetheless
instructive visualization of the phenomena leading to these statistical results, where it is seen
that the downstream end of this finger-like region demonstrates large changes in velocity between
successive acquisitions.

Variance of axial velocity for the fuel-on cases steadily increases with downstream distance from
the cavity leading edge, reaching a maximum at the location of shear layer reattachment at the
aft face (see Fig. 5.9 for corresponding center plane data). Cases 4 and 5 display a spanwise-
symmetric pair of regions of elevated variance above the cavity aft face, a behavior that may barely
be distinguished in case 6. Trends in variance in spanwise velocity are largely similar (Fig. 6.12),
with the exception of greater spanwise uniformity.

It is instructive to examine turbulence intensity, which relates the magnitude of velocity fluctu-
ations to the mean value. Fig. 6.13 presents this metric as calculated from only in-plane velocity,
since the third component was previously shown to have excessive uncertainty. It is seen that for
the subsonic cases turbulence intensity is higher near the spanwise edges of the cavity, and reaches a
maximum just upstream of the training edge. This corresponds with findings of Beresh et al.149 in
a rectangular cavity also adjacent to a high-subsonic freestream but under non-reacting conditions.
Beresh et al. did find separately110 that a supersonic non-reacting cavity demonstrated the same
behavior, which does not correspond with the present results, as seen for case 1 in Fig. 6.13. Both
studies by Beresh et al.110,151 considered a measurement plane displaced above the top of cavity
by 5% of its depth. The half-width of the laser sheet of the present study is 7% of the cavity
depth, whereas the corresponding figure for the studies of Beresh et al. is 3%, so the measurement
regions of the two investigations may be considered to overlap. It bears repeating that variance of
spanwise velocity (and its contribution to turbulence intensity) must be considered in the context
of correlation uncertainty (Figs. 6.5(e) and 6.5(f)), and provides only an indication of qualitative
trends across the measurement plane.

Mean swirling strength is presented in Fig. 6.14. Case 1 is the only one of the four considered
that displays any notable variation across the measurement plane. Swirling strength in approxi-
mately the upstream third of the plane is at least 50% lower than elsewhere, and values steadily
increase as the mean flow approaches the cavity aft face. The region of maximum mean swirling
strength corresponds with that of variance of turbulence intensity, indicative of the highly unsteady
nature of shear layer reattachment. The subsonic reacting-flow cases show much greater spatial
uniformity. Cases 4 and 6, which both place the leading edge of the shock system at x/h = −45,
are nearly identical, and have intensities approximately 10% lower than in case 5, where the shock
system begins at x/h = −38, suggesting swirling strength in the top plane is more strongly influ-
enced by isolator aerodynamics than heat release. This analysis is limited by the lack of data at
subsonic non-reacting conditions, but the results are consistent with those in the center plane (Fig.
5.8).

The validity of the PIV technique may be assessed by comparison of data acquired in the center
and top planes along their line of intersection. Such a comparison is presented for the mean and
variance of axial velocity, since this is the only component considered suitable for quantitative
analysis common to both measurement configurations. Figs. 6.15 and 6.16 present the quantities
themselves as solid lines, with dashed lines corresponding to uncertainty intervals. Both quantities
consider uncertainty due to correlation error (as described in Sec. 6.2) and finite sample size (see
Sec. 5.2.2), while that of mean velocity also includes the systematic error terms due to calibration.

An additional source of uncertainty results from the spatial averaging in the out-of-plane direc-
tion inherent to the PIV technique. As a result, true flow variations within the thickness of the laser
sheet are not captured. This becomes a concern in comparison of orthogonal PIV planes when the
laser sheet thickness of one plane is substantially greater than the vector spacing of the other. The
top plane sheet thickness is 240% of the distance between adjacent center plane vectors, whereas
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Figure 6.10: Mean axial velocity.
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Figure 6.11: Variance of axial velocity.
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Figure 6.12: Variance of spanwise velocity.
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Figure 6.13: In-plane turbulence intensity.
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Figure 6.14: Mean swirling strength.
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the converse is 70%. This indicates that three center plane vectors fit within the thickness of the
top plane measurement volume, lending ambiguity to comparison of data notionally distributed
along a line. As a result, the maximum variation of center plane data over its intersection with the
entire top plane measurement volume was found and included in the total uncertainty interval. A
similar calculation was not performed for the top plane due to its large vector spacing relative to
the thickness of the center plane laser sheet.

The configuration of data acquisition in the cavity top plane resulted in strong laser reflections
from the cavity edges, which were used to align vector fields with flowpath boundaries. Whereas
cavity reference features were identified with negligible spatial uncertainty in the center plane
measurements, there was 1.2 mm of uncertainty in defining a reference location for measurements in
the top plane. Since the through-plane boundaries of an interrogation volume imaged by a camera
will be parallel to the angle at which the camera views the measurement plane, the particular
configuration of the present experiment yielded interrogation volumes whose intersection with the
top of the laser sheet was displaced spanwise relative to that with the bottom. It can be easily
shown that the magnitude of this displacement equals the product of the laser sheet thickness
and the tangent of the camera viewing angle, and was 1.7 mm for this study. These two terms
were combined in a root-sum-square fashion to find the uncertainty due to spatial averaging and
alignment error in the spanwise direction of 2.1 mm. Similar to the calculation performed with the
center plane data, the top plane data were probed across a strip of width equal to this uncertainty,
and the maximum variation was added to the total uncertainty interval.

The total uncertainty represented by the dashed lines in Figs. 6.15 and 6.16 was calculated
by combining uncertainties dues to correlation error and finite sample size (at a 95% confidence
interval) in a root-sum-square, then adding the terms resulting from uncertainty in defining the line
of intersection of the two planes. These alignment terms are considered to be systematic errors,
and as such were not included in the root-sum-square along with correlation error and statistical
uncertainty, which are random errors.

Referring to Figs. 6.15 and 6.16, it is seen that the mean and variance of axial velocity agree
within experimental uncertainty for all four test conditions, and that qualitative trends are repli-
cated. The dominant source of uncertainty in comparison of mean velocity is due to flow variations
through the thickness of the top plane, which leads to uncertainty in excess of 50% near the leading
edge of the cavity, where velocity gradients are greatest (cf. Fig. 5.7). Fig. 5.9 shows gradients
of axial velocity variance are shallower along the line of intersection of the two planes, resulting
in smaller confidence intervals. The uncertainty intervals presented here must be interpreted with
caution, since terms accounting for uncertainty in locating the line of intersection of the two planes
have been included in addition to the uncertainties of the independent measurements themselves.

Finally, swirling strength in the two measurement planes will be compared. Unlike in Figs. 6.15
and 6.16, Fig. 6.17 presents distinct quantities, orthogonal components of swirling strength, which
would be expected to be equal only in the case of isotropic turbulent structure. Only terms resulting
from relative alignment of the two planes and spanwise spatial averaging of the top plane data are
included in the plotted uncertainty intervals. The reacting-flow cases demonstrate a nearly-constant
degree of eddy anisotropy, both along the axial profile as well as among the three cases, with eddies
in the top plane much stronger than those in the center. This finding of only small changes in
eddy behavior among the three reacting-flow cases is similar to that found in the center plane
(cf. Fig. 5.8). Case 1 is distinct, and demonstrates both smaller magnitude as well as a notable
spatial dependence of the ratio of the two components, which crosses through unity near the cavity
midpoint.
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Figure 6.15: Comparison of mean axial velocity (solid lines) in center and top planes with corre-
sponding uncertainty intervals (dashed lines).
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Figure 6.16: Comparison of variance of axial velocity (solid lines) in center and top planes with
corresponding uncertainty intervals (dashed lines).
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Figure 6.17: Comparison of mean swirling strength (solid lines) in center and top planes with
corresponding uncertainty intervals (dashed lines).
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6.4 Conclusions

Stereoscopic particle image velocimetry (SPIV) measurements were acquired in the upper boundary
plane of the UVaSCF cavity flameholder in order to quantify the degree of spanwise variation
of velocity statistics as well as investigate application of the SPIV technique to a cavity-based
supersonic combustor. This study represents the first application of SPIV to a scramjet cavity
flameholder, as well as the first PIV measurements for such a flameholder not in the spanwise
center plane. Experiments were challenged by a low signal-to-noise ratio, a result of reflections from
flowpath surfaces as well as directionally-unequal intensity of scattered light from tracer particles.
Geometric constraints required an angle between the camera lens axis and the measurement plane
normal so great that the rhombohedral interrogation volumes had bases displaced by an amount
greater than their height, resulting in spatial averaging in the direction of displacement. When
located within a strong flow gradient, this effect increases the variation of velocity present within
the volume, diminishing correlation of particle images between frames. Similarly, the placement
of the measurement plane in a region of strong through-plane gradients weakened correlation via
spatial averaging across the thickness of the laser sheet, which exceeded vector spacing by a factor
of 3.6. Accordingly, future investigations would benefit from examination of measurement planes
parallel to that of the present experiment but closer to the cavity floor, where flow gradients
are expected to be weaker, as seen in Fig. 5.7. The necessity of reflecting the laser sheet back
through the test section to present equal particle scattering to each camera and the use of non-
collimating optics complicated efforts to reduce sheet thickness, suggesting volumetrically-resolved
(tomographic) PIV would be beneficial to future investigations.

The physical constraints of the flowpath required calibration images be acquired externally,
and a self-calibration routine based on correlation of particle images was performed to reconcile the
disparity in apparent position due to refraction of light rays by flowpath windows. This process was
itself challenged by thick laser sheets and large viewing angles, since the technique is dependent on
identical images between cameras. Greater differences in perspective between the two cameras and
a thicker laser sheet will decrease the similarity of the views acquired by each camera of tracers in
a particular location, leading to degraded accuracy in determination of the calibration disparity.151

A direct analysis of correlation performance was performed by deforming raw particle images
by the measured velocity field and processing the result with the same vector calculation routine.
Comparison with the original velocity field showed that only the axial component was captured
with accuracy sufficient to warrant quantitative analysis. The spanwise component, which suffered
from spatial averaging due to large camera viewing angle, was interpreted only via its variance and
in a strictly-qualitative sense. Mean spanwise velocity demonstrated strong spatial variation in its
uncertainty, while that of the variance was more uniform, suggesting background intensity features
introduced a bias into the correlation field. Both mean and variance of transverse velocity were
excluded from analysis due to uncertainties on the order of the quantities themselves.

Select instantaneous measurements revealed a highly unsteady flow dominated by turbulent
structures, which became most prominent near the location of shear layer reattachment at the cav-
ity aft face. In-plane turbulence intensity was found to be highest at this location, corresponding
with prior measurements in the spanwise center plane. The subsonic reacting-flow cases addi-
tionally demonstrated that turbulence intensity was greatest toward the spanwise edges of cavity,
corresponding with prior studies of a subsonic but non-reacting rectangular cavity.149 Similar re-
sults were not observed in the non-reacting supersonic case, but owing to limitations on the extent of
the measurement plane due to high background intensity such previously-documented110 behavior
cannot be discounted.

Mean swirling strength was found to be largely uniform over the measurement plane, with
the exception of a region of lower values in the upstream third of the cavity for the non-reacting
supersonic case. Comparison with the center plane data showed that eddies tended to be stronger in
the top plane for cases 4-6, but for case 1 anisotropy was much smaller and additionally dependent on
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axial location. Axial velocity was the only quantity captured by both measurement configurations
with sufficient accuracy to enable quantitative comparison, and agreement within experimental
uncertainty was found for both the mean and variance.



Chapter 7

Flameholder Center Plane: Lean
Blowout

7.1 Introduction

Critical to a definition of the range of flight conditions over which a dual-mode scramjet would be
applicable is an understanding of the operability limits of the engine itself, as well as its behavior
when these limits are approached and crossed. A number of investigators have established rich
and lean blowout limits for hydrocarbon-fueled configurations,84,86–89,157 and correlations of these
limits have been established for high-speed combustion of both hydrogen and hydrocarbons,90 but
public literature lacks detailed investigation of the blowout process. Additionally, most studies have
addressed the non- or partially-premixed regimes, introducing a dependency of operability limits on
the location and orientation of fuel injection.86,90,91 In the case of direct cavity fueling, the effect
on local equivalence ratio resulting from changes in fueling rate may be amplified relative to that in
the main duct, potentially leading to flameholder extinction while the remainder of the combustor
is still within flammable limits.84

The strong gradients in local equivalence ratio resulting from non-premixed fueling have also
been shown to make mean flame structure a function of fueling rate.111,146 In contrast, Cantu et
al.133 found that there was no such dependency in the premixed regime, indicating its fundamentally
different nature relative to non- or partially-premixed combustion. Regardless of the level of fuel-air
mixing prior to the flame front, flameholding is dependent on the maintenance of a local equivalence
ratio suitable for the local temperature and pressure. Accordingly, near the rich blowout (RBO)
limit the cavity flameholder contains mostly fuel and combustion products, whereas near lean
blowout (LBO) it contains mostly air and products.86,90,91,146

LBO will result from aerodynamic changes alone if the residence time of flow within either the
shear layer or cavity interior falls below the ignition delay time. In the first case, unreacted mixture
in the main duct will not be exposed to the combustion products of the cavity for a sufficient
duration,90 whereas in the second case mixture that enters the cavity will exit before it is able to
fully react.137 On the other hand, LBO can result from changes in reaction chemistry alone if the
equivalence ratio within the cavity falls below the flammable threshold.

Investigations of combustion behavior leading up to blowout are limited, and do not include
velocimetry. Hammack et al.80 performed 10 kHz OH PLIF in the spanwise center plane of a
non-premixed ethylene-fueled scramjet, including at near-LBO conditions. The investigators found
combustion was highly intermittent at this operating point, but did not examine the LBO process
itself. Schultz et al.115 performed tunable diode laser absorption spectroscopy (TDLAS) to measure
water column density and temperature during LBO of the UVaSCF in the non-premixed ethylene-

79
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fueled scramjet mode of operation. Measurements at a 16 kHz rate showed both quantities covered
90% of the change between pre- and post-blowout values in approximately 3 ms.

Allison et al.60 performed 1 kHz CH* chemiluminescence imaging of the UVaSCF in the pre-
mixed ethylene-fueled configuration, finding that total CH* intensity steadily decreased in the sense
of a temporal local average (but with strong fluctuations) on approach to LBO. The spatial extent
and anchoring point of the flame was seen to vary substantially shortly before LBO, indicating
unsteadiness on time scales much shorter than those of the reduction in fueling rate. This finding
suggests that the previously-observed variation in the lean operability limit of this flowpath87 may
be a result of the stochastic nature of the flame.

Prior investigations have not provided a characterization of the turbulent state of the cavity
flameholder during LBO, leaving unexplored the role combustor aerodynamics play in the collapse
of flameholding. Measurements under steady-state conditions presented in Chapter 5 demonstrated
that the presence of heat release had a much greater effect on cavity aerodynamics than the config-
uration of the pre-combustor shock system. When considered in light of the findings of Allison et
al.60 that combustion is highly unsteady in the fractions of a second prior to LBO, the question of
whether changes in flameholder aerodynamics lead or lag those in heat release remains unanswered.
By presenting the first reported PIV measurements of the LBO process as well as the first LBO
measurements of any type in the premixed regime, this chapter provides the first answers to this
question, and in so doing satisfies the fourth scientific objective of this dissertation. Additionally,
it is the first reported application of PIV to any transient process in a scramjet combustor.

As demonstrated by the time scales of the LBO process identified in earlier studies, measure-
ments must be acquired at a rate on the order of kilohertz, thus making the high acquisition rate
of PIV system 3 an enabling technology for the present work. This chapter continues with a de-
scription of the experimental approach used to capture synchronized measurements of velocity,
static pressure, and fueling rate, followed by an analysis of velocimetry during the LBO process,
and concludes with an assessment of the underlying mechanism and its implications for identifying
imminent blowout via aerodynamic measurement.

7.2 Experimental Approach

A single test condition was used for this study, and involved a steady decrease in fueling rate from
the initial state of test case 5, an equivalence ratio of 0.34 and no use of the air throttle. Since the
moment at which LBO will occur cannot be predicted within the duration of a single series of PIV
measurements (a limitation imposed by the capacity of camera internal memory), data were acquired
in a continuously-overwriting loop, which ceased soon after blowout was achieved. A number of
strategies for terminating data acquisition were considered, and ultimately it was decided that the
PIV system would be manually triggered based on the distinctive acoustic signature of the LBO
event. This of course does not identify the precise moment of blowout, and in order to synchronize
PIV measurements with flame behavior a second Photron SA 1.1 camera was mounted opposite
the first to observe broadband chemiluminescence, as seen schematically in Fig. 7.1. Accordingly,
the chemiluminescence camera was not fitted with a laser line filter. The PIV camera was again
operated in double-frame mode, while the combustion camera acquired single-frame images that
straddled the two frames of each PIV image, allowing simultaneous characterization of the state of
the flame and combustor aerodynamics. Apart from the use of the second camera, the experimental
configuration was identical to that discussed in Sec. 5.2.2.

A series of measurements of fueling rate and flowpath wall static pressure were made during PIV
acquisition in order to verify the achievement of desired test conditions. These data were acquired
at 10 Hz, the maximum rate allowed by the measurement system, over a period of 30 seconds,
which was adequate to capture the entire LBO process from the initial reduction of fueling rate
to flame extinction. In order to synchronize these measurements with PIV and chemiluminescence
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Figure 7.1: Schematic of experimental configuration for LBO measurements.

imaging, one additional channel of the pressure measurement system was devoted to recording the
5 V signal used to manually trigger the PIV system.

The imaging system was configured to acquire a continuously-overwriting series of 5000 image
sets, with the trigger signal occurring on set 2000. This way, 2 seconds (at a 1 kHz rate) of data
were acquired before the moment of trigger activation and 3 seconds of data after. Since both the
imaging and pressure measurement systems received the trigger signal at the same moment in time,
the two could be synchronized within the precision of their respective temporal resolutions.

The tracer delivery system was the same as that used in the steady-state center plane measure-
ments (the two experiments were performed concurrently), and the flow rate of seeded air was 15
standard cubic feet per hour (SCFH), within the range of 13-15 SCFH used for the steady-state
measurements (refer to Fig. 5.3 for the effects of this seeding rate on wall static pressure). Given
that the post-blowout conditions were very nearly those of case 1 (the only differences resulting
from the aerodynamics of fuel injection), the same PIV processing routine was applied to these data
(see Sec. 5.2.2 for a full description). This applied interrogation windows that iteratively decreased
in diameter from 64 to 16 pixels, with three passes at each and one at the intermediate diameter
of 32 pixels. Adjacent windows were overlapped by 50%, again resulting in 0.51 mm vector spacing
and 1.02 mm spatial resolution.

7.3 Results

A series of pressure scans acquired between 0.8 s prior to until 0.8 s after the moment of blowout is
presented in Fig. 7.2. Since measurements were acquired at 10 Hz, it is seen that the majority of the
change in the flowpath pressure distribution occurred over an approximately half-second interval.
Although the measurement times of individual pressure traces are not depicted in the interest of
clarity, it was found that the magnitude of pre-combustion pressure rise decreased monotonically in
time, thus an arrow is included to indicate temporal progression. The time history of equivalence
ratio is given in Fig. 7.3. Blowout occurred at an equivalence ratio of 0.33, within the range
0.29-0.33 found in earlier work.87

Prior investigation of the UVaSCF in the same configuration as the present study found that
pure scramjet-mode operation could not be achieved with a fully-premixed flow, since LBO would
occur before the combustion-induced pressure rise moved to a stable location downstream of the
cavity. Transition between dual-mode and scramjet-mode operation was possible only with the use
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Figure 7.2: Series of 10 Hz wall static pressure measurements during LBO sequence as well as initial
steady-state condition.

of supplemental fueling a short distance upstream of the cavity, resulting in a partially-premixed
flow with fuel concentration highest near the cavity-side wall.87 Considering Fig. 7.2, it is seen that
the pre-combustion shock system in the present case is largely unchanged until within a half-second
of blowout.

A series of combustor images acquired at 1 kHz during the LBO sequence is presented in Fig.
7.4, where the field of view extends well downstream of the cavity. LBO was defined to occur at the
first frame not displaying any notable combustion luminosity, and is assigned the temporal value
t = 0. This sequence of images displays substantial variation in the spatial extent of the flame in the
moments leading up to blowout, all the while maintaining a nearly-linear flame front, in accordance
with prior OH PLIF measurements.133 Notable exceptions are the frames at t = −3 and t = −2
ms, where the flame fills the entire duct before diminishing in the next frame to a faint remnant
concentrated near the lower flowpath wall.

In order to quantify the time scales of changes in velocity during the LBO transient, averages
will be examined. Fig. 7.5 presents velocity magnitude averaged over successive 10 ms intervals.
All sets prior to blowout are similar except the last, which displays increased velocity magnitude
above the shear layer. The two post-blowout fields are similar, with supersonic velocities above
the cavity. It is important to consider that even at a 1 kHz acquisition rate, prior to blowout the
typical velocity of 500 m/s above the shear layer results in flow traversing the length of the cavity
in a tenth of the time between successive measurements, so there remains an unexplored additional
order of magnitude of possible temporal dynamics.

Examination of instantaneous fields is the only recourse, and these are given along with corre-
sponding chemiluminescence images in Figs. 7.6-7.8. It is important to consider that the individual
vector fields represent a measurement duration equal to the 1 µs laser pulse separation, while the
combustion images were gated over the inverse sampling rate, a time period three orders of mag-
nitude longer. Since the camera image sensor records the total luminosity received at each pixel
during an exposure, these combustion images represent more of a maximum than average inten-
sity, thus exaggerating the strength and extent of the flame. The 1 ms exposure duration imposes
a temporal low-pass filter on imaged flame dynamics, thus variation at longer time scales is still
captured.
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Figure 7.4: Series of images of combustion luminosity acquired at 1 kHz during the LBO transient.
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Figure 7.5: Velocity magnitude averaged over successive 10 ms intervals.

Beginning 6 ms before blowout, velocities above 700 m/s begin to intrude into the upper regions
of the measurement plane, and the two acquisitions immediately prior to LBO show successively
greater changes. Referring to Fig. 7.2, it is seen that the pre-combustion shock system collapsed 0.2
s prior to blowout, thus by the point these PIV fields were acquired the pre-combustor aerodynamics
were supersonic (in a one-dimensional sense).

Referring to the earlier examination of steady-state aerodynamics, it was found that the presence
of heat release and not the configuration of the shock system dominated cavity aerodynamics. This
is in accordance with the results of Figs. 7.6-7.8, where it is seen that the majority of the flow
above the cavity becomes supersonic only in the final frame prior to blowout, when combustion is
only evident downstream of the cavity (cf. Fig. 7.4(j)), even though the leading edge of the shock
system has already moved downstream of the cavity. Although few conclusions can be drawn from
such a limited number of samples, the fact that high-speed flow enters the measurement region
only well after the shock system moves downstream can be explained by sudden flame extinction:
heat release would force oncoming high-velocity flow away from the cavity and broaden velocity
gradients via volumetric expansion and increased viscosity,39 respectively, in addition to decreasing
local Mach number. Upon comparison with Fig. 7.5 it is seen that differences among post-LBO
instantaneous fields represent turbulent fluctuations and not steady changes in the mean flow.

The results presented to this point suggest the mean velocity field does not appreciably change
until 5 ms prior to blowout. Although limited sample sizes preclude rigorous quantification of the
turbulent state at these time scales, it is worth examining velocity fluctuations to determine if
their qualitative trends differ from those of the mean. Root-mean-square velocity magnitude as
calculated over a 10 ms window is given in Fig. 7.9. As with mean velocity magnitude (Fig. 7.5),
it is seen that substantial changes occur only in the final 10 ms prior to LBO, and are concentrated
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Figure 7.6: Paired instantaneous vector fields and raw images between 10 and 6 ms prior to lean
blowout.
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Figure 7.7: Paired instantaneous vector fields and raw images within 5 ms prior to lean blowout.
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Figure 7.8: Paired instantaneous vector fields and raw images immediately after lean blowout.
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above the cavity. Despite the higher mean velocity magnitudes present after blowout, fluctuations
decrease above the cavity, and are instead greatest in the shear layer, as was seen earlier (Figs. 5.9
and 5.10).

Root-mean-square velocity magnitude will not be presented as calculated with fewer than ten
source fields due to the resultant increase in statistical uncertainty beyond what could be reasonably
construed as offering even qualitative value: according to the analysis of Benedict and Gould,107

uncertainty increases from 44% to 62% when sample size decreases from 10 to 5 (see Eq. (3.6)).
It has been shown that cavity aerodynamics, in the sense of mean and fluctuating velocity

magnitudes, change significantly only within the final 5 ms prior to LBO. As seen in the series of
pressure scans acquired at 10 Hz (Fig. 7.2), the overall flowpath aerodynamic state changes over a
time span greater by two orders of magnitude. Additionally, the time scale of reduction in fueling
rate (Fig. 7.3) is much greater than that of the collapse of the pre-combustion shock system. These
results indicate that it is not a change in cavity aerodynamics resulting from the slow retreat of the
shock system prior to collapse that disrupts the mechanism of flameholding analyzed in Chapter 5.
Rather, it is the sudden dissolution of the reaction process and attendant cessation of heat release
that eliminates the shock system and transforms cavity aerodynamics.

This process is explained by the local equivalence ratio in the cavity falling below a flammable
threshold. Given the location of the flame within the cavity (cf. Fig. 5.5), little of the cavity mixture
will be unchanged in composition relative to that entering the combustor. Rather, reactions will
have consumed fuel and oxygen and added combustion products, thus maintaining the local reactant
concentration below that of the main duct. It is thus reasonable to expect that during a reduction
in fueling rate, the cavity would be the first of the two to fall below flammability limits. This would
account for the robust main-duct combustion seen immediately prior to blowout (Fig. 7.4), which
would cease only when deprived of a continuous source of heat and radicals from the cavity.

As discussed previously, the definition of flowpath operability limits is critical to the development
of flight vehicles, since in some cases it may be desirable to operate as close to a limit as possible.
For example, during transition from dual-mode to scramjet-modes of operation the flowpath may
operate near its lean limit,87 introducing a requirement for a means to detect imminent blowout
so that fuel delivery may be adjusted accordingly. These results indicate velocimetry of at least 1
kHz rate could allow operation closer to the LBO point, assuming fuel delivery could be controlled
on comparable time scales. In particular, continuous measurement of RMS velocity magnitude
immediately above the cavity on a 10 ms sliding interval would provide clear identification of
imminent LBO, as seen in Fig. 7.9. 1 kHz TDLAS has been demonstrated in the inlet of a
flight test vehicle, enabling measurement of velocity, temperature, and water concentration.158 The
technique has additionally been applied to the combustor of a direct-connect scramjet ground test
rig,114,115,159,160 indicating kHz-rate in-flight measurements of combustor velocity are within reach
of current technology.

Alternatively, LBO could be predicted by 10 Hz static pressure measurements, well within
the 930 Hz bandwidth that has been demonstrated in flight.98 The magnitude of pre-combustion
pressure rise is indicative of total heat release and thus thrust that would be produced by a DMSJ
installed in a flight vehicle.1 Since thrust would have already decreased substantially prior to the
moment of blowout (see Fig. 7.2), the choice of whether pressure or velocity measurement is used
to drive a fuel control algorithm is dependent on required thrust. Accordingly, if a specific thrust
level is desired then pressure measurement may be more suitable, but velocimetry may be more
appropriate if the goal is to maintain operation at the lowest allowable fueling rate.

7.4 Conclusions

Particle image velocimetry was performed during the lean blowout transient of a premixed ethylene-
fueled dual-mode scramjet, providing the first reported velocity measurements of blowout as well
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Figure 7.9: Magnitude of root-mean-square velocity calculated over successive 10 ms intervals.

as the first measurements of any kind during blowout in the premixed regime. The 1 kHz sampling
rate revealed that changes in cavity flameholder aerodynamics prior to blowout occurred over a
time span approximately two orders of magnitude smaller than those in the structure of the pre-
combustion shock system. These results suggest that blowout occurred not because of a change in
cavity aerodynamics, but rather that the reactant mixture in the cavity fell below flammable limits,
removing the means by which main-duct combustion could be sustained.

It was found that the aerodynamic state of the cavity changed only within 5 ms prior to blowout,
and was characterized by the rapid increase of velocity magnitude at the interface with the main
duct. These measurements, when considered in light of earlier steady-state results, indicate that the
termination of heat release permitted supersonic flow to approach the cavity, increasing turbulent
exchange as a result. kHz-rate velocimetry techniques developed to a state of near-term applicability
to flight vehicles could thus be used to detect imminent lean blowout and allow fueling to be adjusted
accordingly, enabling operation closer to flowpath limits.



Chapter 8

Conclusions

8.1 Summary of Findings

Particle image velocimetry (PIV) was used to characterize the cavity flameholder of two config-
urations of a direct-connect dual-mode scramjet, examining conditions corresponding to notional
design points as well as those close to and crossing operability limits. Prior measurements of flame-
holder aerodynamics had not attempted to replicate the system of shock waves and expansion
fans generated by a flight vehicle inlet. The configuration of this distortion would be expected to
change with flight Mach number and angle of attack, resulting in substantial departures of typical
operating conditions from those of most ground test environments. Additionally, published data
lacked characterization of flameholder aerodynamics as directly influenced by heat release and not
instead coupled with fuel-air mixing, nor had velocity measurements been presented during the
lean-blowout transient. This study provides the first such analyses, establishing a more detailed
definition of flameholder aerodynamics across a range of operating conditions.

A full-span wedge was used to produce a single oblique shock wave and expansion fan in the
combustor of a direct-connect scramjet flowpath, allowing the influence on the cavity flameholder
of replicated inlet distortion and its interaction with crossflow jet injection to be examined. PIV
was applied to a plane along the spanwise centerline of the flowpath, enabling the cavity as well as
an adjacent region of the main duct to be examined. Shock impingement upstream of the cavity
was found to compress the recirculation region and consequently increase the length of the aft face
exposed to non-recirculating flow, which would limit entrainment of fuel injected from this location
to an extent dependent on the spanwise uniformity of the flow. Direct impingement of the shock
on the cavity increased the area of recirculating flow, an effect that was amplified when upstream
jet injection was active.

The shock was found to increase unsteadiness throughout the shear layer separating cavity
recirculation from the remainder of the combustor, and in particular at the locations of its formation
and reattachment. Jet injection was found to thicken the shear layer in all distortion configurations
and smooth peaks in root-mean-square velocity, whereby magnitudes were reduced at their maxima
but generally greater across the measurement plane, an effect less pronounced with replicated
inlet distortion that without. These results, which were the first of their kind to be published,
demonstrated that the aerodynamics of a scramjet in flight may differ sharply from a conceptual
design point free of compression and expansion waves propagating downstream from the engine
inlet.

These experiments and subsequent attempts at measurements in a different scramjet flowpath
revealed limitations of conventional velocimetry tracers in confined high-enthalpy flows. An inves-
tigation into alternative tracers led to the identification of graphite flakes as being compatible with
flowpath windows at all operating conditions. It was shown that these particles survived passage

90
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through the reaction zone of the cavity flameholder, and subsequent measurements were the first
to use this tracer type in a high-speed flow or downstream of a flame front. Aerodynamic and
thermophoretic slip were quantified with analytical models and found to make a contribution to
overall experimental error several orders of magnitude smaller than those due to finite sample size
and the PIV calibration process.

PIV was applied to the spanwise center plane of the cavity flameholder of a premixed dual-mode
scramjet, encompassing six notional design points at both reacting and non-reacting conditions.
These results were the first reported in either the dual-mode or premixed regimes, and the use of an
air throttle allowed the effects of heat release to be decoupled from changes to the pre-combustion
shock system. It was found that the mean velocity field was dominated by the presence and length
of this shock system, whereas turbulent velocities were most dependent on whether or not heat
release occurred and not its magnitude or shock system length.

Similarly, integral length scales at a point located above the cavity leading edge were nearly
unaffected by a change of fueling rate from near one end of the operability range to the other.
This finding suggests that flameholder turbulent aerodynamics cannot be recreated if combustion
is neglected, even if a device such as an air throttle is used to replicate mean velocities or the pre-
combustion pressure rise. As a result, experimental or numerical replications of a particular scramjet
operating point must incorporate combustion for the full on-design condition to be captured.

Knowledge of the turbulent state of the cavity flameholder is critical to understanding the
process by which the main-duct reactions that constitute the majority of heat release in a scramjet
are maintained. It was shown that turbulence intensity as averaged over a line extending from the
cavity leading edge into the main duct was positively correlated with prior measurements of flame
spreading angle, providing experimental verification of the relationship between turbulent flame
speed and the mean configuration of the flame front. The variances and covariance of orthogonal
velocity components were compared with prior measurements of radical species to demonstrate how
main-duct combustion is piloted by the turbulent transport through the shear layer of products
generated in the cavity interior.

Stereoscopic PIV (SPIV) was applied to the plane defining the boundary between the cavity
and main duct of the combustor. This is the first reported application of SPIV to a scramjet
cavity, as well as the first to perform PIV measurements in a plane of the cavity other than that
at the spanwise center, allowing investigation of both the spanwise variation of velocity as well
as its spanwise component. Turbulent velocities were found to be highest near the location of
shear layer reattachment at the cavity aft face, in accordance with prior studies and the center
plane measurements of the present work. Spanwise variation was found to be minor for all velocity
statistics considered, with the most notable feature being regions of higher in-plane turbulence
intensity near the outer edges of the cavity in the reacting-flow cases.

The SPIV measurements were challenged by a low signal-to-noise ratio, non-optimal camera
viewing angles, and strong velocity gradients within the thickness of the laser sheet. These precluded
meaningful analysis of the component of velocity normal to the cavity floor, as determined by a
direct analysis of correlation uncertainty in the vector calculation process, but comparison of the
other component of velocity captured by both this and the center plane measurements demonstrated
agreement to within the overall experimental uncertainty.

To explore flameholder aerodynamics near the limits of steady-state operability, PIV measure-
ments were made in the spanwise center plane during the lean blowout transient of the same
flowpath, providing the first reported velocimetry of this process as well as the first measurements
of any type in the premixed regime. It was found that flameholder aerodynamics were nearly
unchanged until approximately 5 ms prior to blowout, whereas the pre-combustion shock system
receded on a time scale two orders of magnitude longer. Taken together with the steady-state
measurements showing that the aerodynamic state of the cavity was largely unaffected by changes
in heat release or shock system length once combustion was established, this finding suggested that
the loss of a combustible fuel-air mixture ratio in the cavity led to the sudden collapse of reactions
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throughout the combustor, rather than an alteration of the turbulent exchange between the cavity
and main duct. The time scales of changes in the flameholder velocity field indicative of imminent
lean blowout are within the capabilities of flight-proven optical diagnostics, and the inclusion of
such a system in a flight vehicle would enable operation of the scramjet flowpath closer to design
limits.

8.2 Recommendations for Future Work

It is recommended that future investigations examine the relationship between reaction chemistry
and flameholder aerodynamics in greater detail. Though much was learned from a comparison
of ensemble statistics of separately-acquired velocimetry and imaging of combustion radicals, si-
multaneous measurements75 would provide greater insight into the process by which products of
cavity combustion pilot main-duct reactions, as well as how this process breaks down as the lean
operability limit is crossed. Comparison of the mean flow-through time above the cavity with the
PIV acquisition rate suggests an additional order of magnitude of temporal dynamics is available
for study, making higher-rate PIV measurements desirable for quantifying this and other transient
phenomena.

The limitations on spatial resolution of SPIV became apparent in measurements of the cavity-
main duct interface, where spatial averaging in the through-sheet direction limited the value of
higher in-plane resolution. This was compounded by large camera angles relative to the mea-
surement plane normal, resulting in rhombohedral interrogation volumes that captured a larger
spanwise extent of the flow than the width of their bases. Such line-of-sight bias is removed by
tomographic PIV (TPIV), which permits equal spatial resolution in all three dimensions of a mea-
surement volume. This feature is particularly important to measurements that seek to approach the
Kolmogorov scales, since in SPIV a minimum laser sheet thickness must be maintained to minimize
out-of-plane loss of tracers between frames of an image, even if camera resolution and tracer density
permit much higher in-plane spatial resolution.

Reported hydroxyl-tagging velocimetry100,137,148 of scramjet cavity flameholders has suggested
spanwise flow is stronger at locations closer to the floor than the interface with the main duct, a
result qualitatively suggested by the greater metal oxide tracer deposition on combustor windows
seen in this study, as well as the expectation that flow over the top of the cavity would be dominated
by the strong axial velocity component. It is recommended that PIV be applied in floor-parallel
planes within the cavity, once the optical challenges encountered in the present experiments are
addressed. A better solution would be the implementation of TPIV, so that not only would all three
components of velocity be resolved, but the six independent components of the velocity gradient
tensor as well, thereby aiding the quantification of the turbulent state of the flameholder.
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