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Abstract

In this thesis, we present the measurement of the s-channel single top quark produc-

tion cross section. In the cross section measurement we use data generated by proton-

antiproton collisions at the center-of-mass energy
√

s = 1.96 TeV and collected by the

CDF Run II detector. The total data set corresponds to an integrated luminosity of 9.4

fb−1. We select events consistent with the s-channel process including two jets identi-

fied as originating from b quarks and one leptonically decaying W boson. The observed

significance is 3.8 standard deviations with respect to the background-only hypothesis.

Assuming a top-quark mass of 172.5 GeV/c2, we measure the s-channel cross section to be

1.41+0.44
−0.42 pb. When combined with other measurements at the CDF and D0 experiments,

the observed significance increases to 6.4 standard deviations, which is interpreted as the

first observation of the single top quark s-channel production process.

While the s-channel measurement is the centerpiece of this thesis, the author also

contributed to the Higgs boson search. The techniques of the single top quark analysis

were adapted from the search for the standard model Higgs boson produced in associa-

tion with a W boson, since these two processes have the same final-state particles. The

author’s improvements implemented in the WH search are also described, and the final

Higgs boson results are reported. 95% credibility level upper limits are set on the WH

production cross section times the H → bb̄ branching ratio as a function of the Higgs bo-

son mass hypothesis. First evidence of the H → bb̄ process is also found when all searches

in this Higgs boson decay mode from the CDF and D0 experiments are combined.
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Chapter 1

Introduction

What is the fundamental structure of matter?

Humans have always asked this question to themselves. In ancient Greece, Democri-

tus first coined the word “átomos” to denote the smallest indivisible particles of matter.

Over the next thousands years, atoms were believed to be the most “fundamental” part

of matter. However, in 1897 J.J Thomson discovered that every atom has electrons by the

cathode ray experiment. It was the first time that substructure of atoms was observed.

After considerable work by many physicists in the early 20th century, protons and neu-

trons were also discovered and together with electrons were believed to the fundamental

particles. However, during the mid-20th century hundreds of additional “fundamental”

particles were discovered, which indicated that maybe all of those particles were not truly

fundamental. To solve this problem, the Standard Model (SM) theory was developed. In

this theory a limited number of fundamental particles could describe the long list of

discovered particles, when incorporated with the electromagnetic, weak, and strong in-

teractions. After years of effort made by theorists and experimentalists, the Standard

Model theory has been finalized and verified by a long list of particle experiments.

Nowadays, there are two colliders working at the energy frontier in the world. One is

the Tevatron near Chicago, which collides protons with antiprotons at the center-of-mass

energy of 1.96 TeV. The other one is the Large Hadron Collider (LHC) near Geneva with

designed center-of-mass energy of 14 TeV for proton-proton collisions.

In this chapter, we first briefly discuss the Standard Model in Section 1.1.1 and then
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include a more detailed discussion about theories involved in this thesis in Section 1.1.2

and 1.1.3. Finally, the current status of single top quark cross-section measurements and

the Higgs boson search are discussed in Section 1.2 and 1.3.

1.1 The Standard Model

A relativistic quantum field theory has been used to describe the SM theory. This widely

accepted theory is based on the group theory SU(3)⊗ SU(2)⊗U(1), where the SU(3)

group is for strong interaction, while the SU(2)⊗U(1) describes the electroweak interac-

tion after spontaneous symmetry breaking by the Higgs mechanism.

The building blocks of the SM theory are the fundamental particles listed in Figure 1.1,

which are treated as the excited state of quantum fields. Different particles are regulated

by different types of quantum fields. Quarks and leptons are described by spin- 1
2 quan-

tum fields, while the force mediators, gauge bosons, are described by spin-1 quantum

fields. In the SM, both leptons and quarks are divided into three generations. The gauge

bosons, W±, Z0, and γ, mediate the electromagnetic and weak interactions, and the glu-

ons carry the strong force.

1.1.1 The Gauge Theory

The Lagrangians used in the SM theory are required to be invariant under gauge trans-

formation, and this type of quantum field theory is called a gauge theory. The simplest

example to describe how a gauge theory incorporates interactions is Quantum Electrody-

namics (QED). QED describes the electrons and the positrons and the interaction medi-

ated by photons.

The QED theory can be derived by requiring the the global U(1) symmetry of the free

particle field described by

L0 = ψ(γµ∂µ −m)ψ, (1.1)

where the ψ is the quantum field with mass m, and γµ are the Dirac matrices.

The U(1) symmetry requires the Lagrangian to be invariant under a local gauge trans-
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Figure 1.1: Elementary particles and gauge bosons of the Standard Model [1].

formation

ψ(x)→ ψ′(x) = eiα(x)ψ(x), (1.2)

in order to maintain the gauge invariance of Eq (1.1). The minimal substitution of the

derivative is

∂µ → Dµ = ∂µ − ieAµ, (1.3)

where the vector field Aµ follows

Aµ(x)→ A′µ(x) = Aµ(x) +
1
e

∂µα(x), (1.4)

under the gauge transformation.

After implementing the gauge transformation and minimal substitution, Eq (1.1) be-

comes

L = ψ(iγµDµ −m)ψ = L0 + eψγµψAµ = L0 + Lint. (1.5)
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The missing kinetic term of Aµ can be fixed by adding

LA = −1
4

FµνFµν, (1.6)

where

Fµν = ∂µ Aν − ∂ν Aµ. (1.7)

Now the Aµ term is the field of photon obeying Maxwell’s equation.

Finally, we construct the interaction term Lint that describes the interaction between

the fermions and the electromagnetic field, photons, by implementing the local gauge

invariance requirement to a free particle field.

The Lagrangian that describes both electromagnetism and weak interactions should

be invariant under SU(2) × U(1) symmetry, instead of the U(1) gauge theory. In this

electroweak theory, leptons and quarks are divided into left-handed doublets and right-

handed singlets,  νe

e


L

,

 νµ

µ


L

,

 ντ

τ


L

, eR, µR, τR (1.8)

 u

d


L

,

 c

s


L

,

 t

b


L

, uR, dR, cR, sR, tR, bR. (1.9)

The quantum number weak isospin I3 and the weak hypercharge Y are used to classify

these doublets and singlets. For doublets I3 = 1/2 and I3 = 0 for singlets. Both I3 and Y

are related to the electric charge Q of each particle by the Gell-Mann-Nishijima relation

Q = I3 +
Y
2

. (1.10)

This structure can be incorporated into the quantum field theory by requiring the

Lagrangian to be invariant under the group of gauge transformation. The SU(2)×U(1)

group has four generators,

Ta = Ia(a = 1, 2, 3) and T4 = Y, (1.11)
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where Ia are the isospin operators, and Y is the hypercharge operator. The algebra rela-

tions between these operators are

[Ia, Ib] = iεabc Ic, [Ia, Y] = 0. (1.12)

The Lagrangian of electroweak interaction in the SM theory are combined with gauge,

Higgs, fermion, and Yukawa interactions,

LEW = LG + LH + LF + LY. (1.13)

In order to give mass to some gauge bosons, W±, Z, and keep the other gauge boson γ

massless, the symmetry of electroweak interaction has to be broken via the Higgs mech-

anism. This is called spontaneous symmetry breaking.

The Higgs sector and the charge current interactions between W± and quarks after

symmetry breaking in the electroweak theory are the foundations for the analysis de-

scribed in this thesis.

1.1.2 Spontaneous Symmetry Breaking and Higgs Boson

In the SM theory, the SU(2) × U(1) symmetry has to be broken via the Higgs mecha-

nism. First, a single isospin doublet of complex scalar fields with hypercharge Y = 1 is

introduced and coupled to the gauge field. The Higgs field is described by

Φ(x) =

 φ+(x)

φ0(x)

 , (1.14)

The Higgs field couples to the gauge field via minimal substitution

Dµ = ∂µ − ig2
σa

2
Wa

µ + i
g1

2
Bµ, (1.15)

similar to Eq (1.3). Then, the Higgs Lagrangian is

LH = (DµΦ)†(DµΦ)−V(Φ), (1.16)
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with the Higgs potential

V(Φ) = −µ2Φ†Φ +
λ

4
(Φ†Φ)2. (1.17)

When µ2, λ > 0, this potential has a minimal value for non-vanishing field with

Φ†Φ = 2µ2/λ, and the vacuum expectation value is

< Φ >=
1√
2

 0

v

 with v =
2µ√

λ
. (1.18)

This expectation value < Φ > is not symmetric under the gauge transformation

SU(2) × U(1), although the Lagrangian started with this symmetry. We say that the

symmetry was spontaneously broken here.

By choosing a particular gauge, denoted as the unitary gauge, so that φ+ = χ = 0, the

Higgs field Eq (1.14) has the simplest form

Φ(x) =
1√
2

 0

v + H(x)

 . (1.19)

Also the Higgs potential becomes

V = µ2H2 +
µ2

v
H3 +

µ2

4v2 H4, (1.20)

where the Higgs boson mass mH =
√

2µ.

1.1.3 The Yukawa Potential and the CKM Matrix

The Yukawa interaction between quarks and the Higgs boson gives the mass to the quarks,

and also induces the quark mixing between different quark generations. The Yukawa

potential, which describes this interaction, is defined as following

Lquarks
Y = −Gd

ijQ
i
LΦdj

R − Gu
ijQ

i
LΦcuj

R + h.c., (1.21)
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where Gu, Gd are the Yukawa coupling terms, Φ is the Higgs field, and Qi
L are the three

left handed doublets. Replacing the Higgs field with its vacuum expectation value, the

Lagrangian for the Yukawa potential becomes

− v√
2

Gd
ijd

i
Ldj

R −
v√
2

Gu
iju

i
Luj

R + h.c. (1.22)

Four matrices, Vu,d
L,R, are introduced to diagonalize the bilinear term in the quark field.

This Yukawa potential becomes
v√
2

Vq
L GqVq†

R , (1.23)

with q = u, d. Now this potential term is decoupled for different quark masses.

By introducing these four matrices, the charge current W± interaction with the phys-

ical quarks contained in Eq (1.13) becomes

−v√
2
(uL, cL, tL)γ

µW+
µ VCKM


dL

sL

bL

+ h.c., (1.24)

with VCKM ≡ Vu
L Vd†

L . This Cabibbo-Kobayashi-Maskawa (CKM) matrix is a 3× 3 unitary

matrix, and can be written as

VCKM =


Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb

 . (1.25)

1.2 Electroweak “Single” Top Quark Production

The top quark, first discovered at the Tevatron collider in 1995 [7, 8], is the heaviest

known elementary particle. The observation of the top quark verified the prediction of

the SU(3) × SU(2) ×U(1) gauge theory. Moreover, the heavy mass provides a unique

opportunity to precisely study the strong and electroweak interactions. Unlike other

quarks, the short life time of the top quark allows us to study the decay of a free quark,
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where the decay products carry the spin and kinematic properties. The top quark is also

strongly coupled to the Higgs boson, which will provide some constraints on the Higgs

boson search.

In this thesis, we will focus on the electroweak production process of a single top

quark. We will first discuss the production channel of top quarks at hadron colliders in

Section 1.2.1, then the decay modes of top quarks in Section 1.2.2. Finally, we will review

the current search results of electroweak top quark production.

1.2.1 Production

At hadron colliders, the top quark can either be produced in pairs through the strong

interaction or singly through the electroweak interaction.

At the Tevatron, the dominant channel of top quark pair production is through quark-

antiquark annihilation, about 85% of the total rate, as shown in Figure 1.2. The other

mode, production through gluons fusion, is suppressed to 15% of the total rate because

of the relatively low center-of-mass energy at the Tevatron compared to the mass of the

top quark.

Figure 1.2: Top quark pair production modes.

The top quark can also be produced through electroweak interactions. The production

modes are divided into three categories according to the virtuality of the W boson in the
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process, as shown in Figure 1.3.

Figure 1.3: Single top quark production modes.

The top process shown in Figure 1.3 is referred to as the s-channel process. In this

process, a time-like W boson is produced from quark-antiquark annihilation. Then, this W

boson decays into a top quark and an antibottom quark through the Wtb coupling. At the

Tevatron, the charge-conjugate process has the same cross section as the process described

above. In this thesis, this process and the charge-conjugate process are combined together.

The middle process shown in Figure 1.3 is referred to as the t-channel process. In

this process, a bottom quark exchanges a space-like W boson with another quark and

transforms into an antitop quark.

The bottom process shown in Figure 1.3 is referred as tW-channel process. In this

process, the top quark is produced in association with a W boson. However, since the

production rate for this process is too small at the Tevatron, it is ignored in this study.

The cross sections of all production channels calculated up to next-to-next-to-leading-

order(NNLO), including pair production and single production, are listed in Table 1.1.
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The numbers at both Tevatron and LHC are listed for comparison.

Cross section (pb) tt̄ s-channel t-channel tW-channel
Tevatron (1.96 TeV) 7.08 1.05 2.08 0.25

LHC (8 TeV) 234 5.55 87.2 22.2

Table 1.1: Predicted production cross section of single top quark and top quark pair
process at the Tevatron and the LHC [4].

1.2.2 Decay

As this study is carried out under the SM framework, the CKM matrix mentioned in the

Section 1.1.3 is a 3× 3 matrix. The coupling strength of a top quark decaying into a W±

boson and another quark is regulated by the Vtd, Vts, and Vtb elements in this matrix. Since

Vtb � Vtd, Vts, we assume the banching ratio of a top quark decaying into a W boson and

a bottom quark is 100% in all simulations used in our study.

The decay modes of the W boson are listed in Table 1.2. Thus, taking the decay modes

of the W boson into account, the final decay products of a top quark will be either `νb or

qq̄′b, where qq̄′ is the first two generations of quarks.

Decay mode Branching ratio
eν (10.75±0.13)%
µν (10.57±0.15)%
τν (11.25±0.20)%

hadrons (67.60±0.27)%

Table 1.2: Decay modes and branching ratios of W boson [2].

1.2.3 Motivations and Previous Studies

The heavy mass of top quark provides a unique opportunity to test the SM theory and

search for physics beyond the SM.

As mentioned in Section 1.1.3, the elements in the CKM matrix are input parameters

to the SM. Thus, constraining the value of each element of the CKM matrix is crucial

for the SM theory. The |Vtb| element, which determines the coupling between the third

generation quarks, can be constrained indirectly to 0.999146+0.000021
−0.000046 [2] by requiring the
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CKM matrix to be a 3× 3 unitary matrix. It is also interesting to measure this parameter

directly. Since |Vtb|2 is proportional to the single top quark production cross section, the

magnitude of this parameter can be constrained directly by measuring the cross section of

single top quark production. This measurement is complimentary to the top quark decay

branching ratio measurement which can also be used to constrain the |Vtb| parameter.

The single top quark production rate is sensitive to physics beyond the SM. Also,

different new physics theories would change the cross section of s-channel and t-channel

differently. Thus, measuring the cross section of these two process independently would

provide a better constraint on new physics theories. For example, the s-channel process

is sensitive to new gauge bosons, such as a heavy W ′ boson, while the t-channel process

is sensitive to anomalous Wtb coupling and flavor-changing neutral currents [9].

The Tevatron was shut down in September 2011. The single top quark measurement

from the Tevatron is a legacy measurement of the pp̄ collider with a center of mass energy

of 1.96 TeV. Moreover, as listed in Table 1.1, the cross section for the s-channel process is

relatively lower at the LHC compared to other top quark processes. This is because of

the valence antiquarks that are available from the antiprotons at the Tevatron but are far

less likely in initial states from the proton-proton collisions at the LHC. So, measuring

the s-channel cross section is an important measurement and a unique opportunity for

the full Tevatron data set.

Because of all the motivations stated above, many studies of single top quark processes

have already been conducted. Single top quark production was first observed indepen-

dently at the Tevatron by the CDF and D0 experiments in 2009 [10, 11]. The t-channel

process was first observed in 2011 by the D0 experiment [12]. Later on, this process was

also observed by the ATLAS and CMS experiments at the LHC in 2012 [13, 14]. The AL-

TAS and CMS experiments also found evidence for the tW-channel [15, 16]. Recently, the

D0 experiment announced the first evidence for the s-channel process [17]. This thesis

documents the legacy s-channel measurement from the CDF experiment [18].
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1.3 Higgs Boson

1.3.1 Production and Decay

The Higgs boson coupling to gauge bosons, Higgs bosons, and fermions can be summa-

rized in the following Lagrangian,

L = −gH f f f̄ f H +
gHHH

6
H3 +

gHHHH

24
H4 + δVVµVµ(gHVV H +

gHHVV

2
H2), (1.26)

where

gH f f =
m f

v
, gHVV =

2m2
V

v
, gHHVV =

2m2
V

v2 , (1.27)

gHHH =
3m2

H
v

, gHHHH =
3m2

H
v2 , (1.28)

and V = W±, Z; δW = 1; δZ = 1/2. Since the coupling strength of each term is propor-

tional to the particle mass, the dominant processes for Higgs boson production and decay

are coupled to W or Z bosons or third generation quarks.

From the Lagrangian, the Higgs boson production cross section at the Tevatron and

the LHC for different Higgs mass points are calculated and shown in Figure 1.4. The

branching ratio of each Higgs boson decay mode is also calculated for each Higgs boson

mass hypothesis, and shown in Figure 1.5.

1.3.2 Status of Higgs Boson Search

Considering the background process of each channel, the most sensitive channel for Higgs

boson search at the LHC is the H → γγ and H → ZZ → ````. However, both of these

channels measure the coupling of the Higgs boson to gauge bosons. Studying the Higgs

boson at the Tevatron is still interesting, since the most sensitive channel at the Tevatron

is the Higgs boson associated production with vector bosons, in which the Higgs boson

decays into two bottom quarks. The study at the Tevatron will provide constraints on

the Higgs boson coupling to fermions, which is important to determine whether a Higgs

boson is the SM Higgs boson or not.

Moreover, as shown in Figure 1.6, the number of Higgs bosons produced per fb−1
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ent channels at the Tevatron and the LHC [2].
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modes for a range of Higgs boson mass hypotheses [2].

is about 50. With the integrated luminosity of 10 fb−1, and combining the CDF and D0

experiments together, there is about 1000 Higgs bosons generated at the Tevatron. Thus,

it is practical to study the Higgs boson at the Tevatron.

During my PhD study, both the CMS and ATLAS experiments announced the obser-

vation of the SM-like Higgs boson with a mass of 125 GeV/c2 [19, 20]. Moreover, the

Tevatron also claimed evidence of a Higgs boson decaying into two bottom quarks via a

combined result of the CDF and D0 experiments that includes this thesis work [21].

As we will see, the most sensitive search channel for the Higgs boson at the Tevatron

has a similar signature to that of the electroweak single top quark production. In fact,

most of the experimental techniques can be applied to both measurements. In this thesis,

we will explain the experimental apparatus used to take the data, the experimental and

statistical techniques applied to extract the results, and the important results of this work

with impacts for the Higgs sector and evidence for a new process which probes the charge

current interactions between the W boson and top and bottom quarks.
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Chapter 2

Experimental Setup

In order to study the properties of the massive top quark, collision events generated

with large center-of-mass energy are required. Also, a general purpose particle detector

is necessary to collect all of the particles generated from the collisions. In this study,

collision events are generated by the Tevatron collider, and detected by the CDF Run II

detector.

In this chapter, we first discuss the accelerator, which generates high-energy protons

and antiprotons in Section 2.1. Then, the details of the CDF general-purpose detector are

described in Section 2.2. Finally, we introduce the data acquisition system in Section 2.3.

2.1 The Tevatron Collider

The Tevatron is the first accelerator to reach the TeV energy scale. It also was the most

powerful collider until 2009 when the LHC surpassed it in energy. A schematic view of

the Tevatron accelerator complex is shown in Figure 2.1. With the series of accelerators

described below, protons and antiprotons are both accelerated to 0.98 TeV.

2.1.1 Proton Production and Acceleration

The acceleration process for protons starts from the production of H− ions. Ions are

produced in the pre-accelerator (Preacc) and accelerated to 750 keV. After the first accel-

eration, ions are transferred into Linear Accelerator (Linac), and accelerated to 400 MeV.
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The next stage of acceleration is the Booster, which is the first circular accelerator

(synchrotron) in the chain of accelerators. The radius of the Booster is 75 meters. The H−

ions are stripped of electrons when they enter the Booster in order to convert the beam

into protons. The protons are accelerated to 8 GeV in the booster before entering the next

accelerator stage.

The Main Injector follows the Booster and is also a synchrotron but with seven times

the circumference. Here, protons are accelerated to different energy depending on their

destination. Protons are accelerated to 150 GeV before being injected into the Tevatron

collider. For antiproton generation, protons are accelerated to 120 GeV.

2.1.2 Antiproton Production and Acceleration

The antiproton generation starts from the Main Injector. Protons with 120 GeV energy

are directed to a target made from nickel alloy and the collision generates many types

of secondary particles. The antiprotons with about 8 GeV of energy are collected and

transferred to the antiproton source (pbar source) which is based on two synchrotrons.

The purpose of these two synchrotrons is not to increase the energy of the antipro-

tons, but to bunch and accumulate antiprotons. The Debuncher, the first of the two syn-

chrotrons, is a rounded triangle-shaped accelerator. The main purpose of the Debuncher

is to efficiently capture the high momentum spread antiprotons. The Accumulator sits

in the same tunnel as the Debuncher. It is the storage ring for antiprotons before they

are transferred to the Recycler. The accumulation process often takes many hours before

there are enough antiprotons for a new store.

The Recycler is an antiproton storage ring in the Main Injector tunnel. The Recycler

was originally designed to recycle the antiprotons from the Tevatron. Instead, the Recycler

only accepts the antiprotons from the pbar source and further cools them before they are

transferred to the Main Injector. In the Main Injector, antiprotons are accelerated from 8

GeV to 150 GeV, and prepared for injection into the Tevatron collider.
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2.1.3 Tevatron Collision

The Tevatron is the final and also the largest accelerator in the chain of accelerators. The

circumference of the Tevatron is about 4 miles. The Tevatron can accept both protons and

antiprotons and accelerate them from 150 GeV to 980 GeV. In order to be able to run at

such high energy, the magnets used in the Tevatron are made of superconducting material

and are cooled to 4K when running. Both protons and antiprotons are kept running in

the Tevatron for many hours before the accumulation of antiprotons is ready for a new

store.

There are two collision points in the Tevatron collider, B0 and D0, where the 1.96 TeV

collisions occur. There is one large general-purpose detector at each point, the Collider

Detector at Fermilab (CDF) at B0 and the D0 detector at D0.

2.2 The CDF Detector

The Collider Detector at Fermilab (CDF) is a general-purpose particle detector as shown in

Figure 2.2. The CDF detector consists of many different detector subsystems designed to

measure different properties of different particles. There are three major detector systems:

the tracking system, the calorimeter system, and the muon system.

The commonly-used coordinate system at CDF is the spherical system. The z axis

is along the beamline, and the direction that the protons travel defines the positive z

direction, while the interaction point is defined as z = 0. The polar angle θ is defined so

that θ = 0 is the +z direction and θ = π is the −z direction. The azimuthal angle ϕ is

defined so that ϕ = 0 is the north and ϕ = π is the south. The last important variable,

pseudorapidity, is defined to be η = − ln(tan(θ/2)). Pseudorapidity is closely related to

the rapidity of a particle, y = 1
2 ln E+pz

E−pz
, which is Lorentz invariant. The pseudorapidity is

a good approximation of the rapidity when the energy of a particle is much larger than

the mass of the particle, which is often the case at the Tevatron.
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Figure 2.3: The cutaway view of the CDF Run II detector.

2.2.1 Tracking System

The tracking system is used to reconstruct the trajectories of charged particles. It is the

innermost system of the CDF detector, and located inside a superconducting solenoid

magnet. The solenoid is 4.8-meter long, and its inner radius is 1.5 m. The magnetic

field inside the solenoid is 1.4 T, the direction of which is parallel to the beamline. The

tracking system at CDF consists of three different parts, from inside to outside: the silicon

detectors, the central outer tracker, and the time-of-flight detector.

The tracking system can measure the momentum of the charged particles from the

curvature of charged tracks in the magnetic field. Precise resolution of momentum and

impact parameter is achieved by using the silicon detectors that are located very close

to the interaction point. The resolution of the silicon tracking system is crucial in recon-

structing the secondary vertex, which is an important property for identifying the decays

of B hadrons.
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Silicon Detectors

The silicon detector is built with p-type silicon doped with thin strips of n-type silicon. A

reverse bias voltage is applied on the p-n junction. When a charged particle hit the strip,

electron-hole pairs will be created. Under the high voltage, electrons will be collected at

one end, holes at the other. With information from axial strips and stereo strips, the hit

position can be determined. Silicon detectors are precise, but as a downside, they are also

expensive and sensitive to radiation damage.

The silicon detectors are the most precise detectors at CDF [22]. At CDF Run II, the

silicon detectors consist of three subsystems and cover a radius from 1.5 cm to 28 cm

from the beam line. The layers of the silicon detectors are shown in Figure 2.4. All three

silicon detectors combined have a resolution of 40 µm of impact parameter and 70 µm in

z direction.

Figure 2.4: The side view and front view of silicon detectors at CDF.

The inner most silicon detector is L00, which is only one layer and is a single-sided

silicon detector [22]. L00 adopts the design of the LHC to handle an extreme radiation

environment. It is named L00 because it is inside the layer 0 of SVX II detector. It

was proposed during the construction of SVX II to improve the resolution of secondary

vertices. The L00 detector is about 94 cm long and covers η less than 4.0.

The Silicon Vertex Detector (SVX) [23] consists of 5 layers, from layer 0 to layer 4,

extending from r = 2.1 cm to r = 17.3 cm, covering |η| < 2.0. All layers are double sided.
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Strips are aligned axially on one side, with 90-degree stereo strips on the other side for

layer 0, 1, and 3. For layer 2 and 4, stereo strips are aligned with 1.2 degree with respect

to the axial strips.

The Intermediate Silicon Layer (ISL) [24] is located between the SVX II and COT

detector. It contains a single layer silicon detector for |η| < 1 at r = 22 cm and double

layer detector when 1 < |η| < 2 at r = 20 cm and r = 28 cm. Its purpose is to provide

enhanced tacking ability in the central region, and to increase the tracking capability in

the forward region where the drift chamber only has full coverage up to |η| < 1.0.

Central Outer Tracker (COT)

The COT is an open cell drift chamber [25] with eight super layers, from layer 1 to layer 8,

shown in Figure 2.5. This detector uses a mixture of argon-ethane gas. When a charged

particle passes through the chamber, the gas will be ionized. Electrons and ions created

from ionization will be collected by wires to reconstruct tracks. The COT detector extends

from r = 40 cm to r = 138 cm, and covers |η| < 1.0. Wires in super layer 2, 4, 6, and 8

are aligned along the beam line, while other layers are at small stereo angle (2 degrees)

with respect to beam line. This kind of structure will provide track information on φ− z

direction respectively.

Time of Flight Detector (TOF)

Timing information of a particle reaching a certain position of the detector can be used to

discriminate particles, such as K and π. Although this information is not used directly in

this analysis, it is used to remove background cosmic ray events.

The TOF detector at CDF is made of a ring of scintillators [26]. Charged particles

generate photons when passing through the scintillators which are collected by photo-

multiplier tubes (PMT). The TOF measures the time difference between the collision and

the the arrival of particles.



24

Figure 2.5: The structure of the COT detector.

2.2.2 Calorimeter System

In addition to the tracking information and the measured momentum of each particle,

the energy also must be determined. At CDF, the energy of particles is measured by

the calorimeter system. The calorimeter system uses scintillator to sample the energy of

incident particles. The excited photons are collected using wavelength shifting fibers, and

eventually measured by photon multiplier tubes (PMT).

When a high-energy particle passes through a material, it generates a set of less-

energetic secondary particles through inelastic scattering with nuclei of the material or

pair production, creating a shower of particles. These secondary particles will create more

particles. Thus, the number of particles will increase. As more and more generations

of secondary particles are created, the energy of these particles are decreasing through

inelastic scattering and ionization and finally will be absorbed by material. The total

number of particles will eventually decrease. Measuring the profile of the whole shower

versus depth provides a better estimation of the particle energy.

In order to reduce the amount of scintillator material required, CDF placed absorber

material between each layer of scintillators to reduce the depth of the shower generated
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from incident particles. This type of calorimeter is called a sampling calorimeter. The

energy resolution is sacrificed by reducing the size of the calorimeter.

The calorimeter system at CDF is generally divided into an electromagnetic (EM)

calorimeter and a hadronic calorimeter. This split is natural since electrons and photons

interact with materials through the electroweak interaction, while mesons and hadrons

interact through the strong interaction. The energy resolution of the hadronic calorimeter

is worse than the EM calorimeter since unlike the EM one, there is about 30% of the

hadronic energy that cannot be measured by the hadronic calorimeter.

Calorimeters can be divided into two main categories: central calorimeters and plug

calorimeters, according to the |η| coverage of the detector.

The central calorimeters cover the |η| < 1.1, the EM calorimeter is immediately outside

the solenoid and surrounded by the hadronic calorimeters. All the layers are parallel to

the beam line.

Central Electromagnetic Calorimeter (CEM) [27] This calorimeter consists of 31 alter-

nating layers of lead and scintillator. It is segmented into 24 towers in φ direction

and 10 towers in η in order to be able to match to a track.

Central Electromagnetic Shower Maximum Detector (CES) [27] This detector is located

at the depth where the shower is at maximum. This detector is made of strip and

wire chambers so that it can measure the position information to a much better

precision than CEM. This information is important for particle identification.

Central Hadronic Calorimeter (CHA) [28] The hadronic calorimeter is composed of 32

alternating layers of iron and scintillator. It has the same number of segments in

the φ direction as the CEM, but only 8 segments in η. Thus, it only covers up to

|η| < 0.9.

Wall Hadronic Calorimeter (WHA) [28] Because the CHA has the same length as the

CEM, and is located outside of the CEM, the eta coverage of CHA is smaller than

CEM. In order to improve the coverage, the WHA is added to fill the gap, which

covers 0.8 < |η| < 1.2. The WHA is made of 15 layers of alternating iron and
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scintillator. The layers are perpendicular to the beam line and are segmented into

six towers in η.

The plug calorimeters cover the range of 1.1 < |η| < 3.6 with all the calorimeter layers

are perpendicular to the beam line.

Plug Electromagnetic Calorimeter (PEM) [29] This calorimeter comes with 23 layer of

alternating lead and scintillator. It is segmented into 12 towers in η.

Plug Electromagnetic Shower Maximum Detector (PES) [30] PES is composed of scin-

tillator strips. Based on the same idea as the CES, the PES is designed to measure

accurate positioning information of a shower.

Plug Hadronic Calorimeter (PHA) [31] This hadronic calorimeter is composed of 23 lay-

ers of alternating iron and scintillator. It covers the range of 1.2 < |η| < 3.6, and it

has basically the same segmentation as PEM, except it has one fewer tower in η.

2.2.3 Muon System

Since muons are massive and do not interact with materials through the strong inter-

action, they only leave minimum ionizing energy in the calorimeters. They must be

measured separately.

At CDF, muon detectors are mounted outside the calorimeter detectors. They are

made of single-wire drift chambers. In each muon detector, there are four layers of cham-

bers. A muon stub in the detector requires that three out of four layers are fired. In order

to reject cosmic ray muons, there are also scintillators paired with each muon detector

to provide timing information in muon identification. The muon stub also needs to be

matched to one track in the track detector. The energy of the muon will be calculated

from the well-measured muon mass and the momentum measured from the track.

The muons detectors used at the CDF experiment are list below

Central Muon Detector (CMU) [32] This muon detector is built just outside the CHA. It

covers the region of |η| < 0.6.
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Central Muon Upgrade (CMP) [33] The drawback of the CMU is that it does not have

shielding. The CMP is designed to address this problem. It uses the return yoke of

the solenoid as the shielding. Thus this detector is built with a box geometry.

Central Muon Extension (CMX) [34] This detector covers 0.6 < |η| < 1.0. This detector

consists of three separate parts: the arches, the keystone, and the miniskirt, which

together provide a full angular coverage.

Barrel Muon Detector (BMU) [34] The BMU extends the muon coverage in η from 1.0

to 1.5. This detector is attached to the shielding steel which is at the ends of the

detector.

2.3 Data Acquisition System (DAQ)

Proton bunches and antiproton bunches at the Tevatron are divided into 3 trains, with 12

bunches in each train. The abort gap between each train is 4.3 µs. At the Tevatron, the

collision happens every 396 ns, and the collision rate is 1.7 MHz. Each time a collision

happens, the DAQ system sends a signal to the CDF detector to take a measurement.

However, it is impossible and unnecessary for the DAQ system to record all of the col-

lision events. Only those events that are interesting to physicists need to be recorded.

Online selection systems, usually known as triggers, are implemented in the DAQ sys-

tem to select interesting events.

The trigger system at CDF is divided into three levels, as shown in Figure 2.6. At each

level, a fraction of events will be rejected, and finally, the event rate will be reduced to

around 100 Hz.

2.3.1 Level 1 Trigger

The lowest level trigger needs to reduce the event rate from around 1.7 MHz to about

40 kHz. Because of the time requirement, the level 1 trigger needs to make a decision in

5.5 µs. All of the level 1 trigger requirements are built into the hardware. Tracks are recon-

structed by the Extremely Fast Tracker (XFT) [35], which uses a dedicated processor, and
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can match reconstructed tracks to electromagnetic-calorimeter clusters or muon stubs to

find electrons or muons. Figure 2.7 shows the level 1 trigger and the limited information

from tracks, energy measured in calorimeters, and muons used to make decisions.

2.3.2 Level 2 Trigger

With lower incoming event rate, the level 2 trigger is running in asynchronous mode

in order to process information obtained from silicon detectors. The level 2 trigger is

required to finish processing within 20 µs.

The track information from the silicon detector is analyzed by the Silicon Vertex

Tracker (SVT) [36]. The main improvement of including silicon detector information is

that the events now can be triggered by a secondary vertex, which can be used to select

the hadronic decay of a b quark. Also, with a much more precise measurement of tracks

by the silicon detectors, the resolution of the momentum of tracks is better than the cal-

culation by the level 1 trigger. The angular matching between tracks and muon stubs is

also improved.

The level 2 accept signal initiates a full detector readout for the triggered event.

2.3.3 Level 3 Trigger

At level 3, the information from all subdetectors of events that passed that level 2 trigger

is assembled and analyzed to make the final decision. Events are reconstructed by Event

Builder (EVB), which is a simplified version of the offline reconstruction code. Events

which pass the level 3 trigger are ready to be recorded on the disk.

Since some triggers are fired at very high rate, one method called prescaling is im-

plemented. This method is designed to bring down the event rate by only recording a

fraction of triggered events. For example, a prescale of 10 means only 1 out of 10 trig-

gered events is recorded to disk. Moreover, since the collision luminosity is higher at

the beginning of each run, dynamical prescale is also introduced. This will change the

prescale number depending on the instantaneous luminosity.

Finally, events are recorded to the disk by Consumer Server/Logger (CSL). CSL cat-
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egorizes all the events into different trigger streams based on which triggers were fired.

This program will also pick some events for online data-quality monitoring.

2.4 Monte Carlo Simulation

In order to do a complicated analysis on a particle detector, an accurate simulation of all

physics processes involved is necessary. At CDF, a Monte Carlo (MC) method is adopted,

which randomly generates simulated events of different physics processes. The steps of

the simulation process are: generate initial particles according to the parton distribution

function, generate final state particles at parton level, shower and hadronize all partons

in the event, and finally simulate the detector response to all the hadronized particles.

2.4.1 Parton Distribution Function (PDF)

All physics processes involved in this analysis starts from two quarks or gluons. There

are no free quarks or gluons in nature. In the collision process happened at the Tevatron,

and all quarks and gluons are confined in either protons or antiprotons. Quarks or gluons

involved in the collision come from the valence quarks or the virtual particle seas of the

protons, and it is impossible to measure on event-by-event basis the initial properties

of these partons. (Partons include quarks and gluons.) Parton distribution functions

(PDFs) are employed to overcome this problem. PDFs predicts the probability density as

a function of momentum transfer Q2 between all kinds of partons in the interaction. This

analysis uses leading order CTEQ5L [37] PDFs.

2.4.2 Event Generator

Once the two partons are extracted from the PDFs, a hard scattering is calculated for the

desired process. The matrix element for the scattering is based on leading-order diagrams

or next-to-leading-order diagrams (An NLO PDF is employed for the NLO generator).

The software used is called an event generator. In this analysis, different event generators

are used for different physics processes. alpgen [38] for W+jets and Z+jets; pythia [39]
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for WW, WZ, ZZ, tt̄, and Higgs; and powheg [39] for single top quark processes. The

radiated photons, gluons, or leptons are taken care of by the parton showering algorithm.

2.4.3 Parton Showering and Hadronization

All events are passed to pythia for parton showering, which takes care of gluons from

initial state radiation and final state radiation. Parton showering also includes the decay-

ing of gluons from the matrix element calculation and from beam remnants or multiple

interactions.

Gluons and quarks produced in parton showering also need to be hadronized, to cre-

ate bayrons or mesons in which the total colorness of the confined quarks is neutral. The

hadrons created from hadronization are usually unstable, and will decay into secondary

particles before being detected. In pythia, this process is calculated according to the

branching fraction measured for each hadron from experiment. This step generates jets

of hadrons originating from quarks or gluons in the detector.

2.4.4 Detector Simulation

Once all the relatively long lived particles are generated, it is important to simulate the

detector response to all these particles. At CDF, geant [40] is employed to simulate the

tracking system and the muon detector. In order to save computing time, gflash [41], a

parametric simulator tuned to the test beam data is used to simulate the response from

the calorimeter.
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Chapter 3

Event Reconstruction

Once the raw data has been recorded, either from real collisions or Monte Carlo sim-

ulation, physics objects need to be reconstructed from this information. This recon-

struction process is divided into two steps: high-level detector objects, and particles.

High-level detector objects are tracks, reconstructed from hits in the tracking system, and

calorimeter clusters, reconstructed using information from both hadron and electromag-

netic calorimeters. Then, these objects are identified as particles or physics objects, such

as electrons, muons, jets, and neutrinos. All of which will be used in the analysis.

3.1 High Level Detector Objects

High-level-object reconstruction is the intermediate step of particle reconstruction. The

tracks identified in this step provide important input information for identifying electrons

and muons, and for calculating the energy and momentum of those particles.

3.1.1 Tracking

A precise and efficient track-identification algorithm is essential for lepton and jet recon-

struction. Several tracking algorithms are employed to reconstruct tracks in different |η|

regions of the CDF detector [42].
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Outside-In Algorithm

This is the most reliable track reconstruction algorithm. It starts from the COT detector. In

the COT detector, track segments are first reconstructed in each superlayer, then combined

to form a track. The superlayers of the COT detector are divided into axial and stereo

layers. Track reconstruction starts from the outermost axial superlayer and looks for the

segments in other axial superlayers which give the best fit. After all axial superlayers are

searched, information from the stereo superlayers is included to perform the same fitting

again to fully reconstruct the track in three dimensions.

In order to identify a vertex that is located away from the beam line, which is crucial

for bottom-quark jet (b jet) identification, tracking information from the silicon detector

must also be included. In this algorithm, tracks reconstructed in the COT detector are

propagated into the silicon detector. If a hit is found to be aligned with an existing track

within the uncertainties, then the hit will be added to the track. By adding the additional

hits from the silicon detector, the track resolution is improved.

The impact parameter resolution after combining hits from both detectors is found to

be approximately 20 µm. The |η| coverage of reconstructed tracks using this algorithm is

limited to |η| < 1.0 by the COT detector.

Silicon-Stand-Alone Algorithm

In order to cover a larger region in η, an algorithm that only uses the silicon detector is

also employed. This algorithm can reconstruct tracks with |η| < 2.0, and also provides

limited capability up to |η| < 2.8. Similar to the outside-in algorithm, this one starts

from the axial strips, then adds stereo strips to reconstruct the tracks in three dimensions.

The resolution of momentum and impact parameter of this algorithm is not as good as

the outside-in one, so tracks reconstructed with this algorithm are not used to look for a

secondary vertex.
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Inside-Out Algorithm

For tracks with 1.0 < |η| < 1.8, covered by the inner cylinder of the COT detector,

the resolution of track momentum and impact parameter from the silicon-stand-alone

algorithm can be improved by adding hits in the COT detector to the reconstruction

process. The reconstructed tracks in the silicon detector are used as seeds to look for hits

in the COT detector. After all superlayers of the COT detector are searched, the track will

be fit again with the COT hits included.

PHOENIX Algorithm

Information from other subdetectors, other than tracking system, could also be used as

seeds to reconstruct tracks. The phoenix algorithm starts from clusters (see Section 3.2.1

for clustering details) in the plug calorimeter and the primary vertex. It uses the cluster

and the primary vertex (see Section 3.1.2 for primary vertex definition) as the two ends of

a track, and estimates the momentum of the track, from the energy of the cluster. Based

on this a priori information, this algorithm looks for hits in the tracking system.

In this analysis, we include tracks from the outside-in, silicon-stand-alone, and inside-

out algorithms. The phoenix tracks are only used to reconstruct electrons in the forward

region.

3.1.2 Primary Vertex

The point where the collision between the proton and the antiproton occurs is referred

to as the primary vertex of the event. Since the bunch length is about 28 cm at the Teva-

tron, the collision point could change dramatically from event to event. Thus, accurately

measuring the location of the primary vertex is crucial to the correction of the measured

transverse energy. Also, accurate reconstruction of the primary vertex will make the sec-

ondary vertex measurement possible.

Reconstructing the primary vertex starts by fitting for the vertex position with the

thirty most energetic tracks. With the fitted value, all the tracks that satisfy the χ2 < 10

cut will be kept. Then a new fit with the remaining tracks will be performed. Iteration
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of the χ2 cut and the fitting process is repeated until all remaining tracks pass the χ2

requirements. The position from the final fit result is taken as the position of the primary

vertex.

3.2 Physics Object Identification

With the reconstructed tracks, now it is possible to reconstruct physics objects. In the anal-

yses discussed in this thesis, leptons, jets, and missing transverse energy are required. In

the following sections, reconstruction of these objects is discussed. However, further re-

quirements, besides those discussed in this chapter, are necessary in order to remove fake

reconstructed objects and this additional selection will be described in the next chapter.

3.2.1 Lepton Identification

The leptons discussed in this thesis only include electrons and muons1. At CDF, we

identify two tight electron categories and two tight muon categories. In order to improve

the muon coverage, six more loose muon categories are included. We also included

isolated tracks as a supplemental muon reconstruction algorithm. The coverage for two

electron categories are shown in Figure 3.1, and the coverage for muon categories are

shown in Figure 3.2.

Electron Identification

An identified electron consists of a well-reconstructed isolated track in the tracking sub-

detector and a cluster in the EM calorimeter matched with the track. The tracking in-

formation is used to remove photons which also generate similar showers in the EM

calorimeter.

The cluster in the EM calorimeter is reconstructed using the following algorithm. All

towers in the EM calorimeter are listed in decreasing order of energy deposited in the

tower. There are two lists of calorimeter tower energies: the usable list (> 100 MeV) and

the seed list (>2 GeV). The algorithm starts from the most energetic tower in the seed

1The leptonically decayed τs are also included by identifying the decay products, electrons or muons.
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list and then adjacent towers in the usable list are added to form a 2× 2 (for the forward

region) or 3× 3 tower region (for the CEM detector). An EM cluster is found if

EHAD/EEM < 0.125, (3.1)

where EHAD is the energy deposited in the hadron calorimeter in the region, and EEM is

the energy in the EM calorimeter. The used towers are removed from the list, and the

next seed tower in the list is selected to repeat the algorithm until all of the towers in the

seed list are used.

For a reconstructed cluster, the energy is then corrected by the position in the tower,

the online calibration, and the response of the calorimeter measured by test beam. Energy

information from other detectors are also used, such as the pre-shower detector and the

shower maximum detector. The profile of the cluster measured in the shower maximum

detector is also used to distinguish an electron from a photon, and improve the position

measurement of the cluster.

The isolation requirement is also applied to reconstruct a tight electron. The isolation

is defined to be the ratio of the transverse energy that is not from the cluster, but is

deposited within the 0.4 cone in the η− φ plane of the cluster, to the transverse energy of

the cluster. The isolation for a tight electron is required to be less than 0.1. This means

that there is little activity around the electron, so the reconstructed electron is less likely

to be a jet misidentified as an electron.

There are two types of a successfully reconstructed electron, CEM and PHX, depend-

ing on the detector where the cluster is reconstructed. Further requirements are applied

for a reconstructed electron and the full list is given in Table 3.1.

Muon Identification

Since a muon is much heavier than an electron, the radiative effect of the muon inter-

acting with matters is not present in the energy range in this analysis. Thus, it is a

minimum ionizing particle (MIP), which leaves a minimum amount of energy when it

passes through materials. At CDF, muons only deposit a limited amount of energy in
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Lepton Variable Reconstruction requirement

Both

Geometry fiducial
ET > 20 GeV

χ2
strip < 10

Isolation < 0.1

CEM

Track Pass the quality requirement
Photon conversion Pass the conversion requirement

EHAD/EEM < 0.055 + 0.00045E
E/p < 2.0, if ET < 100 GeV

Q× ∆x >-1.5 cm and < 3.0 cm
|∆z| < 3.0 cm
Lshr < 0.2

PHX

EHAD/EEM < 0.05
E5/E9 > 0.65

∆RPEM−PES < 3 cm
Nsilicon > 3

Table 3.1: The identification requirements for a tight electron [5].

both the EM and hadron calorimeters and high-energy muons usually pass through the

calorimeters. Therefore, the CDF muon system consists of several different muon cham-

bers located outside of the calorimeters to identify a muon.

A registered particle in a muon chamber is referred to as a “stub”, and reconstructed

muons are named according to the muon chamber in which they were detected. A recon-

structed muon is a high-quality track which points to a stub in the muon detector, and

has only minimal energy observed in the calorimeters along the path connecting the track

and stub.

Since the acceptance rate for a tight muon is limit by the coverage of the muon cham-

bers, a set of loose muons is defined to increase the muon coverage.

For a reconstructed muon, the detailed identification requirements are listed in the

Table 3.2.

Isolated Track

Isolated tracks are the last category of leptons used in this analysis. An isolated track is

defined to be a high-quality track, but is isolated from other tracks. Isolated tracks are not

required to be matched to a cluster in the EM calorimeters or a stub in the muon cham-

bers. Similar to the isolation definition in calorimeters, isolation of tracks are calculated



40

Lepton Variable Reconstruction requirement

General

pT > 20 GeV/c
EEM 2.0 + max(0, 0.0115(p-100)) GeV

EHAD 6.0 + max(0, 0.028(p-100)) GeV
d0 < 0.2 or < 0.02, if with silicon hits

χ2
track < 2.3

Track Pass the quality requirement
Isolation < 0.1

CMUP
Fiducial requirement CMU, CMP

∆xCMU(trk, stub) < 7 cm
∆xCMP(trk, stub) < 5 cm

CMX
Fiducial requirement CMX

ρCOT < 140 cm
∆xCMX(trk, stub) < 6 cm

BMU
Fiducial requirement BMU

COT Hits Frac > 0.6
∆xBMU(trk, stub) < 9 cm

CMU
Fiducial requirement CMU

∆xCMU(trk, stub) < 7 cm

CMP
Fiducial requirement CMP

∆xCMP(trk, stub) < 5 cm

SCMIO
Fiducial requirement Stub not fiducial

EEM
T + EHAD

T > 0.1 GeV

CMIO
Stub No stub

EEM
T + EHAD

T > 0.1 GeV

CMXNT

Fiducial requirement CMX
∆xCMX(trk, stub) < 6 cm

ρCOT < 140 cm
Trigger CMX trigger not fired

Table 3.2: Summary of muon identification requirements [6].
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as the momentum of the candidate track divided by the total momentum of all tracks

within the 0.4 cone of the candidate track. When the track isolation is 1, this means there

is no other tracks in the 0.4 cone of the candidate track. In this analysis, the cut for the

track isolation is at 0.9. Moreover, an isolated track will be removed if it is within the 0.4

cone of any tight jets (see Section 3.2.2 for a discussion of jet reconstruction).

Since this kind of lepton only requires the information from the tracking subdetector,

it will recover charged leptons lost due to the inefficiencies and incomplete coverage of

the calorimeter and muon systems.

3.2.2 Jet Identification

Due to the confinement properties of QCD, the partons (quarks and gluons) generated

from the hard scattering cannot exist as free particles. They must form colorless hadrons.

This process is called hadronization or showering. In this process, a large number of

stable particles are generated and they are traveling in approximately the same direction.

Thus, in this analysis, a jet is defined as a cluster of energy in the calorimeters that is not

associated with a reconstructed electron.

The algorithm [43] used to reconstruct jets is similar to the clustering algorithm used

for electrons. The algorithm for jets only utilizes the information from the calorimeter

system. This algorithm starts with a seed list, which includes all of the towers with more

than 1 GeV of energy deposited and sorted in decreasing order of energy. Starting with

the highest energy seed tower, all of the towers are combined with the seed that have

more than 100 MeV of energy and are located within the 0.4 radius in the η − φ plane.

Then the energy-weighted center with all of the added towers is calculated and is used as

the new center of the jet cone. The towers of the jet are recalculated with the new center.

This process is iterated until the center position is stable between iterations.

After running the clustering algorithm on each seed tower, jets may overlap with each

other. If the total energy of all overlapping towers is larger than 75% of the lower energy

jet, then the two jets are combined. Otherwise, the overlapping towers are assigned to the

jets with the closer center.
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Jet Energy Scale Correction

The ultimate goal for the jet-reconstruction algorithm is to obtain the energy and the

momentum of the parton that the jet originates from. However, this is a difficult physics

quantity to estimate.

Among all the secondary particles generated inside a jet cone, neutrons leave only

limit amount of energy in the EM calorimeter, while neutrinos leave no energy at all

in both EM and hadron calorimeters. In addition, some secondary particles may leave

energy outside the jet cone. Also the jet energy response is different in different regions

of the calorimeter. Thus, jet energy corrections are applied to the raw energy measured

for each jet cone.

For analysis of the CDF jet data, there are five levels of energy correction available [44].

L1, η-dependent response, fL1; L4, effects of multiple interactions, AL4; L5, absolute en-

ergy scale, fL5; L6, underlying event, AL6; and L7, out-of-cone correction, AL7. All of the

corrections can be applied to the raw energy according to the following equation:

Ecorr = (Eraw fL1 − AL4) fL5 − AL6 + AL7 (3.2)

In this analysis only corrections up to level 5 are used. Since the L6 and L7 corrections

are only important to the particle mass measurement, they are not crucial in this cross

section measurement, in which only the relative ratio between the data and the simulation

is important.

The uncertainty (σJES) on the final corrected jet energy is based on different correc-

tions. The relative values of the individual uncertainties are shown in Figure 3.3.

A recent study of CDF data [45] shows that the jet energy correction depends on

the type of the parton initiating the jet. For jets originating from gluons, the jet-energy

correction needs to be lowered by about two times the correction uncertainty (−2σJES),

as shown in Figure 3.4. This correction is implemented in the analysis described here.

However, the effects of this correction are negligible, since the signal region used in this

analysis is defined in the heavy-flavor region, where the fraction of gluon jets is quite

small.
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Figure 3.3: The relative uncertainty of different jet-energy-correction terms versus the jet
pT.
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Figure 3.4: Correction for both simulated gluon and quark jets as dependence of jet ET.
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η-dependent correction The performance of the calorimeters in different η regions varies

due to the different clustering performance of the central and plug calorimeter and

also due to cracks between the calorimeters. The correction is calculated using

dijet samples, requiring that one jet (trigger jet) is in the 0.2 < |η| < 0.6 region,

where the calorimeter performs best, the other one (probe jet) is in the region |η| <

3.6. The correction factor is calculated by adjusting the probe jet to balance the

transverse momentum. The factor calculated depends on both η and jet pT, as

shown in Figure 3.5.

Figure 3.5: The η dependence of the correction factor, calculated for both data and simu-
lation. The factor is calculated in different jet pT and η region.

Multiple-interaction correction The number of interactions in each bunch crossing fol-

lows a Poisson distribution. At the Tevatron, the average number of vertices in-

creases with the instantaneous luminosity, and ranges up to 8 for the highest instant

luminosity. The energy correction is derived by measuring the energy deposited in a

jet cone in a random direction with 0.1 < |η| < 0.7 using events from the minimum-
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bias trigger. The correction value depends on the cone size and number of vertices

in the event, as shown in Figure 3.6.

Figure 3.6: ET correction as a function of number of vertices of 0.4 jet-cone size.

Calorimeter-response correction This correction is aimed to correct the jet energy mea-

sured in the calorimeter to the true energy of the particle that the jet originates from.

This correction is derived from the simulation, by using inclusive dijet events. Jets

are clustered both before and after the simulation of detector response using the

same algorithm. The jets reconstructed at different levels are matched to each other

if the distance in the η− φ plane is less than 0.1. The correction parameter is derived

by comparing the two different level matched jets. Figure 3.7 shows the parameter

as a function of jet pT for three different cone sizes.

Underlying event and out-of-cone correction The L6 underlying event correction con-

siders the energy from the partons not involved in the hard scattering or from the
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Figure 3.7: Calorimeter-response correction (L5) as a function of jet pT for different cone
size.

initial-state radiation gluons. This correction needs to be subtracted from the L5

corrected jet energy.

The L7 out-of-cone correction considers the energy coming from the same parton,

but is deposited outside the jet cone. It is derived using the same method as the L5

correction.

Correction for jet originating from bottom quark Another correction, other than the stan-

dard ones described above, is also used in this analysis for the top-quark mass and

the Higgs boson mass estimation. Since muons or neutrinos are much more likely

to be produced in the showering process of a bottom quark, the standard jet energy

correction is not sufficient here to fully reconstruct the energy of b jets. A special

correction [46] to be applied to the L5-corrected jets is developed. In this correction,

variables related to the b-jet tagging are used as input variables, and a neural net-

work is developed to calculate the correction factor to be applied to the L5-corrected

b jets. In the training process, a scaling factor is derived by comparing the true en-

ergy and the L5 corrected one in the Higgs boson decaying to bb simulations, similar
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to the methodology used in the L5 correction. The distribution of correction values

calculated from the neural network is shown in Figure 3.8. Although this method

is derived in the Higgs boson simulation, as tested, it is also valid for the b jets in

other processes.
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Figure 3.8: The jet energy correction value for b jets calculated by the neural network
algorithm.

3.2.3 Neutrino Reconstruction

The neutrino is the only particle that cannot be detected by the CDF detector, as it leaves

no energy in the detector. The transverse energy of the neutrino can be derived from the

principle of total momentum conservation in the transverse plane. Thus the missing ET

is defined as

6ET
raw = −∑

i

~Ei
T, (3.3)

where ~Ei
T = E sin φn̂. this means that the transverse energy of a given tower is defined as

the transverse component of the energy in the direction from the beam line to the tower.

The missing ET is then the negative vector sum of ET of all the towers with more than 100

MeV energy deposited. This value is sometimes also noted as the raw 6ET, since it is not

corrected for the muons and the jet energy.
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The final number of the 6ET used in the analysis needs to corrected for the muon

energy, which leaves a minimum amount of energy in the calorimeter; and the corrected

jet energy. The final 6ET can be calculated using this equation,

6ET = 6ET
raw − ∑

muons
pT + ∑

muons
ET −∑

jets
(Ecorr

T − ET). (3.4)

In this analysis, the 6ET is taken as the transverse component of the neutrino energy.

However, the longitudinal component of the neutrino cannot be determined in the same

way. Instead, the longitudinal component can be constrained by applying the W boson

invariant mass requirement, since in this analysis all the neutrinos originate from the

decay of a W boson. The z-component of the neutrino momentum is calculated by solving

a quadratic equation, where the four vector of the charged lepton is well measured and

the invariant mass of the W boson is well known. When there are two solutions, the

smaller one is chosen; when there is no real solution, only the real part of the solution

is used [47]. Comparison of the z-component of the neutrino momentum between the

generator level and the reconstructed level are shown in Figure 3.9.

3.2.4 Top Quark Reconstruction

There are two b jets in this analysis. For the single top analysis, correctly choosing the

one that from the top quark decay is important since it improves the measurement of the

top quark mass. A neural network is developed to choose the correct jet from the top

quark decay. The technical details of neural networks are described in Section 6.1. In

this algorithm, the b-jet energy correction is applied to both jets in addition to the L5 jet

energy correction. The following variables of both jets are used:

• jet pT;

• invariant mass of one jet and the charged lepton M`j;

• invariant mass of one jet, the charged lepton, and neutrino M`νj;

• the charge of the lepton times the direction of the jet in the reconstructed top-quark

rest frame Q× cos θj.



49

Figure 3.9: Difference between the generator level z component of neutrino momentum
and reconstructed level one. The first figure is the two-solution scenario, while the second
one is the zero-solution one.
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The comparison of selected variables of the two jets are shown in Figure 3.10.

Based on the neural network output value, a decision is made to choose whether the

jet with higher ET is from the top quark or vice versa. Also, an optimal cut is selected

to maximize the probability of choosing the correct jet. As tested with the s-channel

single top quark simulation, the correct jet can be selected in about 82% of events. In the

previous single-top-quark analysis at CDF, the jet with the smaller |η| value is chosen to

be the jet from the top quark, which is not appropriate for the s-channel measurement. A

comparison of the reconstructed top quark mass resolution using this algorithm with the

previous one is shown in Figure 3.11.
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Figure 3.10: The comparison of input variable between the jet from top quark (the red
one) and the jet not from top quark (the blue one), using single top quark s-channel
simulation data. The top one is Mlvj; and the lower one is Q× cos θj.
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Figure 3.11: The comparison between the previous top quark reconstruction algorithm
(the blue one) and the current one (the red one).
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Chapter 4

Event Selection

In order to search for a Higgs boson or successfully measure the cross section of single-

top-quark production in the s-channel, appropriate requirements must be applied to the

recorded data to create a signal enriched sample without loosing too much of the signal

events.

The final states for both the single-top-quark s-channel and the WH → `ν bb processes

are a W boson and two bottom quarks. In this analysis, only those Ws that decay into

an electron or a muon are included. Actually, the branching ratio for the hadronic decay

of W is twice as large as the leptonic decay. Moreover, τs have hardly been included in

this analysis. (Only those τs that decay to produce an electron or a muon are included.)

This means that only about 20% of τ events are included by our event selection require-

ments. However, these requirements are worth the loss of signal since backgrounds are

significantly reduced by requiring one charged lepton in the final state. Thus, the signal-

to-background ratio actually goes up.

The final particles that we are looking for are one charged lepton, one neutrino (large

6ET), and two b jets. In order to choose events consistent with our requirements, two stages

of event selection are applied: online selection, described in Section 4.1 and offline selec-

tion, described in Section 4.2. The final state of the single-top-quark s-channel process is

the same as the final state of the WH analysis, thus the techniques used here are the same

as the ones used in the WH search.
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4.1 Online Event Selection

The online selection is achieved by applying trigger requirements. As described in Sec-

tion 2.3, a powerful trigger system is implemented to select which events are interesting

and should be recorded for offline analysis. Moreover, all events are stored into different

data sets according to the trigger used. As discussed in the previous section, triggers as-

sociated with high-pT leptons are used. In order to improve the muon coverage, 6ET-based

triggers are also included. The data sets used in this analysis are list below:

• High-pT central electron: bhel;

• High-pT plug electron: bpel;

• High-pT central muon: bhmu;

• Large 6ET: emet;

During the last iteration of the Higgs boson search at CDF, an inclusive trigger se-

lection for CEMs and CMUPs was implemented to further improve the lepton trigger

coverage. Moreover, new triggers dedicated to CMU or CMP muons were also added

to improve the muon trigger acceptance. These improvements increased the total lepton

acceptance by about 5%.

4.1.1 Electron Triggers

The trigger path used for central electrons is ELECTRON_CENTRAL_18, and all the

events satisfy this trigger, along with other central electron related triggers, are stored in

the bhel data set.

Similar to the offline CEM electron definition, the trigger requirement for CEM is an

EM calorimeter cluster matched to a high-pT track. The requirements are divided into

three levels, with the most relaxed one at level one, and more and more sophisticated

requirements later on. At level one, this trigger requires a reconstructed track with pT > 8

GeV/c, one central calorimeter tower with ET > 8 GeV, and for the tower EHAD/EEM <

0.125. At level two, an EM calorimeter cluster with ET > 16 GeV is required and it must be
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matched to a high-pT track. At level three, where a full event reconstruction is performed,

the ET cut for the electron is increased to 18 GeV, and a matching requirement for |∆z| < 2

cm, the distance between the track and cluster in the z direction, is also applied.

Since no trigger is 100% efficient, the efficiency of the trigger must be estimated. For

this electron trigger, the efficiency calculation comes from two parts of the detector: the

tracking part and the calorimeter part. At CDF, the tracking efficiency is calculated by

selecting a pure sample of events containing a real W → eν boson, using a trigger which

does not require any information from the tracker. For the calorimeter part, a backup

trigger is used. The average trigger efficiency for CEM is about 95.6%±0.3 with an ET

and η dependence.

Events with an electron in the forward region are triggered by PHX-related triggers,

and are stored in the bpel data set. This type of trigger requires a track reconstructed

by PHX algorithm because of the limited coverage of the COT detector. A 6ET cut is

also applied to select a W-boson event. This lepton category is used in the Higgs boson

search analysis, but has minimal sensitivity and it is not included in the single-top-quark

s-channel measurement.

Untriggered CEM

Since the efficiency for the CEM trigger is not 100%, there are still some central electron

events in the data that do not pass the trigger requirements. However, at CDF there is a

special trigger designed to check all the events reconstructed at level three to look for a

CEM electron. And if a CEM electron is found, the event will still be stored in the bhel

data set under the name of ELECTRON_20_VOLUNTEER.

These extra CEM events are included. The purity of these extra events are checked to

be the same as all other CEM events. Since these CEM events are selected from all of the

level-1 and level-2 triggers, the same method to estimate the trigger efficiency cannot be

used. A method called “bootstrapping” is used to estimate the full CEM trigger efficiency

when these extra events are included. The new trigger efficiency is calculated using the
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following equation:

εbhel = εCEM ∗ (1 + Gain(η)) (4.1)

Since there is little inefficiency for CEM trigger where |η| < 0.5, the gain by including

extra CEMs also depends on η. Thus, the final efficiency number is calculated from the

efficiency of the CEM trigger and a scale factor depending on η. As tested with data,

the new trigger strategy increases the CEM events by 4.6%. This increases the trigger

efficiency for CEMs to almost 100%.

4.1.2 Central Muon Triggers

Central muons are selected by two trigger paths: MUON_CMUP18 and MUON_CMX18,

and all the events that fired these two triggers are stored in the bhmu data set.

Similar to the offline CMUP and CMX reconstruction, these two triggers also require

a high-quality high-pT track matched to a stub in the muon detectors. For CMUP, at level

one, a track with pT > 4 GeV/c and a stub in both the CMU and CMP detectors are

required. At level two, the pT requirement for the track is increased to 15 GeV/c, and the

energy deposit in the calorimeters in the path of the reconstructed track must match to

the signature of a minimum ionizing particle. At level three, a fully reconstructed track

with pT > 18 GeV/c is required, and the matching requirements, |∆xCMU | < 10 cm and

|∆xCMP| < 20 cm, are also applied. The requirements for the CMX trigger are similar,

except that the stub has to be in the CMX detector.

The trigger-efficiency calculation for CMUP and CMX trigger uses a sample of di-

muon events, of which one muon is required to be a CMUP, while the other one has to

be a CMX. The invariant mass of these two muons needs to be within the Z boson mass

window. This ensures the purity of muons. In this way, the trigger efficiency for CMUP

can be calculated using following equation:

εCMUP =
NCMUP&CMX

NCMX
(4.2)
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Similarly, the trigger efficiency for CMX is calculated by:

εCMX =
NCMUP&CMX

NCMUP
(4.3)

As checked, both efficiency numbers do not depend on kinematic variables.

Untriggered CMUP

Similar to CEMs, there is also a trigger, MUON_CMUP18_VOLUNTEER, at level three to

collect all the events that do not fire the CMUP trigger but with a CMUP muon. Including

these extra CMUP events increases the CMUP acceptance by 12.6%. To calculate the

final trigger efficiency for the CMUP muons, the same “bootstrapping” method as CEM

is employed. Since the trigger efficiency for CMUP muons does not depends on the

kinematics, a flat number for all CMUP muons is evaluated.

Thus, the final trigger efficiency number for CMUP is εCMUP = 98% with all the

recovered CMUP muons. The efficiency for CMX is εCMX = 89.5% with standard CMX

requirement.

Gap Muons

In the bhmu data set, there are two types of muons in addition to CMUP and CMX –

CMU-only and CMP-only muons. They were not used in the previous analysis in this

channel, and they were implemented into the analysis as the first step of my work at the

CDF experiment.

As described in the detector part, there are gaps and cracks in both the CMU and

CMP detector. The traditional way to define a reconstructed muon is to require that both

the CMU and CMP detectors have a hit in the muon chambers. However, because of

the imperfect coverage of the CMU and CMP detector, it is possible that a muon passes

through the gaps of one detector and fires the other one. To improve the muon coverage,

two dedicated triggers were implemented early in CDF Run II. However, those triggers

were never used in the single top quark analysis, and these events were only included by

6ET triggers previously, which are not as efficient as the dedicated lepton triggers.
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The online requirements for CMU and CMP triggers are similar to the CMUP triggers

except that only one of the muon detectors is required to observe a muon signal, and the

reconstructed track has to be matched to the gap of the other muon detector. This is possi-

ble only after fast online track reconstruction is achieved. The trigger designed for CMU is

MUON_CMU18_ETAGAP_3DMATCH_DPS, and was implemented in the second half of

the run, while the trigger dedicated to CMP is MUON_CMP18_PHIGAP_3DMATCH_DPS,

and was implemented after one third of the run.

The trigger-efficiency calculations for these two triggers are challenging. A multivari-

ate analysis method is employed. Neural networks are used to parametrize the trigger

efficiency based on the pT, η, and φ of the muon. The data samples used to calculate the

trigger efficiency are selected using 6ET-type triggers which is unbiased to the CMU and

CMP triggers. During the calculation, the fiducial requirement of CMU and CMP leptons

are applied to the training samples. The final average trigger efficiency number applied

to the simulated events are about 61% for CMP and 41% for CMU. These numbers take

the trigger live time and the prescale of triggers into consideration. The actual efficiency

value applied to the simulation is calculated based on the kinematics of the muons of

each event.

4.1.3 Large Missing Transverse Energy Triggers

Because of the limited muon detector and tracking system coverage, there are still many

events with a high-pT muon that escape our previous selection. To increase the event

acceptance, three triggers that only require large 6ET or large 6ET with two jets are used.

All the 6ET-related triggers are stored in the emet data set. Moreover, since the muons

leave limited amount of energy in the calorimeter and the 6ET value at trigger level is not

corrected for the muon energy, the 6ET at trigger level is even more enhanced, so using

6ET-based triggers is more efficient with muon events than what one would expect based

on the neutrino ET.

Since events could be stored into multiple data sets when two or more triggers are

fired at CDF, in order to avoid double counting events, only events with loose muons
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or ISOTRKs are selected (defined in previous chapter). Moreover, since CMU and CMP

dedicated triggers in bhmu data set are used, events in the emet data set that fired the

CMU or CMP trigger are vetoed.

The extra 6ET triggers used in this analysis are: MET45, MET2J, and METDI. The detail

definition of these triggers changed over the data taking period due to the increase of the

instant luminosity. However, the main characteristics remained the same and are listed

below:

MET45 This trigger only requires the 6ET value. In the first third of the run, the 6ET cut was

45 GeV, and later on the cut value is decreased in order to increase the acceptance.

The final version used for this trigger requires that the 6ET at level one is 28 GeV,

and 40 GeV at level 2 and level 3. However, this 6ET cut is too high for some physics

processes, so the following two triggers are also introduced.

MET2J This trigger requires the 6ET > 28 GeV at level one, and two jets at level two. And

one of the two jets has to be in the central region. At level three, the requirements

increased to 6ET > 35 GeV. This trigger has a dynamic prescale in order to decrease

the trigger rate at high instantaneous luminosity.

METDI This trigger is similar to the previous one. The only difference is this one requires

6ET > 28 GeV and at least one jet at level one.

From the description, it is obvious that all three 6ET triggers are correlated to each

other. Thus, an algorithm [48] was developed to calculated the trigger efficiency when

combining events from all three triggers. This algorithm comes in two parts: the first one

is to parametrize the trigger efficiency versus 6ET, second one is to choose the right trigger

efficiency number and assign it to each simulated event.

The parametrization of the 6ET trigger is calculated by selecting the events from MUON_CMUP18

trigger, and cuts for the muon pT and jets ET are applied. After applying these cuts, the

trigger efficiency for 6ET triggers are now independent of kinematics of muons and jets.

Thus, the dependence of trigger efficiency versus 6ET value can be calculated.

To combine all three triggers, for each simulated event, the trigger efficiency for all

three triggers are calculated. The 6ET trigger which has the largest trigger efficiency will be
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assigned to scale the simulation event. This method will maximize the event acceptance

when using the 6ET-based triggers.

4.1.4 Data Quality and Luminosity Estimation

With all the triggers selected and trigger efficiency calculated, the next step is to apply

quality requirements to all the data collected and calculate the corresponding integrated

luminosity. The luminosity is a quantity to characterize the number of collisions in a col-

lider, and is needed to estimate the expected number of events of any physics processes.

A common way to apply data quality requirement is to require that all sub-detectors

are fully functional. However, in order to collect as much data as possible, a new way

to require the data quality is assigned in the latest WH analysis. In this new method,

the silicon detector (important for b tagging) and calorimeters (for jet reconstruction) are

always required to be functional. But since only one lepton is required in each event, the

detector used for electron detection (shower maximum detectors) and muon chambers

are decoupled. They are not required to be operational at the same time. In this way, the

available luminosity is increased by about 8%.

With the latest data quality requirement, the integrated luminosity varies for different

lepton categories and are listed below for each category:

1. For CEM and PHX,
∫
L = 9.4fb−1

2. For CMUP,
∫
L = 9.5fb−1

3. For CMX,
∫
L = 9.4fb−1

4. For extend muons,
∫
L = 9.3fb−1

4.2 Offline Event Selection

With all the high-quality data selected, and all physics objects reconstructed, several se-

lection cuts need to be applied in order to remove backgrounds as much as possible, and

increase the signal purity in the desired region.
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Since this analysis relies heavily on the simulation to predict most of the backgrounds,

one general concern for the selection cuts is that the cut efficiency may be different for

data and simulation. In these cases, a scale factor is applied to the simulation to solve the

problem. Usually, the scale factor is defined as

SF =
εdata

εMC
(4.4)

In this analysis, scale factors are applied to leptons and b tagging to correct for the differ-

ence between simulation and data.

4.2.1 Event Vetoes

There are several classes of background events that could pass the online event selection

requirements stated in the previous section. Luckily, some of them have unique event

properties that can be used to distinguish them from signal events during offline analysis.

Primary Vertex Requirement

Most of the time, the hard scattering events, in which the signal process is produced,

happen near the center of the detector. However, some background events, like cosmic

ray events do not have this feature. Thus, those backgrounds can be removed by applying

requirement on the position of the primary vertex along the beam line (the z axis). At

CDF, we require |z| < 60cm. This requirement also ensures that the interactions happen

at where the detector coverage is sufficient. However, some hard scattering events happen

outside of this range. To correct this, the efficiency for this requirement is measured using

beam data events and is applied as a correction to the measured luminosity:

ε|z|<60cm = 97.43± 0.07% (4.5)

.
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Cosmic Ray Veto

Muons which originate from the decay of cosmic-ray pions could pass the detector at

the same time as a hard-scattering event. These muons fire the detector in the same way

as muons from the collision. Thus, an algorithm utilizing information from the muon

chambers, TOF, and COT detector is implemented to remove the cosmic-ray muon events.

Events that meet one of the following requirements are considered cosmic-ray muon

events. Firstly, when there are two muon tracks in a event having the same impact pa-

rameter but with a large angle between them, then they are more likely to be from the

same muon originating from outside of the detector. Events with this type of muon is

labeled as cosmic-ray muons. Secondly, cosmic-ray muons are less likely to be close to the

primary vertex. Thus, events with a large difference of energy-weighted primary vertex

and the vertex with reconstructed muon tracks are labeled as cosmic-muon event. Lastly,

the TOF timing system is also used to identify cosmic muons. When the time stamp of

the bottom muons is more than 5 ns later than the upper muons, the event is identified

as a cosmic ray muon event.

This vetoing algorithm removes about 100% of the cosmic-ray events, and with a

negligible loss of signal.

Dilepton Veto

Top pair production (tt̄) events are similar to the signal events except that they have two

leptons. In order to reduce this kind of backgrounds, we look for all the possible leptons

in an event, including loose leptons. The events with more than one lepton are rejected.

This vetoing algorithm can significantly reduce the tt̄ background.

Z Boson Veto

Z boson + jets events could also pass the event selection requirements, when one of

the leptons from the Z boson decay fails to be reconstructed, and the mismeasurement

of jet energy creates enough 6ET to pass the 6ET cut. A Z boson vetoing algorithm is

implemented only for tight leptons: CEM, PHX, CMUP, and CMX. The reconstructed



63

lepton is matched with any loose leptons with an opposite charge (including clusters in

the EM calorimeter or high-quality isolated tracks) to verify the invariant mass of the two

objects. If the invariant mass falls into the Z boson mass range, from 76 to 106 GeV/c2,

this event is identified as a Z boson event and will be removed.

Multijet Background Rejection

Multijet backgrounds are events where a jet passes the high-pT lepton selection require-

ment and the 6ET is produced due to mismeasurement of the jet energy. In this type of

event there is no real W boson. Although the rate of a multijet event to fake a W bo-

son event is low, multijet events happen with a very high event rate and this type of

background is still a non-negligible background in this analysis.

To remove the multijet background as much as possible, a multijet rejection package

is developed using the Support Vector Machine (SVM) algorithm [49].

SVMs are trained independently for the central and forward detector regions. The

training samples used are the CEM and PHX samples. Since the input variables used are

not related to some electron specific variables, such as cluster or tracks, the SVMs are also

valid to other lepton categories.

The input variables used for CEM are

• MW
T , 6ET

raw, 6pT, ∆φ(`, 6ET), ∆R(`, ν), 6ET
Sig, ∆φ(jet1, 6ET), ∆φ( 6pT, 6ET),

while the variables used for PHX are

• MW
T , 6ET

raw, 6pT, 6ET
Sig, ∆φ(jet1, 6ET), ∆φ( 6pT, 6ET).

The reason that less variables are used for PHX is that there is no high-quality recon-

structed tracks in the forward region because of the limited coverage of the COT detector.

Because of the different contamination level of multijet events for different lepton

categories, the cut value of SVMs applied are also different. The details are listed below,

• SVMCEM,EMC > 0

• SVMCMUP,CMX > −0.5
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• SVMPHX > 1

After this SVM multijet rejection, the amount of multijet events in this analysis are

reduced to a sub-dominant level.

4.2.2 W → `ν Selection

In this analysis, only the leptonically decayed W boson is considered. We look for one

charged lepton and the corresponding neutrino in the final state. For the charged leptons,

only events with one reconstructed electron or muon are selected. We do not explicitly

look for a reconstructed τ, but the leptonically decayed τs are included by requiring an

electron or a muon. Neutrinos cannot be detected by the CDF detector, we require 6ET in

the final state as a signature of the undetectable neutrino.

Lepton Selection

As stated in the previous section, we select exactly one lepton in the final state. The

charged lepton candidate comes from the lepton categories described in Section 3.2.1.

The lepton categories used in this thesis are as follows: CEM, PHX (tight electron),

CMUP, CMX (tight muon), BMU, CMU, CMP, CMIO, SCMIO, CMXNT (loose muon),

and ISOTRK. By including all the lepton categories, the lepton coverage of the analysis is

maximized.

The efficiencies for the reconstruction algorithms are different between the data and

simulation. Thus, a scale factor is applied to the simulated events to match the data.

The scale factors for lepton identification are calculated by comparing Z → `` events in

simulation and data, using following equation

SF` =
e f f Data

Z

e f f MC
Z

(4.6)

The final scale factor for the full data set are summarized in Table 4.1.

However, the different reconstruction algorithms used here are not strictly orthogonal

to each other. Some of them share the same η− φ space. This means that one lepton could

be reconstucted by multiple algorithms. The scale factor calculation algorithm described
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CEM PHX CMUP CMX BMU CMU
0.973± 0.005 0.908± 0.009 0.868± 0.008 0.940± 0.009 1.06± 0.02 0.88± 0.02

CMP CMIO SCMIO CMXNT ISOTRK
0.86± 0.01 0.97± 0.02 1.02± 0.01 0.940± 0.009 0.94± 0.04

Table 4.1: Scale factors for lepton identification efficiencies for the full CDF Run II data
set.

above does not take this effect into consideration. At CDF, the lepton reconstruction

algorithm is prioritized in the following order: CEM > PHX > CMUP > CMX >

BMU > CMU > CMP > SCMIO > CMIO > CMXNT > ISOTRK. When a simulated

lepton is reconstructed by several algorithms, the simulated event should have a none-

zero weight of other lepton categories in addition to the one with the highest priority.

The following value is the scale factor applied to the event when it is considered as

lepton categories with lower priority.

ε` = SF` ∏
`′>`

(1− SF`′) (4.7)

where `′ are all the lepton categories with the higher priority than the ` category.

6ET Selection

6ET is the signature of the presence of a neutrino. Thus, a 6ET cut is applied to select

events with a neutrino. The definition and reconstruction algorithm is discussed in the

Section 3.2.3.

The 6ET cut values applied are different for different lepton categories. For tight muons,

which includes all muon events selected by muon-type triggers, we require 6ET > 10GeV,

since this type of events are less likely to be contaminated by multijet backgrounds. For

CEM and EMC lepton categories, we require 6ET > 20 GeV to remove as much multijet

background as possible. For PHX, the cut is 6ET > 25 GeV.

4.2.3 Jet Selection

In the single-top-quark s-channel measurement, we require exact two tight jets in each

event. The jets used in the analysis are reconstructed using the jetclu algorithm de-
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scribed in Section 3.2.2. The definition of tight jets are

• jet ET > 20 GeV, and jet |η| < 2.0

Further requirements are applied to both jets to improve both the event modelling and

signal-to-background ratio. The jet requirements are listed below,

• The invariant mass of two jets, Mjj > 30GeV/c2

• The leading jet ET, Ejet1
T > 30GeV

For the Higgs boson search analysis, the three-jet events are also included.

Since in single-top-quark s-channel events, both jets originate from bottom quark (b

jet), and because of the relatively long life time of B mesons, it is possible to distinguish

a b jet from other types of jets. In this analysis, we used the hobit algorithm to tag the b

jets.

HOBIT b-Jet Tagger

The Higgs-Optimized-B-Identification-Tagger (HOBIT) [50] was developed for the Higgs

boson searches at the CDF experiment. In the previous analysis at CDF, several different

b-jet taggers were employed. Those taggers are developed based on different principles.

SecVtx tagger [51] Because of the large momentum and relatively long decay time of the

B mesons, B hadrons travel about 7 mm on average before they decay. This tagger

identifies a b jet by looking for a displaced secondary vertex. This was the most

widely-used tagger at CDF before the HOBIT tagger.

Soft lepton tagger [52] The branching ratio for the semileptonic decay of B meson is

about 10% per lepton flavor. Also the leptons originating from the B meson usually

come with lower pT compared to the prompt leptons, so they are called soft leptons.

The b jet can be identified by looking for a soft lepton inside a jet cone. At CDF,

only soft muons are used in this algorithm because of the difficulty of identifying a

electron or tau inside a jet cone.
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RomaNN tagger [53] Unlike the previous two algorithms, this algorithm uses a multi-

variate technique. Thus, this tagger can use as many discriminating variables as

possible to identify a b jet. And this tagger can achieve a higher efficiency with

similar purity. The RomaNN tagger tries to reconstruct multiple vertices to improve

discrimination power.

Bness tagger [54] There are about 20% of b jets that do not have enough tracks to recon-

struct a secondary vertex inside a jet. The Bness tagger is developed to evaluate each

track inside a jet to determined whether the track is b-jet like or not. The advantage

of this algorithm is that it does not rely on secondary vertex reconstruction.

The HOBIT tagger was developed to address the weaknesses in the taggers discussed

above. It is constructed as a multilayer perceptron neural network implemented in the

TMVA package [55]. There are 25 input variables used by the HOBIT tagger, while 14 of

them are also used as the input variables to the RomaNN tagger. The track-by-track Bness

NN output values of the 10 tracks in each jet with the highest score are also used. Also,

the number of tracks in each jet that can be tagged by Bness is used. The importance of

each input variable is listed in Table 4.2.

The efficiency of the newly developed HOBIT tagger is evaluated on Higgs simulated

events, and compared with previous taggers, as shown in Figure 4.1. From the plot, for

a given purity, the improvements in the efficiency of HOBIT compared to the RomaNN

or Bness is about 10%, and 15% when compared with SecVtx. We defined two operating

points for the HOBIT tagger, 0.72 for the loose tag and 0.98 for the tight tag.

In order to use this tagger in the analysis, the efficiency difference between simulation

and data must be corrected. This requires the measurement of the tagging efficiency in

both simulation and data using the same method, as well as the mistag rate. In this

analysis, the scale factors and uncertainties on the scale factors are evaluated in two

independent ways, and then combined together.

The principle of the first method is to measure the b-tag scale factor and the mistag

rate scale factor simultaneously in the W+3-jet sample and the W+1-jet sample. Since

in the W+3-jet sample, the number of events with light flavor is too low to measure the
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Input variable Importance
Bness 1 0.63
Bness 0 0.57
Bness 2 0.52
SecVtx Loose 0.40
RomaVtx three-dimensional displacement significance 0.38
Bness 3 0.38
SecVtx Mass 0.37
RomaVtx pseudo-cτ 0.34
RomaVtx three-dimensional displacement 0.33
Minv of HF-like tracks 0.29
Number of HF-like tracks 0.28
Bness 4 0.27
ptFrac 0.27
Bness 5 0.19
Bness 6 0.14
RomaVtx Mass 0.13
Number of track-by-track NN tracks 0.13
Total pT of tracks 0.12
Number of Roma-selected tracks 0.11
Bness 7 0.10
Bness 8 0.08
Bness 9 0.06
Muon pT to jet axis 0.05
Number of muons 0.04
Jet ET 0.02

Table 4.2: The importance of the input variables used in the HOBIT b-jet tagger.
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Figure 4.1: Comparison of the purity-efficiency trade-off for HOBIT and previous taggers.

mistag rate SF, the W+1-jet sample is added to provide extra constraints on the mistag

rate SF. In this method, the tagging SFs are 0.997± 0.037 for loose tag and 0.917± 0.069

for tight tag. The mistag rate SFs are measured to be 1.391 ± 0.202 and 1.515 ± 0.291

respectively.

The second method is to measure the tagging efficiency and mistag rate on the jets

which contains a soft electron, since only B hadrons have leptonic decay. In this method,

events with back-to-back two jets are selected. And at least one of the two jets need to

contain a soft electron. Photon conversions are also taken into account, as this process

could also produce soft electrons. With the number of events of the tagged/pretag elec-

tron jets and the photon conversion jets, the tagging efficiency and mistag rate can be

calculated. The tagging efficiency SFs obtained by this method are 0.986± 0.066 for loose

tag and 0.949± 0.044 for tight tag, and the mistag rate SFs are 1.28± 0.17 and 1.42± 0.89

respectively.

By combining the SF values from the above two methods together, with the correlation

of all the uncertainties considered, the final SFs used in the analysis are summarized in

Table 4.3.
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Tagging efficiency SF Mistag rate SF
Tight (0.98) 0.937± 0.037 1.492± 0.277
Loose (0.72) 0.993± 0.032 1.331± 0.130

Table 4.3: Combined results for the tagging efficiency scale factors and mistag rate scale
factors.

The events that pass all the selection requirements but the b tagging one are classified

as pretag events. Based on the pretag events, and using the HOBIT tagger, we constructed

the following four tagging categories.

TT Both jets in the event have to be tight tagged.

TL One of the jets has to be tight tagged, while the other one is only loose tagged.

T Only one of the jets is tight tagged, while the other one is untagged.

LL Both jets are only loose tagged.
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Chapter 5

Physics Process Modeling and

Estimation

Both signal and background processes could pass all of the selection requirements dis-

cussed in the previous chapter. In order to study the process that we are interested in,

both the event yield and the kinematic distributions of all the possible physics processes

need to be well modeled.

In the first few sections of this chapter, the modeling of each background process and

signal process is discussed. After all processes are well modeled, the estimation of event

yields of each process is discussed.

5.1 Single Top Quark Processes

Single top quark processes are the processes in which the top quark is produced singly

through electroweak interaction. There are three different channels in the single top quark

production: s channel, t channel, and tW channel. The production cross section of these

three channels are summarized in Table 5.1.

Cross section (pb)
s channel 1.06± 0.06
t channel 2.12± 0.22

tW channel 0.22± 0.08

Table 5.1: Production cross section of three sub-channels for single top quark process [4].
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The Feynman diagrams for the dominant channels at the Tevatron are shown in Fig-

ure 5.1. Since the t-channel events have the same final state as s channel, both channels

Figure 5.1: Feynman diagrams for the single top quark s (left) and t (right) channel.

need to be well modeled in order to distinguish the s channel from the t channel.

All single top quark processes are generated with powheg [39] up to next-to-next-to-

leading-order (NNLO) accuracy in the strong coupling constant (αs), and then showered

by pythia.

5.2 EWK Processes

Z+jets, diboson, top pair, and Higgs boson processes are grouped together into the EWK

category and discussed in this section, because similar methods are used to model these

processes. For the processes in the EWK category, the shapes, which is the distribution

of kinematic variables, are predicted by Monte Carlo (MC) simulation and the normaliza-

tions, the total number of events, are predicted by MC or measurements.

5.2.1 Z+Jets

Z bosons produced through the Drell-Yan process can be generated in association with

jets. For these Z → `` events, one of the leptons may not be identified if it escapes

detection or fails one of the identification requirements. In that case, the Z+jets would

meet the event selection requirements, and result in a background of this analysis. The

Feynman diagram of this process is shown in Figure 5.2.

Z+jets processes are generated with alpgen at leading order, and then pass to pythia

for showering. In order to take the higher-order effects into consideration for the pre-
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Figure 5.2: The Feynman diagram for the Z+jets process at leading order.

diction of the rate of this process, the predicted cross section is scaled according to the

measurement of the on-shell Z+jets cross section [56].

5.2.2 Diboson

Diboson processes, including WW, WZ, and ZZ, can also contribute background events

to this analysis. Certain decay channels of these processes have the same final state as

single top quark s-channel as shown in the Feynman diagrams in Figure 5.3.

Figure 5.3: The Feynman diagrams for the WW, WZ, and ZZ process.

5.2.3 Top Pair

Top quarks can also be produced in pairs at the CDF experiment. When some of the

final particles are misidentified, this process can pass the event selection requirements.

According to Figure 5.4, this requires that one of the two W bosons escapes the CDF

detector.

5.2.4 Higgs Boson

The Higgs boson was discovered at the LHC in 2012 and is therefore included as a back-

ground process for the single top quark analysis. As shown in the Figure 5.5, this process
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Figure 5.4: Feynman diagram for tt̄ production.

has the exact same final state as the s-channel process.

Figure 5.5: Feynman diagram for the Higgs boson associated production with W boson.

The diboson, tt̄, and Higgs boson processes are all generated and showered using the

pythia event generator. The event yield for all of the processes are normalized to the

theory prediction, as listed in Table 5.2.

Cross section (pb)
WW 11.60± 0.70
WZ 3.46± 0.30
ZZ 1.51± 0.20
tt̄ 7.04± 0.44

Higgs 0.130± 0.009
Z+jets 787.4± 85.0

Table 5.2: Production cross sections for EWK processes.

5.3 W+Jets

Events resulting from direct W boson and two jets production (W+jets) contribute the

dominant background in each of the b-tagging categories. This process is also the most

difficult to model, because of the hundreds of possible Feynman diagrams that can pro-

duce a W+jets event. In this analysis, alpgen is used to calculate the matrix element (ME)
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of each event at leading order (LO) because unlike pythia it can calculate all color and

spin correlations properly. pythia is still used for parton showering (PS) of the events

produced by alpgen.

Since there are many possible combinations of W plus jets, we generate more than a

dozen MC samples to cover all of the possibilities:

• W plus 0, 1, 2, 3, ≥ 4 partons

• W+bb plus 0, 1, 2 partons

• W+cc plus 0, 1, 2 partons

• W+c plus 0, 1, 2, 3 partons

However, there is a double counting problem in this way of generating MC events. The

heavy flavor partons can be generated from alpgen in the ME level. However, they can

also be generated by the PS, for example from the splitting of a gluon. In order to avoid

double counting the the same process from the ME and the PS, a cut is applied to both the

PS and the ME level. A parton is defined to be matched to a jet if ∆R(parton, jet) < 0.4

and Ejet
T > 20 GeV. For the events that the heavy-flavor quarks are generated by ME, we

require the two partons not to be matched to the same jet. However, when the heavy-

flavor quarks are generated by the PS, we require the two partons to be matched to the

same jet. This is because the quarks coming from a gluon are more likely to be close

to each other and these quarks are well simulated by the PS methods, while quarks

generated by the ME are better simulated when they are far away from each other.

5.4 Multijet QCD

In the multijet QCD background, the events do not actually contain a W boson, but one

of the jets is misidentified as a lepton. In order to pass event selection, the energy of one

or more jets must also be mismeasured so that transverse energy is unbalanced and large

6ET is reconstructed in the event. The probability of these two effects to happen are so

small that it is difficult to model this process by simulation. However, the cross section of
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multijet events are so large that this process is not negligible in the analysis. Simulation

isn’t a viable option, so we use a data-driven method to predict this process.

The basic concept of the data-driven model is to select multijet events in which one jet

has similar kinematic properties to a lepton. Since different leptons have significantly dif-

ferent kinematic distributions and trigger requirements, the multijet events are modeled

using a different data sample for each lepton category. To ensure that the distribution

of kinematics are similar to what would be selected, the lepton trigger requirements are

applied to the events in the data-driven model.

5.4.1 Non-Isolated Muons

For all the reconstructed muons the isolation is required to be < 0.1. To model the mul-

tijet events related to muons, this requirement is flipped to be isolation > 0.2. With this

requirement, the selected events still have similar kinematic distributions but is domi-

nated by multijet backgrounds. This method is applied to CMUP, CMX, and EMC muon

categories. The jet related to the non-isolated muon is removed from the jet multiplicity

count.

5.4.2 Fake Electrons

The reversed isolation requirement is not applicable for the electrons, since this require-

ment is implemented at the trigger level to all triggered electrons. To model the multijet

process for electrons a sample of fake electrons (anti-electron) is defined. The fake elec-

trons use similar identification requirements as ordinary electrons, but are required to fail

two out of five non-kinematic-related requirements. The five requirements are summa-

rized in Table 5.3. With these requirements, the fake-electron events keep the same the

kinematic property as the ordinary selected events.

5.5 Event Yield Estimation

With a model for each background process, the last step is to calculate the normalization

of each process. This step is divided into two categories according to the methods used.
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Anti-electron
EHad/EEM < 0.055 + 0.0045EEM

Lshr < 0.2
ξ2

CESstrip < 10
∆z(CES, trk) < 3 cm

3.0 < q∆x(CES, trk) < 1.5 cm

Table 5.3: The fake electron used in the multijet model for CEM has the same identification
requirements as a CEM electron except it must fail two out of five requirements here.

5.5.1 Monte-Carlo-Based Background Estimation

For the processes that the production cross section is well known, the total event yield

calculation is straight forward. The event yield of each process is calculated as

N = εσL (5.1)

where ε is defined as the total efficiency, including the efficiencies for the detector system,

trigger system, and all selection cuts. The scale factors for the lepton-identification algo-

rithm and the b-tagging algorithm are also included. σ is the production cross section,

and the numbers used for each process are listed in the Table 5.2. The last factor is the

luminosity, L, which is calculated for each lepton category, explained in Section 4.1.4.

The total efficiency ε can be decomposed into seven factors.

ε = εtag · εMC · εBR · εtrigger · εz0 · SFlep · SFtag (5.2)

where the measurement of εtag is described in the Section 4.2.3. This efficiency number is

parameterized as a function of five jet variables: jet ET, jet η, the number of tracks in the

jet, number of primary vertices in the event, and the z position of the jet. Thus, this value

is calculated for each jet, and the scaling factor for correcting the b-tagging efficiency in

the MC is applied so that it matches the measurement in data. The εMC is calculated from

the number of MC events left after applying all event selection requirements versus the

total number of events simulated, so this takes the detector acceptance and inefficiencies

into account. The εBR is included, since in all MCs we forced the leptonic decay of the W

boson, which has a probability of about 30%. The εtrigger is calculated for each trigger we
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used, and is discussed in detail in Section 4.1. A scaling factor for the lepton identification

is also included to address the difference in the simulated events from the efficiencies

measured in data. The εz0 is applied because all simulated events are required to be

within the range |z| < 60.0 cm. This number is measured from data and is the probability

that a beam event is within the range.

5.5.2 W+Jets and Multijet Background Estimation

The method described in the previous section cannot be used to estimate the normaliza-

tion of W+jets and multijet backgrounds. For the multijet background, it is because the

normalization of a data-driven model must also be data driven. For the W+jets samples,

the difficulty of calculating the normalization comes from several aspects. First of all, the

number of diagrams to calculate the W+jets is enormous. The alpgen generator only cal-

culates up to leading order, which underestimates the total cross section when compared

with the next-to-leading-order calculation. Thus, both the normalization of multijet and

W+jets sample has to be derived from data.

Pretag Region

The normalization of both samples are derived in a control region based on events that

pass all event selection requirements but are not checked for the presence of b-tagged jets.

This is referred to as the pretag region. The pretag control region is composed primarily

of W+jets and QCD multijet events.

Since the multijet sample does not have a real neutrino, the reconstructed 6ET in multi-

jet events is typically lower than what is reconstructed in a W+jets event. By removing the

6ET cut, a large number of multijet events are included. Now, it is possible to determine

the normalization of both samples by fitting the 6ET distribution.

This 6ET fitting process is done in each lepton category separately because of the dif-

ferent detectors used in the lepton and trigger requirement. The fitting results for each

lepton category are shown in Figure 5.6.
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Figure 5.6: The 6ET fitting results for each lepton category. The multijet background is
shown in pink and the W+jets is shown in green.

Tagged Region

After determining the normalization of both samples in the pretag region, the next step

is to estimate the event yields in the tagged region. Different methods are employed for

the multijet and the W+jets processes.

For multijet, in order to estimate the total event yield after apply the tagging re-

quirement, the pretag multijet normalization is multiplied by a tag rate, as shown in the

following equation,

Ntag
QCD = Npretag

QCD ×
Ntag

data

Npretag
data

(5.3)

where the tag rate is derived by dividing the number of tagged data events by the number

of pretag data events. This tag rate is calculated for each lepton and tagging category

separately.

In order to calculate the normalization of W+jets sample in the tagged region, we

separate the W+jets sample into two samples, W+heavy flavor jets and W+light flavor
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jets, and use different methods to calculate the event yields for each. The W+heavy-

flavor-jets sample includes W+bb, W+cc, and W+c, while the W+light-flavor-jets sample

includes W boson associated production with light flavor quark jets or gluon jets.

For the W+heavy-flavor-jets sample, the following equation is used.

Ntag
W+h f = (Npretag − NEWK − NQCD)× fh f × K× εtag (5.4)

In this equation, the number of events in the pretag region is first subtracted from the

number of multijet events (NQCD) in the pretag region and the total number of events of

the MC estimated samples (NEWK) to get the total number of events of all W+jets sample

in the pretag region. Then, this number is multiplied with the heavy flavor fraction, fh f ;

the K factor; and the tagging efficiency, εtag.

The heavy flavor fraction is defined as the number of W+heavy-flavor-jet events di-

vided by total number of W+jet events. This number is estimated using the alpgen

generator. The K factor is used to address the difference of heavy-flavor fraction observed

in the alpgen sample and in the data. The K factor is measured in the W+1-jet sample,

and calculated separately for W+bb, W+cc, and W+c sample. The value and uncertainty

of K factor is summarized in Table 5.4. The tagging efficiency is the same number applied

to the MC determined samples.

K-factor
W + bb 1.40± 0.42
W + cc 1.40± 0.42
W + c 1.00± 0.33

Table 5.4: Summary for the K factor of heavy flavor fraction.

The W+light-flavor-jet sample is calculated by the following equation.

Ntag
W+l f = (Npretag − NEWK − NQCD − Nh f )× εMistag (5.5)

Where the number of W+light-flavor-jet events is calculated by subtracting all of the other

backgrounds from the total number events, include W+heavy flavor. Then, this pretag

number is multiplied by the mistag rate εMistag to get the total number of mistag W+light-
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flavor events in the b-tagged sample. The mistag rate used here is calculated by averaging

over all pretag data sample.

The shapes of W+heavy-flavor and W+light-flavor samples are derive by summing all

tagged MC events weighted by the per event tagging efficiency and mistag rate.

5.5.3 Final Event Yield

By using the estimation method described in the previous sections, we obtained the final

number of the event yield, as summarized in Table 5.5.

Category TT TL T LL
WW 1.7±0.4 13.2±2.7 184±23 24.8±3.9
WZ 17.8±2.2 21.2±2.0 52.7±5.4 9.9±0.9
ZZ 2.4±0.3 2.4±0.2 7.1±0.7 0.96±0.08

Z + jets 10.9±1.2 20.7±2.3 163±18 27.1±3.1
tt̄ 163±21 194±19 502±50 58.1±6.6

Higgs 6.1±0.6 6.4±0.4 10.3±0.7 1.7±0.2
Wbb 246±99 327±130 1166±468 109±44
Wcc 19.0±7.8 120±49 1158±467 164±67

W + Mistag 4.3±1.3 62±13 978±141 242±34
Multijet 29±12 47±19 281±112 45±18

t and Wt-channel 18.1±2.5 35.3±4.2 251±28 13.6±1.5
s-channel 54.5±6.7 61.2±5.6 109±10 17.8±2.1

Total Prediction 573±155 911±248 4860±1320 714±181
Observed 466 765 4620 718

Table 5.5: Summary of predicted event yields in backgrounds and signal processes in
each tagging category, with systematic uncertainties included.

The stack plots of the invariant mass of the reconstructed top quark are shown in

Figure 5.7 and Figure 5.8. In these plots, events are divided into two tagging categories

and two lepton categories. From these plots, we observed nice agreements in all categories

between the background model and the data.
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Figure 5.7: The distribution of the invariant mass of the reconstructed top quark in the
pretag and TT region of tight leptons.
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Figure 5.8: The distribution of the invariant mass of the reconstructed top quark in the
pretag and TT region of extended muon category.
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Chapter 6

Single Top Quark Analysis and

Results

From the table of event yields in the previous chapter, we can see that the expected s-

channel single top signal is even smaller than the estimated uncertainty on the total of all

the backgrounds. Based on counting events in this sample it is impossible to draw any

conclusion on the existence of the single top quark s-channel process.

In this analysis, we employ a multivariate analysis technique in order to train a final

discriminant to separate the signal events from the background events as much as pos-

sible. The next step is to use the shape of the final discriminant to perform a binned

likelihood fit, which also takes all systematic uncertainties into consideration. From the

fitted results, we measured the s-channel single top quark production cross section. In

the final step, the statistical significance of this result is evaluated.

6.1 Final Discriminant

The Toolkit for Multivariate Analysis (TMVA) [55] is used to develop the final discrim-

inant to separate the signal process from the backgrounds. The TMVA package is inte-

grated with the ROOT analysis package [57] and specifically designed to meet the needs

of high-energy physics. The TMVA package provides many MVA technique options. In

this analysis, we use the artificial neural network methods provided by TMVA.
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6.1.1 Artificial Neural Network

The artificial neural network, generally speaking, is a set of simulated interconnected

neurons. The whole set of neurons are able to produce a given output at the output neu-

ron when given a set of input values. The response functions for each neuron, including

intermediate neurons, are determined by the training process.

The structure of the neural network can be simplified by organizing neurons into

layers, in which each neuron is only allowed to connect to the following layer, as demon-

strated in Figure 6.1. This type of neural network is called the multilayer perceptron.

Figure 6.1: Multilayer perceptron with one hidden layer.

For the multilayer perceptron, the first layer is the input layer and the last one is the

output layer. The response function for the whole neural network maps a set of input

values to an output value. The whole function can be divided into two separate parts,

the synapse function κ and the neuron activation function α. In this analysis these two

functions have the following form:

κ : xl+1 = wl
0j +

n

∑
i=1

yl
iw

l
ij (6.1)
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α : yl = tanh xl (6.2)

Note that α has a nonlinear form so that the neural network can model a nonlinear relation

between inputs and output.

The goal for the training process is to adjust the weight wij to achieve the maximum

separation power for the final output variable yANN . The algorithm used here is a back-

propagation algorithm.

For simplification, the output function of a neural network with only one hidden layer

has the following form:

yANN =
nh

∑
j

y2
j w2

j1 =
nh

∑
j

tanh(
nvar

∑
i

xiw1
ij)w

2
j1, (6.3)

where nh is the number of neurons in the hidden layer, and nvar is the number of input

neurons. wij is the weight of synapses. Then, for each given set of wij, the error function

E(w) can be evaluated according to the following equation:

E(w) =
N

∑
a=1

1
2
(yANN,a − ŷa)

2. (6.4)

This error is the sum of the errors of all training events, where a represents one event in

the training set, N is the total number of events in the training set, and ŷa is the desired

output value of each training event.

In order to improve the performance of the neural network, which is equivalent to

minimizing the total error E(w), the steepest-gradient approach is used. In each iteration,

the weight vector w is updated by moving a small distance η in the w space towards the

direction where the E(w) decreases most rapidly, as the following equation.

wρ+1 = wρ − η∇wE (6.5)

Achieving a good performance in the training sample may require increasing the

complexity of it. The neural network complexity is proportional to the number of free

parameters in it. When a neural network is too complex and there may be too little
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information in the training set, the neural network is more likely to be over-trained. In

order to avoid over-training, a Bayesian modification is implemented in the model. In this

modification, an extra term is added to the error function.

Ẽ(w) = E(w) + α|w|2 (6.6)

In this way, the whole algorithm will avoid large weights, which are related to over-

training.

This training algorithm has been extensively used at the CDF experiment, and has

been proven to be robust.

6.1.2 Neural Network Training

In the training process, we developed a separate neural network optimized for each b-tag

category, because the relative ratios between each background component are different

in each category. In order to achieve the best optimized result in the training sample

for each tagging category the fractions of each background are adjusted to be consistent

with event yields shown in Table 5.5. The fractions used for each background sample are

shown in Table 6.1.

Category HTHT HTHL HT HLHL
Signal (s-channel) 50% 50% 50% 50%

tt̄ 32.3% 11.4% 5.2% 4.1%
t-channel 1.6% 1.7% 2.1% 0.8%

Wbb 26.1% 20.7% 12.9% 8.3%
Wcc 1.1% 4.1% 7.0% 6.8%
Wcj 1.3% 4.7% 8.0% 7.8%
Wlf 0.4% 3.8% 10.4% 17.7%

Z+jets 1.1% 1.3% 1.8% 2.0%
WW 0.2% 0.8% 1.9% 1.8%
WZ 1.8% 1.3% 0.6% 0.7%
ZZ 0.2% 0.2% 0.1% 0.7%

Table 6.1: Composition of the training samples used to train the neural network for each
tagging category.

In each b-tag category, events are further separated into tight leptons and the extended

muon category (EMC). This is because the extended leptons are triggered by 6ET-based



88

triggers. Thus, the kinematic distribution of the EMC events are different from those

events that were triggered by a lepton-based trigger.

In order to achieve high separation power and good modeling, the input variables

used in the neural network training need to be selected carefully.

The most powerful single variable is the reconstructed top quark mass, mt. A good

resolution of the reconstructed top quark mass will significantly improve the separation

power of the final discriminant. In this analysis, a dedicated and optimized algorithm

for the top quark reconstruction is developed, and discussed in the Section 3.2.4. Other

variables that have some discrimination power are also used.

Moreover, in order to avoid any mismodeling of the trained neural network, only

the variables that are well modeled are used. To be well-modeled means that the sum

of predicted backgrounds is in agreement with measured data in various control and

signal regions. The variables used in the neural network training are listed below and the

modeling of the most powerful variable mt is shown in Figure 5.7 and Figure 5.8.

• mt: Reconstructed top quark invariant mass.

• mW∗ : Invariant mass of W∗ boson.

• p`T: pT of the lepton.

• mCorr
jj : Neural network b-jet energy corrected invariant mass of the two tight jets.

• HT: the scalar sum of the transverse energies HT = ∑
jets

ET + p`T + 6ET. For this

variable, we do not apply the neural network b-jet energy correction.

• cos θ`j: where the θ`j is angle between the lepton and the jet decayed from the top

quark in the top quark rest frame.

• NNb−jet: The neural network output from the top-quark b-jet selector.

• mt
T: Reconstructed top quark transverse mass.

Most variables are used for NNs trained for both tight leptons and EMC. However,

there are two exceptions. NNb−jet is only used with NNs for the tight leptons, while mt
T

is only used with NNs for the EMC.
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Overtraining could happen in the neural network training process. This happens

when the neural network is optimized based on the fluctuations of the training data

rather than the real underlying relations between variables. This can be checked by plot-

ting the neural network distribution of the training sample and the test sample together.

The overtraining checks for the NNs used in this analysis are shown in Figure 6.2. The

agreement in the plots indicates that the neural networks are not highly tuned to the

fluctuations in the training sample.
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Figure 6.2: Overtraining check for each tagging category. From top left to bottom right
are TT, TL, T, LL respectively.

The neural network output distributions for signal and different background processes

are shown from Figure 6.3 to Figure 6.6. In these plots, the separation, as shown by the

difference in the shape of the signal and backgrounds distributions, is clear.

Once the final discriminant is trained, we can construct the templates to be used for

the final likelihood fit. The templates are the final discriminant output distributions of

different processes in each tagging and lepton category. The stacked templates are shown

in Figure 6.7 and Figure 6.8, with all lepton categories combined.
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Figure 6.3: Comparison of the neural network output for signal and background events
in the TT sample for TIGHT (left) and EMC (right). Signal and background histograms
are each normalized to unit area.
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Figure 6.4: Comparison of the neural network output for signal and background events
in the TL sample for TIGHT (left) and EMC (right). Signal and background histograms
are each normalized to unit area.
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Figure 6.5: Comparison of the neural network output for signal and background events
in the T sample for TIGHT (left) and EMC (right). Signal and background histograms are
each normalized to unit area.
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Figure 6.6: Comparison of the neural network output for signal and background events
in the LL sample for TIGHT (left) and EMC (right). Signal and background histograms
are each normalized to unit area.
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Figure 6.7: Final discriminant output distributions for TT and TL tagging category, with
all leptons combined.
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Figure 6.8: Final discriminant output distributions for T and LL tagging category, with all
leptons combined.
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6.2 Likelihood Function

With the templates of all processes generated, the final step of the analysis is to extract the

production cross section. The Bayesian approach is used here to calculate the likelihood

for varied signal production cross section with the given data. The posterior likelihood

distribution is a function of the signal production cross section. From the distribution, the

most probable cross section value is extracted, also the uncertainty on the cross section

is estimated by finding the minimal interval which covers the 68% of the area of the

probability density curve.

The binned likelihood function is constructed in the following steps. For a counting

experiment with only one signal and one background process, the likelihood function is

trivial.

L(βs) =
e−µµn

n!
, (6.7)

where µ = βsNs + Nb, Ns is the expected number of signal events, Nb is the expected

number of background events, and n is the number of events observed in each bin. βs

is a scaling factor for the standard model prediction. This function only includes the

statistical fluctuation of a physical process, which follows the Poisson distribution.

When we take the distribution of a histogram and the multiple channels into consid-

eration, the likelihood function becomes

L(βs) =
Hist

∏
i

bins

∏
j

e−µi,j µ
ni,j
i,j

ni,j!
(6.8)

Where µi,j = βsNs + ∑
q

Nb,q. This likelihood function also includes the situation where

there are multiple background processes.

The last important step is to include the systematic uncertainties into the likelihood

function. All the uncertainties are incorporated through nuisance parameters. We substi-

tute the Ns and Nb,q as a function of nuisance parameters δk.

Ns(δ) = Ns

Sys

∏
k
(1 + δkεk) (6.9)



95

Nb,q(δ) = Nb,q

Sys

∏
k
(1 + δkεk,q), (6.10)

where εk is the relative ratio of the k-th systematic uncertainty to the central value. For

rate uncertainties, this number is a flat value for all channels and bins. For shape un-

certainties, this number is calculated bin-by-bin by comparing the shape systematic tem-

plates with the central one.

Since the distribution of all nuisance parameters should follow a Gaussian distribution

and the final likelihood should be integrated over all nuisance parameters, one more

factor should be added to the Equation 6.8,

L(βs) =
∫ Hist

∏
i

bins

∏
j

e−µi,j µ
ni,j
i,j

ni,j!

Sys

∏
k

dδk
e−

δ2
k
2

√
2π

. (6.11)

This equation is the final likelihood function used in this analysis.

6.3 Systematic Uncertainties

Since this measurement relies heavily on the MCs to predict backgrounds and the final

number of production cross section is derived from many physical quantities, the uncer-

tainties of those numbers should be properly included. These kinds of uncertainties are

called systematic uncertainties. They could affect either the total rate of the predicted

process or the distribution of the final discriminant output of each process. All the uncer-

tainties included in this analysis are summarized below.

Cross section The normalization of some of the processes are predicted by theoretical

calculation of limited order or from previous measurement that are uncertain at

some level. This kind of uncertainty only affects the rate of the given process. The

value of the uncertainties used are listed in Table 5.2. Note that the cross section

uncertainty on the single top quark s-channel process is not applied because it is

the process that is to be measured.

b-tag scale factors As discussed in Section 4.2.3, there is an uncertainty on the measured

b-tagging scale factor. This uncertainty should be propagated to the final results.
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The value of the uncertainty is listed in the Table 4.3. This uncertainty is applied to

the processes which the normalization is predicted by theoretical calculation.

Luminosities The calculation of the absolute value of the production cross section relies

on the measurement of the luminosity. We included 6% uncertainties [58] on the

background processes which the normalization is predicted by theoretical calcula-

tion. This uncertainty is also applied on the single top quark s-channel.

Lepton acceptance This kind of uncertainty comes from two sources: the uncertainty on

the trigger efficiency calculation and the uncertainty on the lepton identification

scale factor. In the final cross section calculation, these two uncertainties are com-

bined together quadratically for each lepton category, since they are uncorrelated

with each other.

Multijet normalization This uncertainty is applied because the normalization of the

multijet sample is derived from the 6ET fit and the data-driven model of the mul-

tijet background is not perfect.

K-factor uncertainties This uncertainty is applied to the W+heavy-flavor-jet samples to

cover the difference in the prediction of the heavy flavor fraction. The uncertainty

applied on the W+bb/W+cc is considered to be uncorrelated with W+c because the

first one is produced from strong interaction while the latter one is produced from

electroweak interaction. The value applied is 30%.

Z+jets The uncertainties we applied on this process is conservatively estimated to be 45%

because the theoretical prediction of this process is poorly calculated.

Apart from the rate uncertainties listed above, we also included some shape uncer-

tainties, as listed below.

Jet energy scale The imperfect estimation of the reconstructed jet energy can change both

the rate and shape of the templates. To include this, systematic-uncertainty tem-

plates are produced in the same way as the central templates except that the jet

energy is shifted up or down by 1 σ from the central value. In the final calculation,
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both the rate and the shape of all MC processes are allowed to flow between the two

systematics-uncertainty templates.

Factorization and renormalization scale The Q2 is defined as the M2
W + ∑

partons
p2

T. This

variable is used by the generator as the momentum scale of the hard interaction.

However, this variable is not a physical observable, and choosing a different value

could change the shape of the final templates. Thus, the W+jets templates are gen-

erated in the same way as the JES systematic templates with the Q2 value doubled

or halved.

Initial- and final-state radiation The estimation of the initial- and final-state radiation

affects both the rate and shape in the same way as the JES systematic. In pythia,

ISR is estimated by “backwards evolution” and the uncertainty of it is constrained

by studying the Z/γ∗ → `` events [59]. The FSR effect in pythia is tuned to LEP

data. The ISR and FSR are considered to be 100% correlated, and the uncertainty is

evaluated by doubling or halving the parameters affecting both effects at the same

time. This systematic is only applied to the single top quark and tt̄ processes.

Anti-electron model The anti-electron model we used in the analysis underestimated the

number of events in the low 6ET range. This uncertainty is included to address this

mismodeling of the anti-electron sample.

In order to avoid shape differences introduced by the statistical fluctuation, all shape

systematic templates are smoothed (by using the average value of the 5-nearest bins)

before they are used in the final calculation. Each systematic uncertainty is included in

the likelihood function as one nuisances parameter to calculate the final result.

6.4 Cross Section Measurement

The final cross section measurement is calculated by extracting the βs distribution from

the likelihood function by marginalizing over all of the nuisance parameters. Since the

βs is the fraction of the standard model prediction, the final production cross section

distribution is calculation by multiplying βs with the standard model prediction.
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The posterior probability density distribution is shown in Figure 6.9. Thus, the final

Figure 6.9: Posterior probability density distribution for the cross section measurement.
The x-axis has been multiplied with the standard model prediction of the production
cross section.

result is

σs−ch = 1.41+0.44
−0.42 pb. (6.12)

Several consistency checks are also performed to check the robustness of the analysis.

We divide the data into several subsets, and measure the production cross section of the

s-channel single top quark. The measured results are shown in the Figure 6.10, and the

numbers are in good agreement with each other, with the result of whole data set, and

with the theory prediction.

6.5 Vtb Measurement

Since the square of the CKM matrix element |Vtb|2 is proportional to σs−ch, we can also

measure the Vtb value from the posterior probability density distribution.

Since the Vtb calculation depends on the single top quark cross section, the uncertainty

on the standard model prediction of all single top quark channels is included. Moreover,
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Figure 6.10: Measurements of the production cross section of s-channel single top quark
in each tagging and lepton category.

since Vtb affects the coupling of both the s- and t-channel, both channels are treated as

the signal process in the Vtb measurement. In the measurement, the ratio of number of

events between s and t channel is fixed to the standard model prediction.

In this analysis, we included the extra systematic uncertainties on the standard model

prediction. We also treated the s- and t-channel together as the signal, and fix the ratio

between them to be agree with standard model prediction. Since |Vtb|2 is limited between

zero and one, the credibility interval is calculated starting from one. The result is limited

to be

|Vtb| > 0.86 (6.13)

at 95% credibility level, as shown in Figure 6.11.

6.6 Statistical Significance Evaluation

To compute the significance of the measurement, we need to calculate how likely it is that

this result is due to fluctuations of the background-only hypothesis.
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Figure 6.11: The likelihood distribution for |Vtb|2 with 68% and 95% credibility interval
set.

To measure the significance, we generated many pseudo-experiments (PE) with back-

ground only processes. These PEs are generated by varying the number of events in each

bin of the templates randomly with extra requirements so that they follow the Gaussian

distribution expected from all systematic uncertainties. Then, the measurement is per-

formed on the pseudo-data with the background-plus-signal hypothesis. The distribution

of PE outcomes is shown in Figure 6.12.

The final results is that the observed p-value is 0.000055. This can be interpreted as

evidence for the single top quark s-channel process with a significance of 3.8 σ.

PEs including the signal process are also generated, as shown as the blue ones in the

Figure 6.12. The measured results of these PEs represent the distributions of the expected

cross section measurement outcomes with the analysis technique we used. Also, the p-

value of the most probable expected cross section, the expected p-value, can be used to

representing the expected sensitivity of the analysis. For this measurement, the expected

p-value is 0.0019, and this corresponds to an expected significance of 2.9 standard devia-

tions.
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Figure 6.12: The possible outcome of pseudo-experiments (PE) measured with back-
ground plus signal hypothesis. The blue ones are PEs generated with background plus
signal processes, while the red ones are generated with only background processes.

6.7 Combinations

This result is also combined with other measurements at the Tevatron to improve the

sensitivity of the measurement.

6.7.1 CDF Combination

There is another measurement on this process at the CDF experiment which uses the

6ET+jets final state. We combine these two measurements together to generate the com-

bined CDF result [60].

In the 6ET+jets analysis, events with leptons are vetoed to keep the data set orthogonal

to the measurement described in this thesis. The 6ET+jets final state is included because

the lepton from the decay of the W boson could escape detection.

The combined cross section measurement is measured to be

σs−ch = 1.38+0.38
−0.37 pb (6.14)



102

as shown in Figure 6.13.

Figure 6.13: Posterior probability density distribution for the cross section measurement.
The x-axis has been multiplied with the standard model prediction of the production
cross section.

Similarly, we also measured the significance of this measurement. After combina-

tion, the observed significance increased to 4.3 standard deviations, as shown in the Fig-

ure 6.14.

6.7.2 Tevatron Combination

The D0 experiment previously reported evidence for the s-channel single top quark pro-

cess [17]. In order to improve the sensitivity of the signal process, we combine the analy-

ses of the CDF and D0 experiments together [61].

The production cross section is measured through the posterior probability density

based on the combined likelihood. From the distribution, the measured cross section is

1.29+0.26
−0.24 pb, as shown in Figure 6.15.

In order to check the consistency of the combination, the combined cross section mea-

surement is compared with the measurement in each independent channel, as shown in

the Figure 6.16. The NNLO theory prediction is also drawn on the plot.
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Figure 6.14: The possible outcome of pseudo-experiments (PE) measured with back-
ground plus signal hypothesis. The blue ones are PEs generated with background plus
signal processes, while the red ones are generated with only background processes.
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Figure 6.16: The summary of the measured cross section of each channel and the final
combined result.

The p-value is used to estimate the significance of the signal process, and it is esti-

mated through an asymptotic log-likelihood ratio approach, including systematic uncer-

tainties, as shown in Figure 6.17. The observed p-value is 1.8× 10−10, corresponding to

the significance of 6.3 standard deviation.

In summary, for the first time, we observed the s-channel single top quark process

at the Tevatron. The measured s-channel single top quark production cross section is

1.29+0.26
−0.24 pb.
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Chapter 7

Higgs Boson Analysis and Results

The Higgs boson, the last missing piece of the standard model, was discovered by the

CMS and ATLAS experiments in 2012 [19, 20]. However, the experiments at the Tevatron

also made important contributions to the search for the Higgs boson.

As discussed in the Chapter 1, the Higgs boson can decay into either fermions or

bosons, such as, H → γγ, H → ZZ, H → WW, H → ττ, and H → bb. As shown in

Figure 7.1, the experiments at the LHC are sensitive to almost all of them. However, for

the H → bb channel, the Tevatron has similar sensitivity as the CMS experiment. Thus,

the contributions from the Tevatron can be an important supplement to the results from

the LHC.

In this chapter, first of all, we discuss the search for the WH process at CDF, of which

the tools serve as the foundation for the single top quark s-channel cross section mea-

surement already discussed. In the following sections, the combination of the H → bb

searches, and also the combination with analyses of all other decay modes at both CDF

and the Tevatron are discussed. Evidence of both the presence of the H → bb decay mode

and the standard model Higgs boson are found when the searches from the CDF and D0

experiments are combined.
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Figure 7.1: Tests of the Higgs boson signal strength of different decay modes. The plot on
the left shows the CMS experiment results, on the right shows the Tevatron results.

7.1 WH → `νbb at CDF

The most sensitive search channel for the Higgs boson in the low mass range (mH <

130 GeV/c2) at the Tevatron is the Higgs boson associated production with a W boson, as

shown in Figure 7.2. The search for the WH process is discussed in the Ref [62].

As discussed in the previous chapters, this channel has the same final state as the sin-

gle top quark s-channel process, so this search shares many common analysis techniques

with the measurement of the single top quark cross section. The common list includes

event selection, b-jet tagging algorithm, background modeling, systematic-uncertainty

evaluation, and etc.

There are also some differences between the two analyses. One important difference

is that a few extra event categories are included in the Higgs boson search. We added the

PHX lepton, the single loose b-tag channel, and events with three jets. Secondly, because

of the different signatures between the two physics processes, different input variables for

the final discriminant are used. In the Higgs boson search the most important input vari-

able is the invariant mass of the two jets, which is expected to be the jets originating from

the Higgs boson decay. The Higgs boson signal can be reconstructed as an enhancement

(broad peak) in the invariant mass distribution of the two jets.
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Figure 7.2: Comparison of both observed and expected limits of different Higgs final
states at the CDF experiment. The red line represents the WH process, which is the most
sensitive channel in the low mass range.
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Since at the time this work was conducted the Higgs boson mass was not yet de-

termined, we test the Higgs boson hypothesis with different mass assumptions. The

observed and expected limits are shown in Figure 7.3. In the plot we see a broad excess
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Figure 7.3: Observed and Expected upper limits of the 95% credibility level on WH pro-
duction cross section times bb̄ branching ratio as a function of Higgs boson mass. Com-
bined with all lepton and tagging categories.

over the full mass range. Actually, this excess is consistent with the presence of a stan-

dard model Higgs boson in the low mass range and the existence of the broad excess is

because of the limited jet energy resolution at the CDF experiment.

7.2 Higgs Boson Coupling to Bottom Quarks

There are other targeted analysis at the Tevatron to test the Higgs-bottom-quark coupling.

Besides the WH channel, we also use the ZH → ``bb [63] and the VH → 6ETbb [64]
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channel. We combined them together to increase the sensitivity to the H → bb coupling.

The combinations discussed in this section covers the Higgs boson mass assumption from

90-150 GeV/c2.

The combination is first carried out at the CDF experiment [65]. With the help from

other channels, the sensitivity to the presence of Higgs boson is increased, as shown in the

Figure 7.4. However, no conclusive statement regarding the existence of a Higgs boson

can be made from these data alone.

Figure 7.4: The expected and observed upper limit of the 95% credibility level on the
Higgs boson production as a function of Higgs boson mass for the combined result from
the CDF experiment.

The search for the H → bb at CDF is also combined with the same search at D0

to further improve the sensitivity [21]. The limit plot, similar to the CDF combination,

is shown in Figure 7.5. The two limit plots look similar to each other. However, there

are two differences that demonstrate the higher sensitivity of the Tevatron combination.

Firstly, for the CDF combination, the Higgs boson is excluded at 95% credibility level for

a Higgs mass smaller than 96 GeV/c2. This exclusion goes up to 106 GeV/c2 when the

CDF and D0 results are combined. Secondly, the excess of the observed credibility limit

is higher in the Tevatron combination.

We calculate the p-value of the Tevatron combination, as shown in the Figure 7.6. The
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Figure 7.5: The expected and observed upper limit of the 95% credibility level on the
Higgs boson production as a function of Higgs boson mass for the combined results from
the CDF and D0 experiments.

p-value is interpreted as the probability to obtain the observed result with the background-

only hypothesis.

The Look-Elsewhere Effect (LEE) [66] accounts for fluctuations of the local p-value

over the mass range tested. Correcting for the LEE effect, the significance for the global

excess is 3.1 standard deviations. Thus, we interpret this result as evidence of the presence

of a particle that is produced in association with a W or Z boson and decays to a bottom-

antibottom quark pair. The dip in the p-value plot is from 120 to 140 GeV/c2, and the

width of the dip is consistent with the production of the SM Higgs boson within this

mass range.

7.3 Standard Model Higgs Boson

We also combine the H → bb decay mode with other channels to test the full standard

model Higgs boson theory. The combined result at the CDF experiment is reported in the

Ref. [67], and the Tevatron combination is discussed in the Ref. [68]. In the combinations,

the Higgs boson mass hypotheses from 90-200 GeV/c2 is covered.
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Figure 7.6: Background-only p-value as a function of Higgs boson mass for the Tevatron
combined search.

The upper limit plot and the p-value test plot for the Tevatron combination are shown

in Figure 7.7 and Figure 7.8 respectively.

In the limit plot, when interpreted in the same way as the previous sections, the

standard model Higgs boson is excluded from 90-109 GeV/c2 and 149-182 GeV/c2. Also,

a broad excess is observed in the range of mH from 115-140 GeV/c2.

The significance of this excess is evaluated by computing the p-value against the back-

ground only hypothesis. In Figure 7.8, the expected p-value assuming the existence of 125

GeV/c2 Higgs boson is also shown. The maximum observed local significance is 3.1 stan-

dard deviations. Moreover, the width of the dip in the observed p-values from 115-140

GeV/c2 is consistent with the resolution of the combination of the H → bb and H →WW

channels, as illustrated by the injected signal curves in the same figure.
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Figure 7.7: The Tevatron combination result for the SM Higgs. The upper limit of the 95%
credibility level of Higgs boson production as a function of Higgs boson mass.

Figure 7.8: The Tevatron combination result for the SM Higgs. The background-only
p-value as a function of Higgs boson mass.
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Chapter 8

Conclusion

The Tevatron collider took its last proton-antiproton collision in September 2011. Despite

the shutdown of the machine, many important physics results were produced in the

following years based on its unique data set.

The top priority after the Tevatron shutdown was to update the Higgs boson search to

the full data set. Several improvements were implemented in the last iteration compared

to the previous rounds of analyses. For the WH search, we worked to update to the full

data set, incorporate a new b-tagging algorithm, and integrated new trigger paths into the

analysis for the first time. By including the gap lepton trigger and the inclusive trigger for

CEM/CMUP, a major contribution from this thesis work, the overall lepton acceptance

was increased by about 5%.

Moreover, the CDF WH analysis is the most sensitive channel in the low mass range

among all the Higgs boson searches at the Tevatron. By combining all of the searches

for the Higgs boson at the Tevatron, we are able to claim evidence of the standard model

Higgs boson and the first evidence for the Higgs boson decay into bottom quarks. In

the H → bb channel, the Tevatron result from 2012 is still more significant than the LHC

searches in this channel.

As stated in the previous chapters, the single top quark s-channel process shares the

same final state as the WH process. It is natural to migrate all of the techniques developed

for the WH search to the single top quark analysis. In addition, for the first time, we

optimized the analysis to measure the s-channel production cross section. At the time of
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this work, the s channel had never been observed, and due to the differences in particle

content of the colliding beams, this process is even more difficult for the LHC experiments

to measure compared to the Tevatron.

We measured the single top quark s-channel production cross section to be 1.41+0.44
−0.42 pb

with an observed significance for this measurement of 3.8 standard deviations. For the

first time, we found evidence of this process in the CDF data set, confirming the recent

results from the D0 experiment.

Our result was an important component to a combination that includes another CDF

measurement and the measurement done by the D0 experiment. The combined produc-

tion cross section for the s-channel is 1.29+0.26
−0.24 pb, and the significance for the presence of

the s-channel process is 6.3 standard deviations. This result is interpreted as the first ob-

servation of this rare process, and for the reason stated above, this measurement should

remain the best in the world for years to come.
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