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Abstract 
Optical pump-probe measurements are routinely performed in the field of 

nanoscale heat transfer. The last three decades have seen much progress in the 

characterization of technologically relevant material systems and in furthering our 

understanding of the fundamental mechanisms of thermal transport. The vast majority of 

measurements are implemented in a reflection geometry to measure the thermoreflectance 

signal; however, some material systems or thermophysical properties can be easily 

characterized using a transmission geometry. Understanding the capabilities and 

limitations of thermoreflectance and thermotransmittance experiments is key to ensure 

good scientific practice, to push the boundaries of the experiment, and to developing new 

technologies. The work in this thesis represents a study on the adaptability of the time-

domain thermotransmittance (TDTT) technique, particularly when applied to organic 

materials. 

Control over the thermal conductance from excited molecules into an external 

environment is essential for the development of customized photothermal therapies and 

chemical processes. This control could be achieved through molecule tuning of the 

chemical moieties in fullerene derivatives. For example, the thermal transport properties in 

the fullerene derivatives indene-C60 monoadduct (ICMA), indene-C60 bisadduct (ICBA), 

[6,6]-phenyl C61 butyric acid methyl ester (PCBM), [6,6]-phenyl C61 butyric acid butyl 

ester (PCBB), and [6,6]-phenyl C61 butyric acid octyl ester (PCBO) could be tuned by 

choosing a functional group such that its intrinsic vibrational density of states bridge that 

of the parent molecule and a liquid. However, this effect has never been experimentally 

realized for molecular interfaces in liquid suspensions. Using the pump−probe technique 

time domain thermotransmittance, we measure the vibrational relaxation times of 

photoexcited fullerene derivatives in solutions and calculate an effective thermal boundary 

conductance from the opto-thermally excited molecule into the liquid. We relate the 

thermal boundary conductance to the vibrational modes of the functional groups using 

density of states calculations from molecular dynamics. Our findings indicate that the 
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attachment of an ester group to a C60 molecule, such as in PCBM, PCBB, and PCBO, 

provides low-frequency modes which facilitate thermal coupling with the liquid. This 

offers a channel for heat flow in addition to direct coupling between the buckyball and the 

liquid. In contrast, the attachment of indene rings to C60 does not supply the same low-

frequency modes and, thus, does not generate the same enhancement in thermal boundary 

conductance. Understanding how chemical functionalization of C60 affects the vibrational 

thermal transport in molecule/liquid systems allows the thermal boundary conductance to 

be manipulated and adapted for medical and chemical applications. 

We report the development of a novel use of the TDTT technique to characterize 

the nanoscale morphology of structural proteins. We also show theoretically that the 

thermotransmittance measurement is correlated to the protein crystallinity via the thermo-

optic coefficient. As shown here, time-resolved changes in the refractive index of semi-

crystalline proteins vary as a function of temperature, and the strength of this effect 

correlates with crystallinity. Ultimately, this allows us to quantify rapidly the crystallinity 

of a protein sample using TDTT by decoupling volumetric thermal expansion from its 

structural response at room temperature. This approach can potentially be used for 

screening an ultra-large number of proteins in vivo. The size of the library for these proteins 

is simply limited by the fluidic and electronic components of the sorting since the TDTT 

technique operates in the order of minutes to seconds. If this screening technique is 

achieved, we could answer many fundamental questions in protein research, such as the 

underlying sequence–structure relationship for structural proteins. Successful development 

of this technique for proteins will have a significant impact on multiple applications in 

various fields (e.g., materials science, synthetic biology, metabolic engineering, 

agriculture, prion based diseases) and open new avenues of protein research. 
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Chapter 1 

Introduction 

1.1 Background 

As science advances, so too does the methodology. The field of nanotechnology 

bears witness to this, in part due to the difficulty involved in characterizing the physical 

properties of nanoscale systems. As the characteristic length of a system decreases, the 

surface area-to-volume ratio increases and material interfaces become more influential; 

additionally, the characteristic time of relevant dynamic processes decreases. Eventually, 

the physical state or material properties in the context of bulk materials cannot be 

accurately determined and a consideration of fundamental energy carriers (e.g. photons, 

electrons, and phonons) is required. The scientific community has learned that such 

systems can be quite deferent from their bulk counterparts, leading to the development of 

new scientific theories, new technological applications, and motivating the improvement 

of experimental techniques.  

In crystalline nonmetal materials, heat is carried by phonons (i.e. quantized lattice 

vibrations).1-4 Thermal resistance is caused by these phonons scattering from boundaries, 

disorder, and other phonons.1-4 The average distance between scattering events is called 

the “mean free path” (MFP).1-4 In nanoscale material systems where the characteristic 

length is smaller than the mean free path, boundary scattering is the dominant thermal 
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resistor.3-5 This thermal boundary resistance 𝑅𝐾 [W-1 m2 K], or inversely the thermal 

boundary conductance ℎ𝐾 [W m-2 K-1], causes a temperature drop Δ𝑇 at the interface 

between two materials given heat flux 𝑞:5 

𝑞 = ℎ𝐾Δ𝑇  (1.1) 

This temperature discontinuity was first observed between copper and liquid helium in 

1941 by Kapitza.6 The thermal boundary conductance (sometimes called “Kapitza 

conductance”), depends on the materials that form the interface, the quality of the interface, 

and the composition near the interface, among other things.5 

In this thesis, I focus on the characterization of the nanoscale thermal transport 

properties of organic materials using an optical pump-probe technique. Pump-probe 

measurements use two pulsed laser beams (the “pump” and the “probe”) to investigate 

ultrafast phenomena. Pump pulses excite the sample, causing a change in its properties, 

while probe pulses are used to probe the sample after an adjustable delay time. This 

technique relies on the principle that the excitation of the sample from the pump will cause 

a measureable change in the reflection or transmission of the probe. Furthermore, the 

measured change in reflectance or transmittance must be relatable to the change in a useful 

physical quantity (e.g. temperature). A dataset from a pump-probe experiment typically 

consists of measurements at different pump-probe delays times, allowing one to observe 

the time evolution of the excitation and relaxation after a pump pulse. 

 The phenomenon of interest for this work is the diffusion of heat through a sample 

after the absorption of a pump pulse. In the limit of small changes in temperature Δ𝑇, the 

change in transmittance Δ𝑇𝑟 varies linearly according to: 

Δ𝑇𝑟 =
𝜕𝑇𝑟

𝜕𝑇
Δ𝑇 = 𝜉Δ𝑇 

(1.2) 
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where 𝜉 is the “thermotransmittance coefficient”. Using a time-dependent thermal model 

for Δ𝑇, it is possible to determine the thermal properties of materials and interfaces (e.g. 

thermal conductivity, thermal boundary conductance, and heat capacity). The change in 

transmittance is related to the change in refractive index through the Fresnel equations.7 

Applying an infinitesimal change in temperature yields: 

𝑑𝑇𝑟

𝑑𝑇
=

4(1 − 𝑛)

(𝑛 + 1)3

𝑑𝑛

𝑑𝑇
 

(1.3) 

where 𝑛 is the index of refraction and 𝑑𝑛/𝑑𝑇 is defined as the thermo-optic coefficient, or 

the change in the index of refraction due to a change in temperature. Thus, the thermo-

optic coefficient can be determined by making pump-probe measurements at different 

temperatures. 

 

1.2 Thermal Transport 

 In non-metallic materials, heat is primarily carried by the vibrations of atoms.1-4 A 

collection of vibrating atoms gives rise to elastic waves that can propagate through the 

material.1-4 Similarly to how light has a spectrum of wavelengths, frequencies and energies, 

these modes of vibration make up a spectrum of wavelengths, frequencies and energies.1-4 

In a periodic crystal, we refer to these modes of vibration as phonons,1-4 while in an 

amorphous material we call them extendons.8 As an umbrella term, I will simply refer to 

“vibrational modes”, which I consider to encompass crystalline and amorphous materials 

as well as molecules and macromolecules. While in the classical description these 

vibrational modes are described as waves, it is often mathematically convenient to adopt 
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the quantum mechanical treatment of vibrational modes as particles; thus, vibrational 

modes are quasi-particles.1-4 

Each vibrational mode has an angular frequency 𝜔, wavevector 𝑘, and energy ℏ𝜔, 

where ℏ is the reduce Planck’s constant.1-4  The spectrum and number of vibrational modes 

that can exist in a material is often represented by the “density of states” (DOS).1-4 This 

DOS is commonly shown as a function of frequency. A large DOS at a given frequency 

(or state) means that many vibrational modes can occupy that frequency. A DOS of zero 

means no vibrational modes exist at that frequency. The occupation of each state is dictated 

by a statistical distribution function which is temperature dependent.1-4 Vibrational modes 

obey Bose-Einstein statistics:1-4 

𝑓𝐵𝐸(𝜔) =
1

exp (
ℏ𝜔
𝑘𝐵𝑇

) − 1
 

(1.4)

where 𝑘𝐵 is the Boltzmann constant. If we sum up all of the energy from each vibrational 

mode according to the Bose-Einstein distributed occupation of the DOS, we can calculate 

the thermal energy 𝑈𝑡ℎ in a material as follows:1-4 

𝑈𝑡ℎ = ∫ ℏ𝜔𝒟(𝜔)𝑓𝐵𝐸(𝜔, 𝑇)𝑑𝜔

𝜔

 

(1.5)

where 𝒟 is the DOS and 𝑇 is the temperature. Note, the summation over different branches 

and polarizations is implied in this introduction. Heat capacity is the ability of a material 

to store internal energy in response to a change in temperature. Mathematically, this is 

represented as the following:1-4 

𝐶 =
𝜕𝑈𝑡ℎ

𝜕𝑇
= ∫ ℏ𝜔𝒟(𝜔)

𝜕𝑓𝐵𝐸(𝜔, 𝑇)

𝜕𝑇
 𝑑𝜔

𝜔

 

(1.6)
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where the derivative only applies to the Bose-Einstein distribution since it is common to 

assume there are no other temperature-dependent terms at low and moderate temperatures. 

Temperature gradients exist within a material because the thermal conductivity, or 

the efficiency at which a quantity of heat can traverse a material, is finite.1-4 In other words, 

vibrational modes cannot carry heat indefinitely. In the particle picture, vibrational modes 

undergo “scattering events” which give rise to thermal resistance (finite thermal 

conductivity).1-4 Vibrational modes are scattered by primarily boundaries, disorder, and 

other vibrational modes.1-4 The average distance a vibrational modes travels between 

scattering events, 𝜆𝑀𝐹𝑃, is called the “mean free path”.1-4 A vibrational mode with mean 

free path 𝜆𝑀𝐹𝑃 traveling at velocity 𝑣 will have a scattering time of 𝜏 = 𝜆𝑀𝐹𝑃/𝑣.1-4 We can 

now define the thermal conductivity according to the kinetic theory of gasses:1-4 

𝜅 =
1

3
𝐶𝑣𝜆𝑀𝐹𝑃 =

1

3
∫ ℏ𝜔𝒟(𝜔)

𝜕𝑓𝐵𝐸(𝜔, 𝑇)

𝜕𝑇
𝑣(𝜔)𝜆𝑀𝐹𝑃(𝜔, 𝑇, 𝐿) 𝑑𝜔

𝜔

 

(1.7)

where 𝐿 is the critical dimension of the material in reference to boundary scattering. Note, 

we could easily substitute in scattering time instead of mean free path. 

A similar concept is used to describe the efficiency at which a quantity of heat can 

traverse an interface between two materials; this is called the “thermal boundary 

conductance” (sometimes referred to as “Kapitza conductance”).5-6 This is thermal 

boundary conductance is the proportionality constant between the heat flux across an 

interface, 𝑞, and the temperature drop near said interface Δ𝑇.5-6 Thus, we have the 

equation:5-6

𝑞 = ℎ𝐾Δ𝑇 (1.8)
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where ℎ𝐾 represents the thermal boundary conductance. In nanoscale materials systems 

where dimensions are on the order of or smaller than the mean free paths of the vibrational 

modes (~10 nm to 100 nm), the thermal boundary conductance will dictate the thermal 

transport characteristics. 

 

1.3 Optical Pump-Probe Thermometry Techniques 

The advancement of laser technology pushes the limit of what conditions are 

achievable in the laboratory and allows scientists to observe new and interesting 

phenomena. In the field of nanoscale heat transfer, pulsed lasers have been used for the last 

three decades to measure the thermal properties of materials using a pump-probe scheme,9-

13 with major developments taking place with the introduction of the famously-tunable 

titanium-sapphire laser. The pump-probe technique I use throughout this work is a two-

step measurement (excitation by the “pump” and detection by the “probe”) with a pulsed 

laser beam for both the pump and probe. The path length difference between the pump and 

probe beams, which is proportional to the temporal separation between pump and probe 

pulses, can be adjusted throughout the data collection process using a mechanical delay 

stage which translates a mirror through space. The temporal different between the arrival 

of pump and probe pulses is called the “delay time”. A pump pulse incident on the sample 

is absorbed, resulting in an excited state. In the excited state, the optical properties of the 

sample evolve, eventually relaxing back to the ground state. The reflection or transmission 

of a probe pulse incident on the sample is detected at different delay times during this 

excitation and relaxation process, providing a dataset in the time domain. In the limit of 
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negligible absorption of the probe beam and small temperature excursions from pump 

beam, the relationship between the reflectance and temperature rise is as follows: 

Δ𝑅 =
𝜕𝑅

𝜕𝑇
Δ𝑇 = 𝛽Δ𝑇 

(1.9)

where, 𝛽 is the thermoreflectance coefficient. Alternatively, making the same assumptions 

about the influence of the pump and probe, we can state this in terms of transmittance: 

Δ𝑇𝑟 =
𝜕𝑇𝑟

𝜕𝑇
Δ𝑇 = 𝜉Δ𝑇 

(1.10) 

 

where, 𝜉 could be called the “thermotransmittance” coefficient. 

Credit for the first application of this technique for thermal measurements is usually 

given to Paddock and Eesley who used the thermoreflectance to determine the thermal 

diffusivity of metal films and metallic alloys in 1986.9-10 While they called their experiment 

“transient thermoreflectance” (TTR), the name “time-domain thermoreflectance” (TDTR) 

is used by the nanoscale heat transfer community to distinguish the use of the out-of-phase 

signal from high repetition rate laser systems.14 It is worth mentioning that using the 

thermoreflectance to measure the thermal properties of a sample typically requires a thin 

metal film (e.g. ~100 nm aluminum) to act as a transducer, converting optical energy into 

thermal energy.15-17 Since Paddock and Eesley’s work, numerous groups have used 

improvements and variations of TDTR to explore thermal transport,18-21 electron-phonon 

coupling,22 magnon dynamics,23 and acoustic wave propagation.24-25 One such piece of 

work, which has been particularly influential to my research, was that of Huxtable et al. 

who used thermotransmittance measurements to observe the relaxation of vibrational 

energy in fullerene suspensions.26 By simply measuring the thermotransmittance rather 
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than the thermoreflectance, they were able to extend their measurement capabilities to 

include nanofluids and discard the requirement of a metal transducer layer. Although this 

technique has been called “transient absorption” in the past,26-29 I refer to this as “time-

domain thermotransmittance” to be consistent with the name of TDTR and to reflect the 

conceptual similarity of the two techniques. 

 

1.4 Applications 

Photothermal Therapy 

Photothermal therapy (PTT) is a medical technique in which particular cells are 

targeted and ablated using a photothermal agent (PTA) to convert light into heat.30-34 The 

challenge is in choosing a PTA which will only congregate at the desired target area, 

requires low energy light (usually near infrared) to avoid collateral damage, and effectively 

transduces optical energy into thermal energy.30-34 Characterizing these properties of 

potential PTAs has been the focus of much research in the last decade,30-34 progressing PTT 

to the clinical trial stage for cancer treatment.30-34 While the first advancements in PTT 

used gold nanorods as PTAs,30-34 organic molecules have recently received attention in 

nanoscale thermal transport studies.26, 35-36 The relevant property for these systems is the 

thermal boundary conductance between the PTA and its surroundings,26-29, 35-36 which 

indicates the ability to conduct heat between the PTA and the surrounding environment. 

The capability to engineer the thermal properties of PTAs would extend the conditions for 

which PTT can be applied. 
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Thermo-optic Switch 

 A material’s index of refraction dictates the transmittance and reflectance of light.7 

The ability to dynamically change the index of refraction of a material is widely exploited 

in optical modulators and switches for laser systems and fiber optics.37-41 The thermo-optic 

effect is the change in the refractive property of a material induced by a change in 

temperature.37-42 A material with a large enough thermo-optic coefficient can be used to 

fabricate a switching device that requires minimal input power.37-41 Thermo-optic 

variations of such switches are considered high performing due to their small size, 

scalability, and waveguide (fiber) compatibility. While polymers and silica are historically 

popular for thermo-optic switches,37-41 semiconductors and more exotic materials 

(proteins) have recently become attractive.37-42 The optical properties of such materials are 

highly tunable via a variety of fabrication techniques and processing conditions, allowing 

one to control the thermo-optic response of the switch.37-41 

  

Abnormal Cell Detection 

 The thermo-optic coefficient of materials has a nonlinear dependence on the 

crystalline fraction (the portion of the material that has a well-defined crystal structure 

versus a random amorphous structure).42 This relationship holds true for proteins.42 

Different tissues in the human body have different specializations, which is reflected in the 

types of proteins that the cells from that tissue produce.43 By characterizing the thermo-

optic response of different protein aggregates, a catalog can be created to identify cells of 

different types or detect cells with abnormalities. The thermo-optic coefficient can be 
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measured in a matter of minutes, possibly seconds, with a well-calibrated system.42 This 

type of characterization could be utilized as a type of screening for cell abnormalities 

prevalent in diseased tissue with the potential to produce results faster than traditional 

methods. 

 

1.5 Statement of Objectives and Scope 

 The major objectives of this work are to (1) determine the advantages and 

disadvantages of the TDTT technique versus the TDTR technique, (2) develop an 

understanding of the fundamental mechanisms of thermal transport in fullerene nanofluids, 

and (3) relate the measureable quantities in TDTT experiments on protein films and cell 

solutions to their properties and structure. While the systems studied in this thesis are 

limited (fullerene nanofluids, protein films, and cell solutions), the potential for the TDTT 

technique and the impact of these results are broad. The remainder of this thesis is 

organized as follows: 

 Chapter 2 All the thermal measurements in this work were conducted using time-

domain thermotransmittance (TDTT), an optical pump-probe thermometry 

technique well-suited for thermal measurements of nanoscale material systems. A 

derivation of the thermal model used for nanofluids is given. Sources of error are 

discussed. 

 Chapter 3 Diffusive thermal transport in fullerene solutions is demonstrated. The 

thermal boundary conductance between fullerene molecules and the surrounding 

liquid is discussed in terms of the bridging between vibrational modes in the 

molecule and the liquid. 
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 Chapter 4 TDTT measurements of protein films are related to the thermo-optic 

coefficient and the crystalline index. Measurements are compared to solutions of 

E. coli cells which have been programmed to overexpress corresponding protein 

varieties. The application for cancer screening is discussed. 

 Chapter 5 The major points of this thesis are summarized and the impact of these 

findings are discussed. Future projects are proposed based on these findings. 
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Chapter 2 

Measurement Method:  Time-Domain 

Thermotransmittance 

2.1 Background 

In Chapter 1, I briefly introduced pump-probe thermometry techniques. Time-

domain thermoreflectance (TDTR) has become a standard in the nanoscale heat transfer 

community for measuring the thermal transport in thin films and across interfaces.11-13 

Although Paddock and Eesley’s original measurements in 1986 used two dye lasers to form 

the pump and probe beams,9-10 a single Ti:Sapphire laser is now used in TDTR (first major 

improvements by Cahill and coworkers in 2002)13 for its spectral tunability, short pulse 

widths (~150 fs), stability, low amplitude noise, and high power output. Cahill et al. made 

several improvements including a geometry which allowed for a single objective lens to 

focus the pump and probe beams, a charge-coupled device (CCD) camera to visualize the 

beam spots on the sample, and an inductive resonator in series with the photodetector to 

increase the signal-to-noise ratio (SNR).12-13, 15, 44-47 This thermoreflectance setup was 

modified by Wilson et al. in 2002 to accommodate transmission measurements and used it 

to make the first time domain thermotransmittance (TDTT) measurements of nanofluids.29 

In 2008, Schmidt et al. developed a system with two distinct features:  a frequency-



   22 

 

22 

 

doubling bismuth triborate (BiBO) crystal to convert the 800 nm wavelength pump beam 

to 400 nm and reduce optical noise, and beam expander lens pair to increase the size of the 

probe beam along the delay stage and minimize divergence of the probe.17, 48-49 We have 

built a pump-probe system in the ExSiTE Lab at the University of Virginia that 

incorporates features from the systems listed above, creating a state-of-the-art setup which 

I have used for all of the measurements in this thesis. 

 

2.2 Experimental Setup 

A schematic with the major components of our TDTT system is shown in Figure 

2.1. The system begins with a seeded Ti:Sapphire laser which emits a train of ~100 fs 

pulses at a repetition rate of 80 MHz (12.5 ns between pulses) with a spectral output 

centered at 800 nm (~10 nm FWHM) and an average power of ~2 W. The beam is passed 

through an optical isolator to prevent back reflections from destabilizing the laser, after 

which several mirrors are used to raise the beam to a more convenient working height (not 

shown). One of the output ports of the isolator is collected with a spectrometer to monitor 

the spectral output of the laser. The beam is then divided into the pump and probe beams 

using a 𝜆/2 waveplate and a polarizing beam splitting (PBS) to control what fraction of 

light is designated for each path.  

The probe beam, which will ultimately be detected to make the measurement, is 

always aligned first as it is more convenient to overlay the pump beam once the detection 

optics are aligned. Once concern for long optical path lengths is divergence of the beam, 

which results in an inconsistent TDTT measurement.48 Since the degree of divergence is  
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Figure 2.1. A schematic with the main components of the TDTT system. The pulse train 

from the Ti:Sapphire laser is split into pump and probe beams. The pump beam is amplitude 

modulated by the EOM, resulting in a modulated heating event on the sample. Probe pulses 

are varied in delay time using the delay stage, allowing time domain information to be 

collected. The two-color scheme (blue pump, red probe) alleviates optical noise from the 

pump entering the photodetector. 

 

inversely proportional to the size of the beam, a large beam diameter is desired.48 A pair of 

lenses is used expand the diameter of the probe beam before it enters the delay state. This 

is later reversed with another lens pair after the delay stage (expanding/compressing lenses  

not shown). A PBS directs the probe to the delay stage which consists of a retroreflector 

on a motorized stage. A 0° mirror and a 𝜆/4 waveplate return the probe to the delay stage 

such that the previous PBS will now transmit, rather than reflect, the incoming probe beam. 

This double-pass delay stage arrangement allows for delay times up to ~7 ns (~2 m path 

length difference) with resolution limited by the pulse width (~100 fs). Another 𝜆/2 

waveplate and PBS are used both as a final knob to control the probe power and to direct 

the probe towards the sample. An objective lens equipped with a ring light focuses the 

probe onto the sample, after which another lens focusses the transmitted probe beam onto 

a photodetector. 
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The pump beam is first sent through an electro-optic modulator (EOM) which 

applies a square-wave modulation to the amplitude of the pump beam intensity at 

frequencies up to ~20 MHz. This in turn causes a modulated heating event on the sample, 

which results in a modulation of the transmitted probe beam. After the EOM, the pump is 

focused onto the BiBO using a lens, converting a portion of the pump beam into 400 nm 

light. The beam is then collimated using another lens and the remaining 800 nm light is 

removed with a red filter. Similarly to the probe, a 𝜆/2 waveplate and PBS are used to 

control the pump power. Then, a dichroic mirror, which transmits the 800 nm light of the 

probe but reflects the 400 nm light of the pump, steers the pump to the objective lens in 

such a way that it overlaps with the probe spot on the sample. Any pump light that transmits 

through the sample is filtered out using a blue filter before the photodetector. 

Before measurements, the sample is brought to the focal plane of the objective lens 

using a multi-axis stage. The spots size of the pump and probe at this position are 

predetermined using a commercial beam profiler (Thorlabs BP209-VIS/M). Typical 1/𝑒2 

radii for the pump and probe are ~20 and 10 𝜇m, respectively; although these can be 

adjusted using the compressing lens pair for the probe and the lens after the BiBO for the 

pump. For small spot sizes (< 5 𝜇m), a knife-edge measurement may be more accurate; 

however, using large spot sizes like those mentioned above reduces the effects varying spot 

size or shape.7, 14-15 Backreflected light from the sample is utilized for visualizing the pump 

and probe spots on the sample with a CCD camera. Rail mounting is used to keep the 

focusing lens, blue filter, and photodetector aligned with the probe after the sample. The 

pump and probe can be overlapped by steering the pump with the dichroic mirror in 
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conjunction with the beam profiler, CCD camera, or by maximizing the magnitude of the 

detected thermotransmittance signal. 

Detecting a thermotransmittance signal from a photodetector requires the use of a 

lock-in amplifier.15-17 This is because the change in transmittance with temperature is 

extremely small (< 10−4), and the signal from this change is lost in the large “direct 

current” (DC) background of the transmitted probe beam.7, 14-15 Using the same signal that 

drives the EOM to modulate the pump as a reference signal, a lock-in amplifier allows us 

to detect the phase and amplitude of signals at this same frequency.7, 14-15 To improve the 

SNR even further, an inductive resonator is used in series with the photodetector to filter 

out additional unwanted components of the signal, leaving only the fundamental sinusoid; 

this inductive filter also increases the Q-factor of the resonant circuit use for detection by 

a factor of ~10.25 An example of this idealized heat input and measured response is shown 

in Figure 2.2. 

The lock-in amplifier is a phase sensitive detection system which requires a 

reference signal (the signal driving the EOM) to detect measured responses (probe beam 

input to the photodetector) at the same frequency of the reference.50 The lock-in provides 

the magnitude and phase shift of the measured signal compared to the reference signal or, 

alternatively, the magnitude and phase can be deconstructed from the phasor information 

into in-phase and out-of-phase signals, 𝑉𝑖𝑛 and 𝑉𝑜𝑢𝑡, respectively.50 Because the electronics 

used in the setup add an additional phase offset to the measurement, using 𝑉𝑖𝑛 and 𝑉𝑜𝑢𝑡 

requires an additional step in the post processing of the gathered data to correct the phase 

information. 7, 14-15 Typically, 𝑉𝑖𝑛 is thought of as the “impulse response” of the signal while 

𝑉𝑜𝑢𝑡 is considered the “frequency response”. This is because 𝑉𝑖𝑛 carries information  
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Figure 2.2. A representation of the modulated heating event and modulated response of 

the sample. The pump pulses incident on the sample are shown as blue stem open circles. 

The fundamental harmonic from the modulation of the pump beam is shown as a blue 

dashed line connecting the pump pulses. This results in the temperature response 

represented by a black solid line. Note that the temperature response is slightly shifted in 

phase. The probe pulses arrive at a later time delay and are shown as red stem solid circles. 

The lock-in amplifier detects a sinusoid, represented as a red dotted line, created by the 

modulated response of the probe beam due to the modulated temperature response of the 

sample. 

 

reflecting the excitation and relaxation of the system due to a single pump pulse, while 𝑉𝑜𝑢𝑡 

holds information about the accumulation of multiple pump pulses on a longer time scale.7, 

14-15 For the work in this thesis, I will primarily focus on the impulse response (𝑉𝑖𝑛); 

however, it is worth mentioning that the reason TDTR is so powerful is because both 𝑉𝑖𝑛 

and 𝑉𝑜𝑢𝑡 can be used simultaneously to determine different thermal properties.7, 14-15 
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2.3 Analysis of a Spherical Nanofluid 

 In a TDTT measurement, there are several energy transport regimes.27, 29, 35, 51-52 

We will consider the case of a spherical nanoparticle in an optically transparent fluid.11, 18-

21 Initially, the pump pulse is absorbed by electrons in the nanoparticle, creating a 

population of hot electrons.11, 18-21 The electronic system equilibrates within one 

picosecond.11, 18-21 A nonequilibrium exists between electrons and vibrational modes in the 

nanoparticle, which lasts for several picoseconds.11, 18-21 Finally, vibrational relaxation 

occurs from the nanoparticle into the surrounding fluid.11, 18-21 It is this last regime that has 

been the focus of my work in this thesis. The thermotransmittance signal from the probe 

measures the change in the nanoparticle temperature in response to the heat input by the 

pump. In this section, I will derive the thermal response of a nanoparticle in a fluid by 

solving the heat diffusion equation. 

 The heat input from the pump is a function of the time varying power absorbed by 

the nanofluid and can be written as:15-17, 53 

𝑄𝑝𝑢(𝑡) = 𝐴 𝐺(𝑡) (2.1)

where 𝐴 is a constant representing an areal density [m-2], 𝑄𝑝𝑢(𝑡) has units of [W m-2] and 

𝐺(𝑡) has units of [W] and has the form:15-17, 53 

𝐺(𝑡) = 𝛼𝐸 exp(𝑖𝜔𝑚𝑜𝑑𝑡) ∑ 𝛿(𝑡 − 𝑛Γ)

+∞

𝑛=−∞

 

(2.2)

where 𝛼 is the absorptivity of the nanofluid, 𝐸 is the energy per pump pulse, 𝜔𝑚𝑜𝑑 is the 

angular modulation frequency, and Γ is the time between pulses (12.5 ns). The summation 

is to account for the effect of individual pulses of the pump beam. We consider the heat 

diffusion equation in spherical coordinates for a spherically symmetric system as shown in  
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Figure 2.3. A spherical nanoparticle of radius 𝑟𝑛𝑝 in a fluid. The nanoparticle is colored 

red and the fluid is colored light blue. At any given time, the temperature within the 

nanoparticle is spatially constant. For radial distances greater than the nanoparticle radius, 

there exists a temperature gradient due to the diffusion of heat from the nanoparticle into 

the fluid. 

 

Figure 2.3. In this scenario, the nanoparticle is small enough that we may assume that the 

thermal gradient within the particle is negligible.26-27, 29, 36 However, in the fluid there is a 

spherically symmetric thermal gradient.26-27, 29, 36 We will first determine the temperature 

field in the fluid. 

 In the time domain, the spherical heat equation with spherical symmetry is given 

by:54-55 

𝐷 (
𝜕2𝑇(𝜌, 𝑡) 

𝜕𝜌2
+

2

𝜌

𝜕𝑇(𝜌, 𝑡)

𝜕𝜌
 ) =

𝜕𝑇(𝜌, 𝑡)

𝜕𝑡
 

(2.3)

where 𝐷 is the thermal diffusivity of the fluid, 𝑇(𝜌, 𝑡) is temperature, 𝜌 is the spherical 

spatial coordinate, and 𝑡 is time. It is mathematically convenient to write this in terms of 

the product 𝜃(𝜌, 𝑡) = 𝑇(𝜌, 𝑡)𝜌:54-55 



   29 

 

29 

 

𝐷
𝜕2𝜃(𝜌, 𝑡)

𝜕𝜌2
=

𝜕𝜃(𝜌, 𝑡)

𝜕𝑡
 

(2.4)

A straightforward solution to this partial differential equation is found by first taking the 

Laplace transform to switch from the time domain to the frequency domain:54-55 

𝐷
𝜕2�̃�(𝜌, 𝜔)

𝜕𝜌2
= 𝑖𝜔�̃�(𝜌, 𝜔) 

(2.5)

The tilde symbol “~” on top of a variable will be used to denote functions that have been 

transformed to the frequency domain via a Laplace transform �̃� = ℒ{𝑦(𝑡)}. Now we 

define: 

𝑞2 = 𝑖𝜔/𝐷 (2.6)

and rearrange the heat equation: 

𝜕2�̃�(𝜌, 𝜔)

𝜕𝜌2
= 𝑞2�̃�(𝜌, 𝜔) 

(2.7)

which has a solution of the form:54-55 

�̃�(𝜌, 𝜔) = 𝑎 exp(𝑞𝜌) + 𝑏 exp(−𝑞𝜌) (2.8)

where 𝑎 and 𝑏 are constants. We can immediately determine that 𝑎 = 0 because the 

solution is physically limited to finite temperatures in the limit that 𝜌 approaches infinity. 

We impose the boundary condition that the fluid approaches temperature �̃�𝑓(𝜔) on the 

fluid side of the nanoparticle/fluid interface: 

�̃�(𝜌 = 𝑟𝑛𝑝
+ , 𝜔) = �̃�𝑓(𝜔)𝑟𝑛𝑝 = 𝑏 exp(−𝑞𝑟𝑛𝑝) (2.9)

where 𝑟𝑛𝑝
+  denotes the fluid side of the interface. We can now determine 𝑏: 

𝑏 = �̃�𝑓(𝜔)𝑟𝑛𝑝 exp(𝑞𝑟𝑛𝑝) (2.10)

and the solution for the temperature field in the fluid: 

�̃�(𝜌, 𝜔) = �̃�𝑓(𝜔)𝑟𝑛𝑝 exp(𝑞𝑟𝑛𝑝) exp(−𝑞𝜌) (2.11)
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Rearranging this equation and separating the product �̃�(𝜌, 𝜔) = �̃�(𝜌, 𝜔)𝜌 yields:27, 29 

�̃�(𝜌 > 𝑟𝑛𝑝, 𝜔) =
�̃�𝑓(𝜔)𝑟𝑛𝑝

𝜌
exp (−𝑞(𝜌 − 𝑟𝑛𝑝)) 

(2.12)

 We now apply an energy balance to the energy stored in the nanoparticle, the energy 

lost to the surrounding fluid, and the energy absorbed from the pump in order to relate 

�̃�𝑓(𝜔) to the temperature of the nanoparticle �̃�𝑛𝑝(𝜔):27, 29 

𝑖𝜔
4𝜋

3
𝑟𝑛𝑝

3 𝐶𝑛𝑝�̃�𝑛𝑝(𝜔) + 4𝜋𝑟𝑛𝑝
2 �̃�𝐵𝐷 − �̃�𝑝𝑢(𝜔) = 0 

(2.13)

 

where 𝐶𝑛𝑝 is the heat capacity of the nanoparticle, �̃�𝐵𝐷 is the heat flux across the 

nanoparticle/fluid interface, and �̃�𝑝𝑢(𝜔) is the transformed heat input from the pump given 

by:15-17, 53 

�̃�𝑝𝑢(𝜔) = 𝐴 �̃�(𝜔) = 𝐴 
2𝜋𝛼𝐸

Γ
∑ 𝛿(𝜔 − 𝜔𝑚𝑜𝑑 − 𝑛𝜔𝑟𝑒𝑝)

+∞

𝑛=−∞

 

(2.14)

where 𝜔𝑟𝑒𝑝 is the angular repetition frequency of the Ti:Sapphire laser. The heat flux across 

the nanoparticle/fluid interface is defined as:27, 29 

�̃�𝐵𝐷 = ℎ𝐾 (�̃�𝑛𝑝(𝜔) − �̃�𝑓(𝜔)) (2.15)

where ℎ𝐾 is the thermal boundary conductance of the nanoparticle/fluid interface. 

Continuity of the heat flux in the fluid requires:27, 29 

�̃�𝐵𝐷 = −𝜅𝑓

𝑑�̃�(𝜌, 𝜔)

𝑑𝜌
|

𝜌=𝑟𝑛𝑝
+  

 
(2.16)

where 𝜅𝑓 is the thermal conductivity of the fluid. Taking the derivative of our solution for 

the temperature field in the fluid with respect to 𝜌 at 𝜌 = 𝑟𝑛𝑝 yields:27, 29 

𝑟𝑛𝑝�̃�𝐵𝐷 = �̃�𝑓(𝜔)(1 + 𝑞𝑟𝑛𝑝)𝜅𝑓 (2.17)
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We now have three equations at our disposal to write an expression for �̃�𝑛𝑝 in terms of 

materials properties and the heat input from the pump: 

�̃�𝑛𝑝(𝜔) =
�̃�𝑝𝑢(𝜔)

[(𝑖𝜔
4𝜋
3 𝑟𝑛𝑝

3 𝐶𝑛𝑝) + (4𝜋𝑟𝑛𝑝
2 ℎ𝐾 (1 −

𝑟𝑛𝑝ℎ𝐾

𝑟𝑛𝑝ℎ𝐾 + (1 + 𝑞𝑟𝑛𝑝)𝜅𝑓

))]

 
(2.18)

The in-phase signal 𝑉𝑖𝑛(𝑡) in the time domain is retrieved by taking the inverse Laplace 

transform which requires summing over the pump pulses or , equivalently, over all complex 

thermal wavelengths 1/𝑞:27, 29 

𝑉𝑖𝑛(𝑡) = 𝐴 ∑ (�̃�𝑛𝑝 (
𝑞

Γ
+ 𝜔𝑚𝑜𝑑) + �̃�𝑛𝑝 (

𝑞

Γ
− 𝜔𝑚𝑜𝑑)) exp (

𝑖2𝜋𝑡𝑞

Γ
)

+∞

𝑞=−∞

 

(2.19)

where the constant 𝐴 has been pulled out front and practically is used as a scaling factor. 

 

2.4 Sources of Error 

 Alignment and collimation are decidedly important to the accuracy of a TDTT 

measurement. Our setup uses mirrors and irises liberally for facile and consistent 

alignment. As mentioned above, a beam profiler is used to measure the pump and probe 

spot radii which are typically ~20 and 10 𝜇m, respectively. These large spot sizes have the 

benefit of minimizing the effects of varying spot size or shape. Further, even though these 

spot sizes are large, the high output power of our Ti:Sapphire laser allows us to maintain a 

substantial fluence. Variation in the in-phase signal (𝑉𝑖𝑛) with no heating by the pump is 

on the order of ~0.1 𝜇V while the measured 𝑉𝑖𝑛 during measurements range from ~1 to 100 

𝜇V, depending on the powers used and material properties of the sample. This is a SNR 

greater than 10 and usually much higher. 
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 The variation in 𝑉𝑖𝑛 comes from several sources of noise. While some sources are 

unavoidable, such as Johnson and shot noise,56 others can be strategically minimized. The 

principle noise source is electronic 1/𝑓 noise, which is a spectral noise distribution arising 

from fluctuations in the probe intensity around the reference frequency as detected by the 

lock-in amplifier.57 As the name suggests, 1/𝑓 noise is inversely proportional to 

frequency.57 Thus, a high modulation frequency of 10 MHz will have a much lower noise 

floor than a modulation frequency of 1 MHz. Note, 1 MHz measurements are certainly 

possible and the SNR can be improved by using a slower lock-in time constant to reduce 

the measurement bandwidth. The upper limit to the modulation frequency is determined 

by the repetition rate of the laser (𝑓𝑚𝑜𝑑 ≤ 𝑓𝑟𝑒𝑝/2).58 

 Radio frequency (RF) noise is caused by external RF sources which can be picked 

up due to the antenna-like nature of Bayonet Neill-Concelman (BNC) cables, causing an 

added offset to the measured signal.59 Furthermore, any objects that move into proximity 

of the BNC cables can change the surrounding electro-magnetic field and change this 

offset.59 A simple solution to this issue is create an RF choke by winding the BNC cables 

around a ferrite toroid.59 This effectively creates an inductor which blocks high frequency 

signals from RF interference (~5 MHz and higher).59 Any remaining RF noise and other 

DC offsets can be subtracted from the lock-in signal before a measurement is made as long 

as they are constant. 

 Lastly, optical noise is also of concern, especially in systems that use the same 

wavelength for both the pump and probe beams. Because the modulation of the pump is so 

strong compared to the probe, and scattered pump light entering the photodetector will 

overwhelm the signal. However, this is easily avoidable in our two-color setup using a blue 
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filter to remove the pump before the photodetector. Scattered pump light can be taken into 

account by making a measurement with the probe beam blocked and subtracting this from 

a normal measurement.   
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Chapter 3 

Thermal Transport in Fullerene 

Solutions 

3.1 Background 

Since their discovery in the 1980s,60 fullerenes and fullerene derivatives have been 

studied for their superior structural, chemical and transport properties, leading to 

applications in a range of fields including thermoelectric61-65 and photovoltaic66-71 devices, 

chemical storage and synthesis,72-75 medicine,74-78 and nanomechanical devices,79-81 to 

name a few. Despite this potential, fullerenes have been far surpassed for (electronic) 

device applications by their allotropic relatives, carbon nanotubes and graphene, both of 

which can be found in industrial products.82 The principal application of fullerenes has 

been as an n-type semiconductor for organic photovoltaics research, primarily employing 

the fullerene derivative [6,6]-phenyl C61 butyric acid methyl ester (PCBM).66-67, 69-70, 83-86 

Recently, it was discovered that PCBM displays an unparalleled, ultra-low thermal 

conductivity for a condensed solid, a remarkable 0.03 – 0.06 W m-1 K-1 at room 

temperature.87-89 This desirable property provides an exciting trajectory for fullerene-based 

materials, opening the door for thermal management and thermal-based devices, e.g., 

thermoelectric materials, thermionics, and nanoscale thermal barrier coatings. The origin 
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of this further reduction of PCBM over bare C60 (factor of 2-3 lower thermal conductivity) 

is thought to be due to the localization of vibrational energy caused by the attachment of 

the functional group.88-91 Thus, understanding the energetic relaxation mechanisms in 

fullerene derivatives and across their interfaces is of critical importance in order to 

understand the physical basis underlying their thermal transport properties. 

To better understand these thermal transport pathways, the relaxation of photo-

excited fullerenes and the resulting characterization of their relaxation processes and 

thermal transport properties have been the focus of considerable research in the last 

decade.26, 88-89, 91-95 The thermal transport processes in fullerene derivatives, which here we 

define as C60 with molecular functional groups, have received far less attention. The 

vibrations contributing to the thermal transport properties of fullerenes consist of 

predominantly localized modes (commonly referred to as Einstein oscillations),96 which 

been ascribed as the primary mechanism responsible for the ultra-low thermal 

conductivities observed in fullerene and fullerene-derivative thin films.88-91 The interplay 

between these localized modes in energy exchange with a liquid environment is the focus 

of this report; specifically, we aim to answer the question: how do functional groups alter 

the thermal relaxation of excited fullerene derivatives into liquid surroundings?  

Understanding how fullerene derivative structures affect the vibrational mode coupling 

across molecular-based interfaces yields fundamental insight into the energy transport 

mechanisms in fullerene derivatives.  Furthermore, this study advances the physical insight 

into heat transport across solid/liquid interfaces, elucidating the role of vibrational states 

of functional groups that affect thermal boundary conductance (ℎ𝐾). 
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The vibrational coupling driving ℎ𝐾 has been extensively studied and is influenced 

by the material properties of the solids comprising the interface as well as the interfacial 

properties.5 For example, ℎ𝐾 has been experimentally controlled via roughness,97-99 

interfacial mixing,100-101 impurities,102-104 and chemical bonding.105-111 Most works 

involving chemical bonding observe no relationship between the characteristics of the 

molecule and the interfacial conductance, suggesting that thermal transport in the molecule 

itself is ballistic. Gaskins et al. has previously shown that the addition of 

henicosafluorododecyl-phosphonic acid (F21PA) molecules between various metals and 

sapphire results in a 40% reduction in ℎ𝐾 compared to the addition of other phosphonic 

acid molecules and the same interface without phosphonic acid molecules.106 In other 

words, thermal transport across the F21PA molecules is not ballistic, and the intrinsic 

vibrational properties of the molecule affects ℎ𝐾. This work suggested that there are cases 

in which the spectral features in the vibrational density of states (VDOS) of an interfacial 

molecular layer can be exploited to manipulate ℎ𝐾. More specifically, when thermal 

transport in a molecule is diffusive, chemical functionalization can be used to tailor the 

vibrational modes available to conduct heat from one material to another.  

The addition of molecules at interfaces can also serve to impact the bonding 

environment, which ultimately affects ℎ𝐾.105-111 At solid/liquid interfaces, chemical 

bonding has been shown, both experimentally112-115 and with molecular dynamics (MD) 

simulations,116-118 to alter ℎ𝐾 via the coupling of low frequency modes. The addition of an 

interfacial layer of molecules can affect the local VDOS near the interface but thermal 

transport within the molecule may still be ballistic. Contrastingly, as mentioned above, 

Gaskins et al. demonstrated diffusive transport across the molecular layers where the 



   37 

 

37 

 

intrinsic vibrational properties of the molecule provide a distinct channel for heat 

conduction.106 In this regard, studies of mode coupling due to chemical moieties at 

fullerene derivative/liquid interfaces has been limited to simulations.94-95 Due to the results 

of these simulations94-95 and the previous experimental work from Gaskins et al.,106 we 

expect thermal transport in fullerene derivatives to be diffusive (i.e., the vibrational modes 

in the functional group are thermally activated) and hypothesize that ℎ𝐾 is dictated by the 

presence of specific low frequency vibrational modes. 

In this work, we conduct transient absorption measurements in dilute fullerene 

derivative solutions, measuring the relaxation pathways with picosecond resolution.  Based 

on the temporal relaxation of the excited fullerenes, we determine ℎ𝐾 between the fullerene 

derivative molecules and the surrounding liquid, which, for the various molecules studies 

here, range from ~13 to 63 MW m-2 K-1, depending on the structure and size of the 

functional group.  We show a strong correlation between the increase in density of states 

of low frequency vibrations in the fullerene derivatives, which depends on the vibrational 

modes contributed by the functional group, and the aforementioned increase in ℎ𝐾 across 

the fullerene derivative and the liquid. More specifically, the presence and population of 

low frequency modes in the fullerene molecules (i.e., those below ~6 THz) dictate the 

conductance of vibrational energy into the surrounding liquid. In this context, the phenyl-

ester functional groups (which are terminated with alkane chains) show a strong increase 

in ℎ𝐾 with increasing chain length, suggesting the evidence of diffusive scattering in the 

functional moiety of these fullerene molecules. Furthermore, consistent with previous 

simulations showing low frequency modes directly coupling to the liquid,94-95 our results 

suggest the enhancement in low frequency vibrations due to the addition of functional 
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groups increases the direct coupling of vibrations from the molecules to the liquid 

environment, creating an additional pathway for heat conduction across the fullerene/liquid 

interface. Moreover, measurements on indene-functionalized fullerenes do not show an 

enhancement in ℎ𝐾 compared to a non-functionalized fullerene (C60). This can be attributed 

to the fact that indene-functionalized fullerenes do not exhibit as large of a low frequency 

mode enhancement relative to bare C60 as compared to the phenyl-ester moieties, which 

further supports our conclusions regarding low frequency mode coupling of the molecules 

directly to the liquid as an additional pathway for heat flow. 

 

3.2 Fullerene Solutions 

The solutions were composed of six different solutes, which were purchased from 

Sigma Aldrich in powder form, and chlorobenzene and ortho-dichlorobenzene (ODCB) as 

a solvent (Figure 3.1). The thermal conductivities of the solvents are both ~0.125 W m-1 

K-1 (Ref. 119).  We used an optically transparent solvent to make dilute fullerene solutions 

ensuring that our experiment is most sensitive to the transient absorption of singular 

fullerene molecules. Solutes included C60, indene-C60 monoadduct (ICMA), indene-C60 

bisadduct (ICBA), [6,6]-phenyl C61 butyric acid methyl ester PCBM, [6,6]-phenyl C61 

butyric acid butyl ester (PCBB), and [6,6]-phenyl C61 butyric acid octyl ester (PCBO). All 

solutions were prepared at concentrations of 0.2 mM, at which we can assume 

monodispersity; that is, no aggregates are formed. At this concentration, the fullerene 

molecules are monodispersed yet the concentration is high enough to absorb a detectable 

amount of light for our pump-probe experiment. We measure the change in absorption via 

the time domain thermotransmittance (TDTT) approach.13, 17, 26, 29, 35, 120 
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Figure 3.1. Samples in this study were 0.2 mM solutions composed of one of six different 

fullerene derivatives as the solute and one of two organic liquids as the solvent. Fullerenes 

include bare C60, indene-functionalized buckyballs indene-C60 monoadduct and bisadduct 

(ICMA and ICBA), and phenyl-ester-functionalized buckyballs [6,6]-phenyl C61 butyric 

acid methyl ester, butyl ester, and octyl ester (PCBM, PCBB, and PCBO). Liquids include 

chlorobenzene (CB) and ortho-dichlorobenzene (ODCB). 

 

In our analysis, we assume that the fullerene molecules are not influenced by each 

other and no aggregates are formed. To justify this assumption we perform our thermal 

measurements at several concentrations (1 mM, 0.2 mM and 0.05 mM). It should be noted 

that Huxtable et al. measured 1 mM solutions of higher order fullerenes in toluene after 

vigorous centrifugation and found no difference in optical density between the supernatant 

and the original suspension.26 Since functionalization generally increases the solubility of 

fullerenes74, 121-123 and fullerenes have higher solubilities in 1,2-dichlorobenzene 

(ODCB),72, 121-122 we test the least soluble case, bare C60 in chlorobenzene, which has a 

solubility, S, of 6.35 mg/mL.121-122 We find that the relaxation times are the same for 

concentrations of 0.05 mM and 0.2 mM but not 1.0 mM, indicating that 0.2 mM solutions 

are sufficient to avoid aggregation effects. Again, functionalized fullerenes have higher 

solubilities (e.g., PCBM in chlorobenzene, S = 45 mg/mL),121-122 as do fullerenes in ODCB 
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(e.g., C60 in ODCB, S = 22.9 mg/mL).121-122 Thus, we are confident that our assumption of 

monodispersity is justified for all of the solutions examined here. 

 

3.3 Relaxation Time Measurements 

We monitor the change in absorption via a time domain thermotransmittance 

(TDTT) approach described in Chapter 2. The change in transmissivity of the probe beam 

at the frequency of the modulated heating event is monitored using a lock-in amplifier. The 

in-phase signal from the lock-in amplifier is representative of the impulse-response of the 

sample, i.e., the excitation and relaxation following pump pulse absorption.17 Absorption 

of photons in organic molecules is driven by conjugated π-electrons.124 At wavelengths of 

400 nm and above, the widely accepted Woodward-Fieser rules125-126 exclude the 

chlorobenzene and ortho-dichlorobenzene molecules that compose the liquid and the 

functional groups on C60 as sources of absorption. Thus, we can assume that the π-electrons 

within the buckyballs themselves are the absorbing agents in our solutions. Pumped 

electrons occupy excited states which relax via radiative (photon emission) and 

nonradiative (vibration coupling) processes.127 Ultrafast pump-probe experiments show 

electron-vibration coupling occurs on sub-picosecond time scales while excited singlet and 

triplet lifetimes are on the order of nanoseconds and microseconds, respectively, and are 

dependent on the functionalization of C60 and the solvent.127 Therefore, this suggests that 

the relaxation we observe during our TDTT measurements are indicative of a vibrational 

relaxation, as shown in previous works.26, 94-95 Beam powers and spot diameters used were 

30 mW at 40 µm and 15 mW at 25 µm for the pump and probe, respectively. We observe 
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the excitation of fullerene molecules in solution due to the absorption of photons from 

pump pulses followed by their relaxation for up to 5.5 ns after excitation. 

Example data from a TDTT measurement is shown in Figure 3.2. The initial peak 

is the excitation of fullerene electrons due to absorption of the pump pulse. Electrons 

equilibrate amongst themselves in the first few picoseconds (note, this is not 

recombination, as recombination rates are on the order of nanoseconds or longer).127-134 

The following vibrational relaxation (cooling) is the dominating effect observed as the 

decay of the TDTT signal for the next few hundred picoseconds. This thermal relaxation 

rate has been measured experimentally and computationally for higher order fullerenes, 

and ranges from ~10 to 200 ps with a strong dependence on functionalization.26, 94-95 

Although a complete analytical solution to the heat diffusion equation derived in the 

previous chapter can be applied to the data, a much simpler approach stemming from an 

analysis of the dominating thermal resistor was used here. More details are given in the 

next section. We normalize the in-phase signal at a time delay of 10 ps and fit the 

experimental data with a biexponential decay function 

𝑓(𝑡) = 𝐴1 exp(−𝑡/𝜏1) + 𝐴2 exp(−𝑡/𝜏2) + 𝐴3 (3.1)

at times t > 10 ps, where the first term is used to model the vibrational relaxation, the 

second to capture electronic effects, and the third is to account for the background (or 

baseline) absorbance. An example of the raw data (main figure) and model fit (inset) are 

shown in Figure 3.2. The resulting time constants for the vibrational and electronic terms 

are shown in Figure 3.3. Notice that the electronic time constant is dependent on the pump 

fluence. This is indicative of an electronic process, specifically depletion of the ground 

state. We do not see this dependence on the vibrational time constant, which provides 
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Figure 3.2. The main figure shows the raw data from a TDTT scan on the PCBM/ODCB 

solution. After the initial pump excitation, we observe biexponential behavior, a fast 

relaxation followed by a slow one. We normalize the data after the initial peak (~10 ps) 

and fit a biexponential decay curve. The inset shows the normalized data (open circles) 

with the biexponential model function (solid line). The measured signal continues to relax 

at a constant rate for the remainder of the TDTT scan (out to 5.5 ns, not shown). 

 

further evidence that the measured relaxation times are representative of a vibrational 

process. 

 

3.4 Analysis of Thermal Boundary Conductance 

We can gain an understanding of the dominant thermal resistor in a nanofluid by 

considering a system controlled by the thermal boundary conductance ℎ𝐾 and a system 

controlled by the thermal effusivity of the fluid 𝜅𝑓𝐶𝑓.26-27, 29 In the latter case, we assume  
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Figure 3.3. The second time constant corresponds to an electronic recombination time. The 

inset here shows the measured relaxation time as a function of pump power for which we 

observe an inverse relationship. We do not observe a dependence on solvent. 

 

ℎ𝐾 → ∞ and the relaxation time of the nanoparticle 𝜏𝑑 can be found by equating the energy 

of the nanoparticle 𝐶𝑛𝑝𝑉 to energy of the surrounding fluid 𝐶𝑓𝑉, where the control volume, 

V, of the surrounding fluid is defined within a thickness of the thermal diffusion length 

𝑙𝑑 = √𝐷𝑓𝜏𝑑 and 𝐷𝑓 = 𝜅𝑓/𝐶𝑓 is the thermal diffusivity of the fluid. Thus we have:26-27, 29 
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4

3
𝜋𝑟𝑛𝑝

3 𝐶𝑛𝑝 = 4𝜋𝑟𝑛𝑝
2 𝑙𝑑𝐶𝑓 

(3.2)

where 𝑟𝑛𝑝 is the radius of the nanoparticle. Inserting the defined thermal diffusion length 

and thermal diffusivity, we can solve for the relaxation time in the thermal effusivity 

controlled regime: 

𝜏𝑑 =
𝑟𝑛𝑝

2 𝐶𝑛𝑝
2

9𝐶𝑓𝜅𝑓
 

(3.3)

 If the thermal boundary conductance is dominant, then the relaxation time of the 

nanoparticle 𝜏𝐵𝐷 is found by equating energy stored in the nanoparticle to the energy 

transferred across the nanoparticle/fluid interface:26-27, 29 

4

3
𝜋𝑟𝑛𝑝

3 𝐶𝑛𝑝 = 4𝜋𝑟𝑛𝑝
2 ℎ𝐾𝜏𝐵𝐷 

(3.4)

and solving for the relaxation time 𝜏𝐵𝐷 in the thermal boundary conductance controlled 

regime: 

𝜏𝐵𝐷 =
𝑟𝑛𝑝𝐶𝑛𝑝

3ℎ𝐾
 

(3.5)

Now we can define a critical thermal boundary conductance ℎ𝐾,𝐶 by equating 𝜏𝑑 

and 𝜏𝐵𝐷:26-27, 29 

𝑟𝑛𝑝
2 𝐶𝑛𝑝

2

9𝐶𝑓𝜅𝑓
=

𝑟𝑛𝑝𝐶𝑛𝑝

3ℎ𝐾,𝐶
 

(3.6)

and solving for ℎ𝐾,𝐶 yields 

ℎ𝐾,𝐶 =
3𝐶𝑓𝜅𝑓

𝑟𝑛𝑝𝐶𝑛𝑝
 

(3.7)

The radius of a C60 molecule is ~3.58 Å.26 Noting that the heat capacity of C60 (Ref. 135) 

can be approximated as that of graphite at room temperature,136 we find a volumetric heat  
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Figure 3.4. The effective thermal boundary conductance for each solution calculated using 

the equation ℎ𝐾 = 𝑟𝑛𝑝𝐶𝑛𝑝/3/𝜏. Blue squares represent chlorobenzene solutions, green 

circles represent ortho-dichlorobenzene solutions, and the red triangle represent toluene 

solutions of mixed higher order fullerenes from Huxtable et al. in 2005 (ref. 26). Compared 

to C60 and other higher order fullerenes, indene-functionalized buckyballs show no 

statistically significant change in thermal boundary conductance while phenyl-ester-

functionalized buckyballs show an increase. 

 

capacity of 1.24 x 106 J m-3 K-1. Using the average properties our solvents (𝜅𝑓 = 0.125 W 

m-1 K-1 and 𝐶𝑓 = 1.4 x 106 J m-3 K-1)119 yields a critical thermal boundary conductance of 

ℎ𝐾,𝐶 ~ 1200 x 106 W m-2 K-1. Since we expect values on the order of ~10 to 100 x 106 W 

m-2 K-1, we assume that the thermal transport in this system is dictated by the thermal 

boundary conductance of the nanoparticle/fluid interface.26 This means that we can 

calculate ℎ𝐾 directly from the fitted vibrational relaxation times using equation 3.5. 

We observe a strong dependence of the first time constant on the structure and size 

of the functional group attached to the buckyball. The relaxation rate of a bare buckyball  
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 (C60) was determined to be 37±8 ps, resulting in ℎ𝐾 =15±5 MW m-2 K-1. The fullerene 

derivatives with rigid ring structures (indene groups in ICMA and ICBA) relax similar to, 

or slightly slower than, a bare buckyball, resulting in a similar ℎ𝐾; whereas those with 

flexible chain structures, such as the ester groups in PCBM, PCBB, and PCBO, relax more 

quickly with increasing chain length resulting in ℎ𝐾 as high as 63±13 MW m-2 K-1, a four-

fold increase compared to bare C60 (Figures 3.3 and 3.4). The second time constant, as 

shown in the Figure 3.3, showed no statistically significant dependence on the functional 

group or solvent; however, it varied inversely with the pump beam fluence, as would be 

expected for an electronic recombination process.127  

Our measured vibrational relaxation times of bare C60 agree with the measurements 

of higher order fullerene mixtures by Huxtable et al.26 within uncertainty. We believe our 

experiments have several distinct advantages of those of Huxtable et al. for interpretation 

of the results in the context of specific mode coupling across the fullerene/liquid interface. 

For one, their samples consist of a mixture of C84, C78, and C76 molecules, whereas our 

samples consist of pure (>97%) C60 derivatives, allowing us to isolate the effect molecular 

functional group has on our measurements. Second, Huxtable et al. used a single-color 

(𝜆 = 740 to 800 nm) pump-probe setup while we use a two-color (𝜆pump =

400 nm, 𝜆probe = 800 nm) setup, making it easy to separate and detect the probe signal. 

Lastly, fullerenes absorb an order of magnitude more in the 400 nm range,129, 133 providing 

a signals due to increased pump absorption. 

Our experimental measurements suggest that thermally active vibrational modes in 

the phenyl-ester chains can enhance the overall heat flow from the fullerene derivative to 

the liquid. The increase in the measured conductance versus length of the phenyl-ester 



   47 

 

47 

 

chain points to the underlying diffusive vibrational thermal transport mechanisms in the 

functional moiety; specifically, scattering and thermalization of the vibrational modes 

increases the conductance due to the increased vibrational density of states (VDOS) of low 

frequency vibrations with increasing chain length – note, we would not expect a length 

dependence in the measured conductance if heat flow in the phenyl-ester chains was 

predominantly ballistic. 

 

3.5 Comparison with Molecular Dynamics 

To gain insight into the effect of functional groups on the relative spectrum of 

vibrational frequencies of an isolated C60 molecule, we compare our experimental results 

to VDOS generated from classical molecular dynamics (MD) simulations using the 

LAMMPS package137 by Szwejkowski et al..36 The fullerene molecules (shown in Figure 

3.1) and liquid toluene were simulated. The VDOS is proportional to the Fourier transform 

(ℱ) of the velocity autocorrelation function (VACF).138 The velocity fluctuation time series 

was used to build the VACF of which the fast Fourier transform is computed. To compute 

the VDOS in units of counts per frequency per volume, the following equation is used:139 

𝐷(𝜈)  =
1

2
𝑚ℱ(VACF)

1

𝑘B𝑇
𝜌 

(3.8) 

where 𝑚 is the atomic mass, 𝑘B is the Boltzmann constant, 𝑇 is the local temperature, and 

𝜌 is the atomic density. Plots of the resulting VDOS for the fullerene derivatives considered 

in this work and liquid toluene are shown in Figure 3.5. 

To test our hypothesis regarding the diffusive nature of thermal transport in 

fullerene derivatives and gain more insight into the vibrational mode coupling of 
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functionalized fullerenes with liquids, we turn to molecular dynamics (MD) simulations to 

calculate the VDOS of each fullerene derivative molecule, along with liquid toluene as a 

representative benzene-based liquid. We only simulate liquid toluene for this work due to 

its established potential140 and simulations procedures in previous works; furthermore, 

toluene has been used by Huxtable et al.26 to study fullerene suspensions. The VDOS of 

chloro- and dichlorobenzene are expected to be similar to that of toluene which has a broad 

low frequency peak that extends to ~5 THz.  In fact, due to the increased mass of chloro- 

and dichlorobenzene relative to toluene, we expect the vibrational states to be shifted to 

lower frequencies, which further supports our conclusion regarding low frequency 

coupling, found below. 

A comparison of the VDOS of each of the fullerene derivatives and the liquid is 

shown in Figure 3.5. The gray dotted line denotes the maximum frequency of thermally 

activated modes at room temperature (estimated as  𝜈300 K = 𝑘B𝑇/ℎ).141 In general, 

functionalizing C60 creates an increase in the VDOS at low frequencies as compared to a 

bare buckyball. We focus our discussion on the low frequency range below 6 THz, as this 

frequency range drives the majority of the thermal conductance into the liquid at room 

temperature.26, 94-95 As stated above, the fullerene derivatives have less intense but broader 

peaks compared to bare C60. Most notably, the fullerene derivatives with ester groups 

(PCBM, PCBB, and PCBO) contain a broad near-zero peak whose shoulder extends out to 

~3 THz. The fullerene derivatives with indene groups (ICMA and ICBA) also have distinct 

low-frequency peaks, albeit not nearly as broad as the ester-functionalized fullerenes. 

ICMA has a peak near 1.3 THz while ICBA has two peaks near 1.2 and 1.4 THz. 

These differences can be explained by structural and chemical differences. The indene 
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Figure 3.5. The vibrational density of states at room temperature calculated using MD are 

shown in panel (a) for liquid toluene (black) and C60 (red), in panel (b) for ICMA (navy) 

and ICBA (orange), and in panel (c) for PCBM (pink), PCBB (blue), and PCBO (green). 

The gray dotted line denotes the maximum frequency of thermally activated modes at room 

temperature assuming 𝜈300 K = 𝑘B𝑇/ℎ, below this modes are gradually occupied 

according to Bose-Einstein distribution.141 Simulations of bulk liquid toluene were 

assumed as a representative benzene-based liquid due to its well ascribed simulation 

parameters in previous works. 

 

functional groups are more rigid due to the presence of stronger, shorter, double bonds and 

limited in their motion due to the bicyclic structure. In comparison to molecules with 

weaker, longer and single bonds, as found in the flaccid ester moiety, the rigidity of the 

indene functional group results in higher frequency vibrations. This, being the most notable  
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difference between the VDOS of the different classes of fullerene derivatives (ring vs. soft 

chain structures), suggests that the presence or lack thereof of these low-frequency 

vibrational modes play a major role in determining the thermal transport efficiency from 

the fullerene molecule into the surrounding liquid. Again, the liquid supports heat 

conducting vibrational modes at frequencies below ~5 THz characterized by a broad near-

zero peak in the VDOS.26, 35, 142 Therefore, the vibrational modes in this range are expected 

to efficiently couple between the fullerene molecule and the liquid. 

To quantify the role that these low-frequency modes play on thermal conductance, 

we calculate the accumulative internal energy and heat capacity that are given by 

𝛼𝑈(𝜈cutoff) = ∫ ℎ𝜈 𝐷(𝜈) 𝑓BE 𝑑𝜈
𝜈cutoff

0

 
(3.9)

and 

𝛼𝐶(𝜈cutoff) = ∫ ℎ𝜈 𝐷(𝜈) 
𝜕𝑓BE

𝜕𝑇
 𝑑𝜈

𝜈cutoff

0

 
(3.10)

respectively, where 𝜈cutoff is the upper limit of the integral over linear frequency of which 

the accumulation is a function, ℎ𝜈 is the energy of a given vibration using Plank’s constant, 

and 
𝜕𝑓BE

𝜕𝑇
 is the temperature derivative of the Bose-Einstein distribution. For equations (3.9) 

and (3.10), 𝐷(𝜈) is the unoccupied density of states, which we calculate by dividing the 

MD derived VDOS by the Maxwell-Boltzmann distribution. The internal energy of the 

molecule is related to the interfacial transmission coefficient, and the heat capacity is 

proportional to the intrinsic conductance of the molecule.143-144 These functions are plotted 

in Figure 3.6. The VDOS of the liquid is also plotted to highlight the importance of the low 

frequency modes. We observe a substantial difference in the energy and heat capacity 

contained in the near-zero frequency modes of the phenyl-ester fullerenes and the ~1.3 THz 
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Figure 3.6. The accumulative energies and accumulative heat capacities as functions of 

linear frequency are plotted in panels (a) and (b), respectively, which include C60 (red), 

ICMA (navy), ICBA (orange), PCBM (pink), PCBB (blue), and PCBO (green). These 

correspond to the left y-axes. The vibrational density of states of the liquid is plotted in 

black in both panels and corresponds to the right y-axes. Simulations of bulk liquid toluene 

were assumed as a representative benzene-based liquid due to its well ascribed simulation 

parameters in previous works. 

 

modes of the indene fullerenes. Furthermore, the lack of energy-storing modes in bare C60 

below 5 THz is particularly notable. The accumulation functions for the phenyl-ester 

fullerenes begin to separate from each other around 2.5 THz in order of chain length, as 

might be expected. The accumulation functions of the indene fullerenes separate almost 
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immediately due to the difference in the VDOS peaks around 1.3 THz. Above 5 THz we 

observe trends in the functionalized fullerenes that parallels the trends in bare C60. 

To expand on the above discussion, fullerene molecules interact with the 

surrounding liquid via van der Waals forces,26, 94-95 which are associated with lower 

frequency vibrations. Similarly, liquid molecules interact with each other through 

vibrations in this same low frequency regime.26, 94-95 Therefore, strong coupling from the 

fullerene molecule to the liquid occurs through these low-frequency modes.26, 94-95 Thus, 

we expect thermal transport between the liquid and the fullerene to occur via the vibrational 

modes with frequencies within the first 5 THz, where the broad peak in the liquid VODS 

lies. Since there are a small number of low frequency modes in C60, there is a small amount 

of overlap between the low frequency VDOS of the liquid and C60, which results in a lower 

ℎ𝐾 as compared to functionalized C60 molecules. The functionalized fullerenes with the 

soft chain structures (PCBM, PCBB, PCBO) have a higher density of low frequency modes 

that can couple well with the liquid and, thus, have a higher ℎ𝐾. While we expect a shift in 

the VDOS towards lower frequencies with an increase in molecular mass (i.e., adding any 

molecule to C60 will create vibrations at lower frequencies), we do not observe the same 

effect for ICMA and ICBA, indicating that a shift in the vibrational modes due to a mass 

increase in the molecule is not the mechanism driving the increase in mode coupling across 

the fullerene/liquid interface. We therefore conclude that the increase in ℎ𝐾 in the soft chain 

fullerene derivatives as compared to the ring structures (or bare C60) is due to the specific 

modes of vibrations intrinsic to the addition of the soft chain-like groups attached to 

PCBM, PCBB, and PCBO. 
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Qualitatively similar results were observed in the computational by Kim et al.94 and 

Shenogin et al..95 Both extensively studied the effects of functionalization on thermal 

relaxation of C60 in liquid water and octane, respectively. Shenogin et al. analyzed the role 

of functionalizing alkane chain length and observed a decrease in thermal relaxation time 

(or an increase in conductance) with an increase in length.95 Furthermore, the relaxation 

time is length independent beyond 10 CH2 segments which was supported by the nearly 

constant steady state temperature of the chain beyond the 10th segment.95 Alkane chains 

are qualitatively similar in their structure to the ester moieties in PCBM, PCBB, and PCBO. 

We observe the expected qualitatively similar trends in ℎ𝐾 from our experiments. We avoid 

generalizing these findings, as changing the concentration, solvent, or fullerene derivative 

may produce different experimental results. 

 

3.6 Summary 

Based on our accumulative internal energy and heat capacity calculations, we infer 

that the majority of differences in vibrational mode coupling between the fullerene 

molecules and the liquids liquid occur at low frequencies (below ~1.5 – 2 THz), where 

there are large number of vibrational states occupied in PCBM, PCBB, and PCBO but less 

so in ICMA, ICBA, and C60. Thus, to enhance the heat transfer from a fullerene molecule 

to a liquid, functional groups with soft hydrocarbon chains should be used to populate this 

low frequency regime with vibrational modes. Our findings suggest that the functional 

groups can directly couple energy to the liquid as a parallel path of heat conduction beyond 

the low frequency vibrational modes in the buckyball itself. We are aware of only one other 
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experimental work where the intrinsic vibrational properties of an interfacial molecular 

layer affects the total heat flow across interfaces.106  

While we acknowledge that there is evidence of nonequilibrium between 

vibrational modes in the fullerene molecule,26, 94-95, 113-114, 116-117 we limit our analysis to the 

determination of a single relaxation rate based on our experimental measurements. We do 

not attempt to make additional assumptions to deconvolve physical processes that could be 

occurring beyond the resolution of our experiments. Our experimental results clearly 

demonstrate that the fullerene derivative/liquid heat transfer rate is largely dictated by the 

low frequency vibrational modes of the fullerene molecule that overlap with those of the 

liquid. The effective ℎ𝐾 that results from this simple analysis lies in the broad applicability 

of this advance in interfacial physics. For example, knowing the energy exchange 

regardless of the vibrational mode is an essential knowledge for designing photothermal 

medical techniques and electronics or photovoltaic components. We have experimentally 

demonstrated a method for enhancing ℎ𝐾 between a buckyball and a liquid four-fold (from 

~13 to 63 MW m-2 K-1) based on chemical functionalization with soft chain-like groups, in 

which the addition of the molecular groups changes the vibrational nature of the molecule, 

and therefore enhances ℎ𝐾. We note that nearly all previous works measuring ℎ𝐾 across 

functionalized interfaces have never observed the intrinsic vibrational properties of the 

molecular layer to affect heat flow. Rather, trends in ℎ𝐾 have been attributed to changes in 

bond energies driven by head- and tail-group interactions at the contacts. In fact, previous 

works have shown that heat flow through interfacial molecules is primarily ballistic. Our 

results demonstrate that the intrinsic vibrational modes of molecules at an interface can in 

fact lead to an increase in ℎ𝐾 due to a change in the overlap of the vibrational density of 
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states of the two materials comprising the interface. We note that all of our experiments 

were performed at room temperature; future studies should consider temperature dependent 

measurements to gain additional insight into the effects of vibrational spectra on thermal 

boundary conductance. 
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Chapter 4 

Thermo-optic Properties of Protein 

Aggregates 

4.1 Background 

All proteins are polymers made up of amino-acid monomers.145 The arrangement 

of amino-acids is extremely specific and will determine the shape and function of the 

finished protein.145 Proteins can be coarsely divided into two groups: globular and fibrous 

proteins.145 Globular proteins have a complex folded shape and are water soluble.145 Many 

globular proteins are used for transport, such as hemoglobin which transports oxygen in 

the blood stream.145 Fibrous proteins have a simpler, thread-like shape and are insoluble in 

water.145 Fibrous protein assemblies are often characterized by long-range-ordered 

molecular structures (e.g., β-sheets, coiled coils, triple helices) that arise due to repetitive 

amino-acid sequences and that impact function broadly.145 These proteins are of high 

interest for materials engineering because of the role they play as structural materials (e.g. 

collagen and elastin).145-146 

Advances in genetic recombination for protein synthesis have made it possible to 

create fibrous proteins whose properties can be engineered by specifying amino-acid 

sequences to create the desired higher order structures (e.g. β-sheets, coiled coils, triple 
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helices).42, 146-151 However, one of the most difficult problems in biology is predicting the 

structure of proteins based on their primary structure (amino-acid sequence).152 Although 

homology modeling has been fairly successful for predicting globular protein structures, it 

is less well-suited for fibrous proteins.153-154 Traditional techniques for probing protein 

structure include Fourier transform infrared spectroscopy (FTIR), circular dichroism (CD), 

dynamic light scattering (DLS), fluorescence spectroscopy, nuclear magnetic resonance 

(NMR), cryoelectron microscopy (cryo-EM), small-angle X-ray scattering (SAXS), and 

X-ray crystallography.155 However, there remains an urgent need for fast and efficient 

techniques that can screen the properties of large numbers of protein sequences with 

minimal sample volume or in living cells.156 In this chapter, I describe how time-domain 

thermotransmittance (TDTT) can be used for protein screening. 

The protein aggregates in this study have a semi-crystalline morphology originating 

from crystalline β-sheet regions separated by amorphous regions (Figure 4.1).42 Note, 

crystallinity here is similar to the concept of inorganic crystals in that there is long-range 

order and this can be measured using X-ray techniques.155 Proteins with different degrees 

of crystallinity have different capabilities to dissipate heat and, thus, have different 

thermophysical properties (e.g. the thermo-optic coefficient).42 In Chapter 1, I introduced 

the relationship between the thermotransmittance signal and the thermo-optic coefficient. 

As shown in this Chapter, the degree of crystallinity can be directly related to the thermo-

optic coefficient, meaning it should be possible to distinguish the crystallinity of different 

protein aggregates (both films and in vivo) using TDTT. Moreover, a single TDTT 

measurement can be made in a matter of seconds, a feat that would be impossible to achieve 

with existing approaches such as fluorescence, immunostaining, or functional assays.157 
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Figure 4.1. Computational model of SRT protein. Crystalline regions are formed from β-

sheet structures which are separated by amorphous regions. Variations in the amino-acid 

sequence can change the size and order of the crystalline regions. This figure is from the 

previous work of our collaborators Demirel et al.146 

 

4.2 Protein Films 

In this work, I used TDTT to study the thermos-optic response of silk- and squid 

ring teeth-derived proteins.  Silk158 and squid ring teeth (SRT)159 are semi-crystalline 

proteins that form flexible, biodegradable, and thermally and structurally stable materials. 

The semi-crystalline morphology of these proteins, which originates from their β-sheet 

secondary structures, enables genetic tuning of their physical properties (a computationally 

generated illustration of SRT proteins is shown in Figure 4.1).42, 146-151 Silk and SRT protein 

complexes are composed of several proteins of varying molecular weight.150 However, this 

heterogeneity renders variability in physical properties of such samples. Therefore, we also 

studied a recombinant SRT149 protein (“Rec”) with a unique molecular weight (i.e., 18 

kDa) that forms a monodisperse sample.  The sample fabrication and structural 

characterization are detailed in the previous works from our collaborator on this project, 

Dr. Melik Derirel from the Pennsylvania State University.42, 146-151 These characterization 

techniques and the resulting properties are summarized in Table 4.1. 
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Table 4.1. Protein characterization results. The crystallinity index was calculated as the 

ratio of the area of crystal peaks to the total area by fitting the Lorentz-corrected WAXS 

intensity data using Gaussian functions. The amide-I band (1600–1700 cm−1) measured 

using FTIR is representative of the secondary structures of the respective proteins. Based 

on the peak area, contribution of secondary structures is estimated below. The thermo-optic 

coefficient was previously measured using the resonance of whispering gallery mode 

(WGM) structures.151 

 Silk SRT Rec m-SRT 

XRD42     

Crystallinity index Χ𝑐 (%) 23 33 40 57 

FTIR42     

β-sheet (%) 24 34 38 57 

Random coil (%) 36 36 34 16 

α-helix (%) 6 12 10 8 

Turns (%) 34 18 18 19 

WGM resonance42, 151     

Thermo-optic coefficient 

𝑑𝑛/𝑑𝑇 (10-4 K-1) 
-1.15 -4.28 -6.99 −6.40 

 

The temperature dependence of the refractive indices (i.e., thermo-optic 

coefficient) of the proteins was reported earlier based on optical cavity measurements 

(Table 4.1).151 In general, the thermo-optic coefficient can be written as a function of 

density change and temperature change,7 

𝑑𝑛

𝑑𝑇
= (

𝜕𝑛

𝜕𝜌
)

𝑇

(
𝜕𝜌

𝜕𝑇
) + (

𝜕𝑛

𝜕𝑇
)

𝜌
= −𝜌 (

𝜕𝑛

𝜕𝜌
)

𝑇

𝛼 + (
𝜕𝑛

𝜕𝑇
)

𝜌
 

(4.1)

where 𝜌 is the density and 𝛼 is the coefficient of thermal expansion. The first term on the 

right side of the equation is the volume-dependent thermal response, which is related to 

thermal expansion. The second term, on the other hand, is the volume independent thermal 

response that is solely determined by the electronic structure of the material. The thermal 

expansion coefficients, 𝛼, for all protein samples (−95 × 10−6 ±7× 10−6 K−1 for SRT 
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proteins and −300 × 10−6 ± 10 × 10−6 K−1 for silk) were measured previously.151 Apparent 

negative thermal expansion coefficients are not surprising for structural proteins.151, 160 For 

rubbery materials, the thermal expansion coefficient depends on the strain.151, 160 In general, 

the total expansion is obtained by adding the expansion coefficient, 𝛼, to the unstressed 

material, 𝛼′ = 𝛼 − 𝜀/𝑇.151, 160 For example, a natural rubber stretched three times of its 

length gives a contribution of about −10−2 K−1 at room temperature.160 Similarly, silk 

shrinks significantly in size when hydrated due to inter-domain stresses (i.e., super-

contraction of amorphous domains) in the native form.161 For conventional polymers, the 

volume independent index change (
𝜕𝑛

𝜕𝑇
)

𝜌
 is small enough to be ignored.162 Hence, Zhang 

et al.162 showed a linear relationship between 𝑑𝑛/𝑑𝑇 and 𝛼 values by ignoring the volume 

independent term for conventional polymers. The change in transmissivity measured with 

TDTT is directly related to the change in refractive index (i.e. 𝑑𝑇𝑟/𝑑𝑇~𝑑𝑛/𝑑𝑇) and has 

the same sign, assuming 𝑛 > 1. The refractive index 𝑛 was measured to be ~1.55.151 Thus, 

the measured change in transmissivity is representative of the change in refractive index 

due to a change in temperature. 

 

4.3 Thermotransmittance Measurements 

I measured the changes in the ultrafast absorption properties due to changes in 

temperature using time-domain thermotransmittance (TDTT) (Figure 4.2). The probe spot 

size was 14 μm (1/e2 diameter) with an average power of 4 mW. The pump spot size was 

34 μm and the average pump power was varied to change the relative temperature rise in  
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Figure 4.2. In-phase signal due to a heating event from a pump laser pulse as a function of 

the delay time between the pump and probe beams for native SRT (a), silk (b) and 

recombinant SRT (c) proteins. The measured change in transmissivity (dTr) at the different 

pump powers, which increases the per-pulse temperature rise, is representative of the 

change in refractive index due to a change in temperature (dn/dT). (d) Control experiment 

with Au thin film. 

 

the samples during TDTT measurements. The amplitude modulation frequency of the 

pump was 8.8 MHz. The pump is used to trigger a rapid thermal process in the sample and 

the probe beam is used to examine the excited relaxation dynamics and energy changes of 

the excited volume. The temporal evolution of this process is monitored by varying the 

relative delay time between the pump and probe pulses. While the rapid absorption of the 

pump pulse leads to both temperature changes and thermal expansion, these signatures of 

the optical changes of the sample are separable in the time domain.102 The characteristic 

signatures of the temporal thermal response are a rapid exponential decay in ∼2 ps after 

laser absorption, representing nonequilibrium redistribution and coupling among thermal 
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carriers, followed by a slower exponential decay, representing the change in the absorption 

of the sample that is linearly related to temperature (i.e., diffusive thermal transport).15 

My measurements are performed outside the picosecond interval, which also 

ensures that the measurements avoid any non-linear optical effects from simultaneous 

pump and probe absorption in the sample. These TDTT measurements on three different 

proteins are then related to the volume independent term of the thermo-optic coefficient. 

The average in-phase value used for Figure 4.3 is calculated by averaging the normalized 

in-phase response of the transmission decay following pump excitation from pump-probe 

time delays of 5 to 20 picoseconds (Figure 4.2); these values are also used for calculation 

of the error bars. Monitoring the volume-independent thermotransmittance signal as a 

function of pump power shows linear relationships with distinct slopes for each of the 

different protein materials (Figure 4.3). These data are used to compute the thermo-

transmission coefficient of each sample, which are related to the thermo-optic coefficients 

of the same materials (Figure 4.3).151 We benchmark our measurements and analysis using 

a thin gold film (Figure 4.2), as the thermo-optic coefficients of gold films have been 

extensively characterized.163 

Even though transient temperature rises are quite small, we observe long time 

heating effects after laser exposure time as little as 5 minutes which is most likely due to 

the accumulation of pulse energy from our 80 MHz oscillator. Figure 4.4 shows the in-

phase signal at 20 ps pump-probe delay time as a function of lab time. Measurements reveal 

thermal runaway effects after only 5 minutes in recombinant (green upwards triangles) and 

native SRT (blue downwards triangles) but not silk (red circles). Silk is insensitive to these 

effects while native and recombinant SRT increase substantially with lab time. Because of  
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Figure 4.3. Transient thermo-optic set up and protein measurements. (a) Schematic of 

typical TDTT set up. The measured change in transmissivity is related to the change in 

refractive index due to a change in temperature. (b) Change in TDTT signal 𝑑𝑇𝑟 as a 

function of normalized temperature rise induced from the ultrafast laser-heating event and 

measured via the 800 nm probe pulses. These data are related to 𝑑𝑛/𝑑𝑇 at 800 nm. The 

measured in-phase TDTT signal was averaged over the pump-probe delay time from 5 to 

20 ps. The temperature rise induced from the pulsed heating was calculated via parabolic-

one-step model for pulsed laser heating, assuming homogeneous absorption of the 400 nm 

pump light through the sample thickness. (c) The normalized thermotransmittance 

increases linearly with the thermo-optic coefficient. (d) Crystallinity index as a function of 

the thermo-optic coefficient is shown for four samples. Methanol treated SRT has increased 

crystallinity (e.g., Χ𝑐 increased from 0.34 to 0.58). The dashed line shows theoretical 

prediction for thermo-optic coefficient (e.g., 
𝑑𝑛

𝑑𝑇
~[Χ𝑐(1 − Χ𝑐)]) as a function of 

crystallinity. 
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this, we only consider measurements taken within 5 minutes to be representative of the 

intrinsic material properties we are interested in and must rely on measuring multiple spots 

on the sample to gather reliable data. All data reported in the manuscript were taken at less 

than 5 minutes exposure to the TDTT pump laser, ensuring minimal thermal runaway. 

 

 

Figure 4.4. In-phase signal at 20 ps pump-probe delay time as a function of lab time. 

Measurements reveal thermal runaway effects after only 5 minutes in recombinant (green 

upwards triangles) and native SRT (blue downwards triangles) but not silk (red circles). 

All data reported in the manuscript were taken at less than 5 minutes exposure to the TDTT 

pump laser, ensuring minimal thermal runaway. 

 

4.4 Analysis of Thermo-optic Coefficient 

We wish to relate the measured thermotransmittance signals as functions of pump 

power to the crystallinity of the measured protein aggregates by connecting the two with 

expressions for the thermo-optic coefficient. We start with the Fresnel equation for the 

transmitted light 𝑇𝑟 at normal incidence:7 

𝑇𝑟 =
4𝑛

(𝑛 + 1)2
 

(4.2)
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where 𝑛 is the index of refraction. Taking the derivative with respect to 𝑛 yields: 

𝑑𝑇𝑟 =
4(1 − 𝑛)

(𝑛 + 1)3
𝑑𝑛 

(4.3)

where we have rearranged the equation by multiplying both sides by 𝑑𝑛. It is already seen 

that the measured change in transmittance is directly proportional to the change in 

refractive index. 

 Beer’s law is used to relate the absorbance of light 𝐴 to the concentration 𝑐 (or 

volume fraction) of the attenuating species:164 

𝐴 = 𝜖 𝑐 𝑙 (4.4)

where 𝜖 is the absorbance coefficient and 𝑙 is the optical path length. We can rewrite this 

equation in more convenient terms by recognizing three things. First, the absorbance is a 

logarithmic function of the changing light intensity 𝐴 = ln(𝐼0/𝐼) and thus −𝐴 = 𝑑𝐼/𝐼 =

𝑑𝑇𝑟.42, 164 Second, the concentration can be replaced by the product of volume fractions of 

the crystalline and amorphous species 𝜖 𝑐 = 𝑎 Χ𝑐Χ𝑎 = 𝑎 Χ𝑐(1 − Χ𝑐) where now the 

absorbance coefficient simply has different units.164-165 Third, in anticipation of a 

substitution for the thermal expansion coefficient, we write the optical path length as 𝑧. 

These changes lead to the following expression:42 

𝑑𝑇𝑟 =
𝑑𝐼

𝐼
= −𝑎Χ𝑐(1 − Χ𝑐)𝑑𝑧 

(4.5)

where Χ𝑐 is the volume fraction of crystalline regions in (or crystallinity index of) the 

protein aggregate. 

 Combining the expressions derived from the Fresnel equation and Beer’s law 

yields:42 

4(𝑛 − 1)

(𝑛 + 1)3
𝑑𝑛 = 𝑎Χ𝑐(1 − Χ𝑐)𝑑𝑧 

(4.6)
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Dividing both sides by an infinitesimal change in temperature 𝑑𝑇 results in:42 

4(𝑛 − 1)

(𝑛 + 1)3

𝑑𝑛

𝑑𝑇
 = 𝑎Χ𝑐(1 − Χ𝑐)

𝑑𝑧

𝑑𝑇
 

(4.7)

We can now substitute the thermal expansion coefficient 𝛼 =
1

𝑧

𝑑𝑧

𝑑𝑇
 into the equation to 

get:42, 160 

4(𝑛 − 1)

(𝑛 + 1)3

𝑑𝑛

𝑑𝑇
 = 𝑎Χ𝑐(1 − Χ𝑐)𝛼𝑧 

(4.8)

Finally, we rearrange the equation to reveal the relationship between the thermo-optic 

coefficient and the crystallinity index:42 

𝑑𝑛

𝑑𝑇
 = 𝑎𝑧

(𝑛 + 1)3

4(𝑛 − 1)
Χ𝑐(1 − Χ𝑐)𝛼 

(4.9)

This relationship is verified from previous measurements of the thermo-optic coefficient 

for these protein aggregates (Figure 4.3).151 

We now have measurements of the thermotransmittance response of the protein 

aggregates as a function of pump power and an expression relating the thermo-optic 

coefficient to the crystallinity of the protein aggregates. Next, we seek to calculate the 

temperature rise due to absorption of the pump pulse. We start with an energy conservation 

equation for a single laser pulse as a thermal energy source and the protein film as a thermal 

energy storage medium:42, 166 

𝐶
𝑑𝑇

𝑑𝑡
=

𝐴𝐹

𝑑 𝑡𝑝
exp [−2.77 (

𝑡 − 2𝑡𝑝

𝑡𝑝
)

2

] 
(4.10)

where 𝐶 is the volumetric heat capacity of the protein (~1.8x106 J m-3 K-1),20, 148, 167-168 𝐴𝐹 

is the absorbed laser fluence (~10% of incident pump), 𝑑 is the thickness of the film  
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(~1 μm), and 𝑡𝑝 is the laser pulse width (~200 fs). We calculate the absorption by measuring 

the laser power of the pump and probe beams before and after the sample and accounting 

for reflection from a glass substrate at normal incidence. The solution to this ordinary 

differential equation is:42, 54, 166 

𝑇(𝑡) =
𝐴𝐹

𝐶𝑑
[0.532 − 0.532 erf (3.33 −

1.66𝑡

𝑡𝑝
)] 

(4.11)

where erf is the error function. Given the different pump powers used and the pump spot 

size, the temperature rise in the protein films was on the order of ~5 mK. 

The average in-phase signal between 5 and 20 ps is plotted as a function of the 

calculated temperature rise in Figure 4.5 revealing distinct slopes for each of the different 

protein materials. These slopes are used as a “thermo-transmittance coefficient” of each 

sample, which are related to the thermo-optic coefficients of the same materials.151 As 

shown Figure 4.5 they are linearly proportional to one another, as expected.151 Plotting the 

thermo-transmittance coefficients calculated from the experimental data for the tested 

proteins as a function of crystallinity revealed that the thermo-optic coefficient becomes 

more negative with increasing crystallinity index of the protein up until a crystallinity index 

of 0.5 (Figure 4.4). This distinct trend allows for comparison (and potentially 

identification) of semi-crystalline proteins. 

 

4.5 Summary 

We report the development of a novel use of the TDTT technique to characterize 

the nanoscale morphology of structural proteins. We also show theoretically that the 

thermotransmittance measurement is correlated to the protein crystallinity via the thermo-
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optic coefficient. As shown here, time-resolved changes in the refractive index of semi-

crystalline proteins vary as a function of temperature, and the strength of this effect 

correlates with crystallinity. Ultimately, this allows us to quantify rapidly the crystallinity 

of a protein sample using TDTT by decoupling volumetric thermal expansion from its 

structural response at room temperature. This approach can potentially be used for 

screening an ultra-large number of proteins in vivo. The size of the library for these proteins 

is simply limited by the fluidic and electronic components of the sorting since the TDTT 

technique operates in the order of minutes to seconds. If this screening technique is 

achieved, we could answer many fundamental questions in protein research, such as the 

underlying sequence–structure relationship for structural proteins. Successful development 

of this technique for proteins will have a significant impact on multiple applications in 

various fields (e.g., materials science, synthetic biology, metabolic engineering, 

agriculture, prion based diseases) and open new avenues of protein research.169 
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Chapter 5 

Summary, Impact, and Future Projects 

Optical pump-probe measurements are routinely performed in the field of 

nanoscale heat transfer. The last three decades have seen much progress in the 

characterization of technologically relevant material systems and in furthering our 

understanding of the fundamental mechanisms of thermal transport. The vast majority of 

measurements are implemented in a reflection geometry to measure the thermoreflectance 

signal; however, some material systems or thermophysical properties can be easily 

characterized using a transmission geometry. The work in this thesis represents a study on 

the adaptability of the time-domain thermotransmittance (TDTT) technique, particularly 

when applied to organic materials.  

 

5.1 Summary 

In Chapter 1, some of the basic concepts of thermal transport and pump-probe 

experiments that were used Chapters 3 and 4 were introduced. Vibrational modes and their 

behavior as thermal energy carriers were described. The thermal boundary conductance 

was defined and its importance in nanoscale systems was emphasized. The relationship 

between the thermotransmittance signal and the thermo-optic coefficient was derived. 

Several direct applications were then discussed which were used to motivate this work. 
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Chapter 2 provided details of time-domain thermotransmittance (TDTT), an optical 

pump-probe thermometry technique well-suited for thermal measurements of nanoscale 

material systems. The TDTT experiment was adapted from an existing time-domain 

thermoreflectance (TDTR) setup and was used for all of the thermal measurements in this 

thesis. The main components of the setup were discussed. A derivation of the thermal 

transport model for a nanofluid was presented. Sources of noise were described. 

In Chapter 3, diffusive thermal transport in fullerene solutions was demonstrated. 

TDTT measurements reveal thermal boundary conductances that span ~13 to 63 MW m-2 

K-1 and can be tuned by functionalizing C60 molecules with different groups. The thermal 

boundary conductance between fullerene molecules and the surrounding liquid was 

discussed in terms of the bridging between vibrational modes in the molecule and the 

liquid. The addition of ester functional groups provides low frequency vibrational modes 

(near zero) that strongly overlap with the vibrational modes supported by the liquid. 

Chapter 4 is concerned with the connection between TDTT measurements of 

protein films, the thermo-optic coefficient, and the crystallinity index. By relating the 

thermotransmittance signal to the thermo-optic coefficient, it is observed that TDTT 

measurements can be used to compare the crystallinity of different semi-crystalline protein 

aggregates.  

 

5.2 Impact 

The major impact of this work is in elucidating the power and adaptability of optical 

pump-probe thermometry techniques. A modular transmission detection setup provides an 

easy way to switch between TDTR and TDTT measurements. Further, between both 



   71 

 

71 

 

experiments, almost any material system can be studied with the right materials processing 

expertise. The focus of this thesis was on organic materials, namely fullerene derivative 

solutions and protein aggregates. TDTT provided the means to make novel observations of 

the thermophysical properties that define these material systems. In the work from Chapter 

3, diffusive thermal transport between a molecule and a liquid was demonstrated for the 

first time. Moreover, the functionalization of C60 molecules can increase the thermal 

boundary conductance four-fold. While there are certainly other considerations for 

photothermal agents, these thermal properties are ideal for such an application. As shown 

in the work from Chapter 4, TDTT can be used to detect crystallinity in protein aggregates. 

Additionally, this was demonstrated in vivo for the first time. This work paves the way for 

optical pump-probe thermometry as a way to screen abnormal cells in a medical 

application. Comparatively, these TDTT measurements could potentially be performed 

much quick than traditional alternatives to identify abnormal tissues. 

 

5.3 Future Projects 

The work from my thesis has provoked thought into a few interesting opportunities 

for future projects that are worth mentioning. Most of these are ideas that were thought of 

during the fullerene solutions study. However, fullerenes may or may not be the best 

system to observe these phenomena. 

 

Crowding Effects in Nanofluids 

While special care was taken to ensure that the solutions studied in Chapter 3 were 

in the dilute limit, it would be interesting to investigate what happens when a semidilute 
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concentration is reached and nanoparticles begin to interact with each other. Particularly, 

how does the effective thermal boundary conductance change? Is it possible to gain insight 

into the thermal transport mechanisms of the corresponding solid phase (i.e. the limit of a 

fully dense solid consisting of the nanoparticle material)? If such an investigation is 

possible, molecular dynamics would be a great compliment to such experimental work. 

 

Phase Transitions in Nanofluids 

 Along a similar vein as the project described above, the crossover between the 

thermal transport mechanisms of nanofluids and solids could be investigated by freezing 

(or melting) a material. One downfall of increasing the concentration of a solution is that 

it eventually becomes optically opaque. An alternative could be to reduce the temperature 

past the melting point to transition from a liquid to a solid. Assuming the solvent remains 

transparent, there would be completely different vibrational characteristics of the solvent 

and, conceivably, different effective thermal boundary conductances between the 

nanoparticles and the frozen solvent. 

 

Carrier Nonequilibrium in Nanofluids 

 Although I only used the two-color TDTT setup and focused on the thermal 

diffusion time regime, TDTT has historically been used to study carrier nonequilibrium 

(e.g. electron-phonon coupling). The ExSiTE Lab currently has the capability of 

performing pump-probe measurements at many different wavelengths. Such experiments 

might be used to probe hot electron dynamics or electron-vibrational mode coupling in 

nanofluids. Much like the work in Chapter 3, the presence of functional groups on C60 
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molecules would be expected to alter the coupling of electrons with vibrational modes in 

the molecule. 
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