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 Abstract 
 Ever  since  the  inception  of  the  world  wide  web, 
 making  written  works  more  readily  accessible, 
 the  potency  of  plagiarism  has  only  increased.  The 
 result  is  difficulty  determining  originality  in 
 written  documents.  In  order  to  combat  this 
 growing  issue,  I  developed  a  machine  learning 
 solution  to  detect  instances  of  plagiarism  in 
 written  works.  Initially,  I  acquired  sample  data 
 composed  of  plagiarized  works  including  the 
 works  that  they  were  plagiarized  on.  I  then  used  a 
 natural  language  processing  tool  called  Doc2Vec 
 to  train  the  machine  learning  model.  This  resulted 
 in  the  creation  of  a  machine  learning  model  that 
 could  detect  similarities  between  different  written 
 works.  With  this  tool,  users  have  the  ability  to 
 determine  which  documents  were  potentially 
 plagiarized  to  identify  suspicious  writing.  This 
 project  could  be  improved  upon  by  using  a  larger 
 data  set  to  detect  plagiarism  in  a  larger  range  of 
 written works. 

 1.  Introduction 
 According  to  studies,  50%  of  students  in  the 
 United  States  have  admitted  to  some  form  of 
 cheating  with  plagiarism  accounting  for  a  large 
 portion  of  that  percentage  [4].  With  the 
 ever-growing  repository  of  accessible  written 
 works  found  online,  it  is  easy  to  see  that 
 plagiarism  is  becoming  an  increasingly  troubling 
 issue.  Many  universities  compare  plagiarism  to 
 theft  or  misappropriation  of  property  and  have 
 strong  punishments  for  students  caught  in  this  act 
 [7].  Plagiarism  is  particularly  hard  to  catch  today 
 due  to  the  large  number  of  resources  students  can 

 utilize.  Developing  a  machine  learning  model  to 
 effectively  identify  plagiarized  works  is  a 
 potential  solution  that  can  help  discourage  acts  of 
 plagiarism. 

 Machine  learning  is  a  computational  process  that 
 evaluates  large  quantities  of  data  and  creates  a 
 program  that  attempts  to  solve  a  particular 
 problem  [1].  The  program  that  is  created  is 
 known  as  a  machine  learning  model  and  when 
 trained  with  data,  it  can  be  used  to  categorize 
 incoming  data  based  on  certain  parameters. 
 Machine  learning  is  especially  prevalent  today  as 
 there  is  a  large  amount  of  data  available  that  can 
 be used to solve complex problems. 

 2.  Related Works 
 In  1997  a  similar  application  called  the  Turnitin 
 was  created.  Turnitin  is  a  website  used  to  detect 
 plagiarism  in  written  works.  The  application 
 works  by  comparing  the  newly  submitted  written 
 work  to  materials  in  its  database  and  finding 
 similarities  [5].  The  tool  was  unable  to  detect 
 plagiarism  in  works  that  plagiarized  off  materials 
 not  found  in  Turnitin’s  database.  There  were  also 
 cases  in  which  Turnitin  would  claim  a  student’s 
 work  was  plagiarized  when  in  reality  the  student 
 used  similar  words  but  did  not  deliberately 
 plagiarize. 

 Another  popular  plagiarism  checker  is  an  online 
 tool  called  Unicheck,  which  detects  evidence  of 
 plagiarism  by  searching  through  an  extensive 
 archive  of  91  billion  web  pages  [1].  The  resource 
 is  trusted  by  1100  academic  institutions  and  is 
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 seeing  continued  research  and  development  to 
 improve  their  detection  mechanism.  One  way 
 they  are  doing  this  is  by  implementing  machine 
 learning  in  order  to  find  better  ways  to  help 
 students  deliver  original  content  It  appears  that 
 machine  learning  is  still  an  emerging  idea  that 
 companies  such  as  Unicheck  are  in  the  process  of 
 using to improve their plagiarism checkers. 

 In  recent  years,  plagiarism  has  become  a  large 
 topic  especially  at  academic  institutions.  At  the 
 University  of  Virginia,  the  university  invokes  a 
 single  sanction  expulsion  to  any  student  that 
 plagiarizes  their  assignments.  In  2022,  this  policy 
 is  being  challenged  to  be  amended  with  a 
 2-semester  suspension  rather  than  a  full  expulsion 
 [4].  This  event  has  become  a  considerable  talking 
 point  among  the  university’s  student  body.  I 
 believe  that  students  and  faculty  care  a  lot  about 
 plagiarism  and  creating  original  content,  which  is 
 why I am interested in this project. 

 3.  Project Design 
 In  order  to  train  an  effective  machine  learning 
 model,  I  needed  to  acquire  a  large  dataset  of 
 written  papers.  To  accomplish  this,  I  used  an 
 open  access  repository  called  ArXiV  which  was 
 provided  by  an  open-source  machine  learning 
 platform  called  TensorFlow  [2].  The  repository 
 contains  over  200,000  scientific  research  papers 
 which  is  more  than  enough  to  create  an  ample, 
 working machine learning model. 

 I  split  the  data  into  two  different  groups:  the 
 training  group  and  the  testing  group.  The  training 
 group  would  contain  the  bulk  of  the  data,  which 
 would  be  used  to  train  the  machine  learning 
 model.  The  testing  group  would  be  used  to 
 validate  the  accuracy  of  the  model  after  it  had 
 been trained. 

 Before  the  data  could  be  used  to  train  the  model, 
 I  had  to  preprocess  the  data  into  a  form  that  the 
 training  model  could  use.  In  particular,  the  words 
 in  the  documents  needed  to  be  tokenized  into  a 
 string  where  all  the  characters  are  lowercase  and 

 the  punctuations  removed.  This  was  simple  to  do 
 as  all  it  required  was  to  loop  through  the  words  in 
 the  document  and  make  the  necessary  changes 
 while  appending  them  to  an  ongoing  string.  All 
 the  programming  for  this  project  was  done  in 
 Python  in  a  Jupyter  notebook  which  is  commonly 
 used for machine learning projects. 

 The  model  was  trained  using  a  natural  language 
 processing  tool  called  Doc2vec.  Doc2vec  takes 
 each  document  that  is  passed  into  it  and  turns  it 
 into  a  quantifiable  vector  that  can  be  compared  to 
 other  vectors  using  math  [6].  I  chose  to  use  this 
 instead  of  Word2vec  because  I  will  be  working 
 primarily  with  whole  documents  rather  than 
 individual  words  or  sentences,  which  Word2vec 
 specializes in. 

 This  was  very  useful  in  training  my  machine 
 learning  model  as  it  allowed  the  model  to 
 compare  different  documents  and  see  how  they 
 related  to  each  other  which  includes  noting  any 
 similarities.  A  similarity  score  is  then  created 
 based  on  how  similar  the  documents  are  which 
 can  be  used  to  compare  and  group  documents 
 based  on  similarity.  Figure  1  shows  a  portion  of 
 the  similarity  matrix  returned  from  the  model. 
 The  documents  are  numbered  in  increasing 
 numerical  order  and  a  maximum  similarity  score 
 of 1 represents an exact match. 

 Figure 1. Similarity Matrix 



 After  training  the  model,  I  created  a  network 
 graph  shown  in  Figure  2  to  more  easily  display 
 the  results.  Each  node  represents  a  document  and 
 each  connection  between  the  nodes  indicates  that 
 there  is  a  high  enough  similarity  score  between 
 those  two  documents.  The  high  similarity  criteria 
 I  decided  on  was  a  score  of  0.9  or  higher,  which 
 yielded the results shown in Figure 2 below: 

 Figure 2. Similarity Network Graph 

 4.  Results 
 The  results  of  this  project  were  promising.  I  was 
 able  to  create  a  machine  learning  model  that  can 
 detect  similarities  between  written  works.  The 
 program  is  able  to  process  large  amounts  of 
 written  works  at  once  and  can  confidently  inform 
 the  user  of  suspicious  documents.  So  far,  the 
 project  has  not  seen  any  real-world  use,  as  I 
 mainly  worked  on  this  project  as  a  learning 
 experience.  I  do  believe  that  this  project  can 
 serve as an important study for future works. 

 5.  Conclusion 
 Plagiarism  is  a  known  issue  in  academic 
 institutions  and  this  project  demonstrates  a 
 potential  solution  in  the  form  of  a  plagiarism 
 detection  tool  that  utilizes  machine  learning.  The 
 tool  processes  large  amounts  of  data  and 
 categorizes  different  school  reports  based  on 

 similarity  using  Doc2Vec.  This  allows  the  user  to 
 detect  two  papers  with  high  levels  of  similarity 
 which  can  then  be  used  as  a  basis  for  conducting 
 further  inspection  to  determine  the  legitimacy  of 
 the  written  work.  This  project  has  the  potential  to 
 help  academic  institutions  efficiently  determine 
 which papers are plagiarized. 

 6.  Future Work 
 Currently,  the  biggest  limitation  of  the  tool  is  the 
 amount  of  data  it  can  process.  The  tool  can 
 currently  process  6400  data  points  in  a  reasonable 
 time,  while  higher  amounts  of  data  can  take 
 hours.  In  order  to  address  this  issue,  a  stronger 
 computer  must  be  used  or  the  algorithm  must  be 
 improved to produce a faster run time. 

 Another  way  to  expand  on  the  project  is  to  locate 
 a  more  diverse  dataset  of  school  assignments.  At 
 the  moment,  the  project’s  dataset  is  composed  of 
 written  works  and  does  not  include  math 
 assignments  or  programming  assignments.  This  is 
 due  to  a  limitation  with  Doc2Vec  and  is  worth 
 noting  for  future  work  that  may  be  conducted 
 using this tool. 
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