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Ethics in Robotics: Being More Mindful as Engineers 

From robotic arms that manufacture goods with superhuman precision to autonomous 

drones capable of delivering goods over large distances, robots are at the forefront of 

accelerating the development of technology. For these reasons, among others, the vast 

applications and importance of robotics as a growing industry cannot be understated. However, 

this is not to say that robots come without consequences. While certain robots such as combat 

drones are considered unethical or ‘morally grey’, various aspects of the robotic design and 

production process of seemingly harmless robots have their set of not readily apparent 

repercussions. For example, electronic components used in robots such as embedded 

microcontrollers, FPGAs (Field Programmable Gate-Arrays), or ASICs (Application Specific 

Integrated Circuits) often use rare-earth metals and semiconductive elements (IEEE, 2023). A 

long-standing issue being that these metals are often unethically sourced from third world 

countries for a fraction of their worth – being exploitative in such cases (Cameron, 1979). This 

thesis looks to answer how regulatory and policy-making bodies have impacted the development 

and goals of robot design. 

This research question is important to be mindful of, particularly for engineers working in 

robotics or adjacent fields, although some lessons may apply to any field. Professionals who 

understand these aspects of the robot creation process can help prevent design decisions and 

production mistakes that currently cause repercussions such as excessive carbon footprints, the 

predation of third-world countries, or artificial intelligence and machine learning-capable robots 

imbued with harmful characteristics. Realizing how the production process can be made to 

become more ecologically friendly is among one of the many ways that these unethical 

consequences can be mitigated by engineers. 
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It is also important to understand that even the most innocuous seeming of robots can 

cause side-effects or lead to the endangerment of people. The use of social robots to assist 

humans with various public services, for example, have the obvious future challenge of being 

exploitative or physically endangering to the elderly, disabled, or children if poorly designed. 

Along with this, current views regarding such robots introduce another set of indirect issues. An 

extensive survey held by almost 30 countries in the European Union reported a staggering 90% 

response in the distrust of robots tasked with helping the elderly or children (Bogue, 2014). 

Despite this, policymakers are focused on introducing robots to the same groups of people due to 

their natural applications in trivial but time-demanding labor (Lember, 2019). A fear with 

implementing laws such as these without the consent of the governed is the backlash which may 

cause civil unrest, distrust of the government, or the setback of relevant robotic technologies in 

areas that desperately require it (Willems, 2022) 

The idea of technological determinism, where a society is shaped and developed by the 

technology it develops, can be seen in the inherent ability of engineers to instill their personal 

beliefs and values into their designs (Salsone, 2020). This unconscious bias that affects the 

development of technology explains much of why robots can be created to be unintentionally 

unethical. An example of how technological determinism has led to unintentional failures in 

technology can be seen with facial recognition software which could not detect the faces of 

minorities – particularly those with darker skin tones. This was due to the training of said facial 

recognition software conducted solely using Caucasian images (Najibi, 2020). With robotics 

overlapping a great deal with the machine learning tools used by facial recognition software, it is 

possible that a similar accident may occur under the wrong circumstances. 
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An important tool used to determine the ethic level of something is the philosophical idea 

of moral relativism. Moral relativism is the belief that moral truths are relative to specific 

cultures or individuals, and that there are no absolute moral standards that apply universally 

(Westacott, no date). Using actions that are publicly seen as unacceptable or unethical as existing 

benchmarks, other actions within a similar scope can be placed on a relative scale of ‘more 

ethical’ or ‘less ethical’ in a specific society. This relies on using an existing set of cultural values 

– in this case being an American view. A simple example is how most modern societies may find 

war waging civilizations of the past as barbaric; but given the environment and landscape of that 

era, was a cultural norm that was not considered unethical. Moral relativism is at the crux of how 

we can argue that an action is unethical and thus will be used liberally in conjunction with other 

literary tools to answer the research questions of unintended consequences of robotics.  

Another large part of answering the research questions will come from the Actor-

Network Theory (ANT) framework typically used in the field of Science, Technology, and 

Society (STS). With ANT, robots can be broken up into systems of individual components with 

specific functions and more importantly, ethical stigmatisms (Latour, 1992). This can pinpoint 

problematic design choices or components which may cause ethical issues. Furthermore, the 

overarching web of actors in the field of robotics which includes the engineers, literature, and 

major events can showcase connections between various nodes in the actor-network web. 

Importantly, these connections should showcase the cause-effect relationship of problematic 

design decisions and their impact. 

The question of how policies and regulations concerning robotics have influenced robotic 

design and production can be answered by analyzing the cause-effect relationships of relevant 

judicial legislature. Policy and agency reports are crucial for ecological concerns in pollution 
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stemming from the production of computer parts. Law involving robots created for the purpose 

of causing harm and robots unintentionally causing harm will likely highlight the visible ethical 

concerns with robotics. For these reasons, using legal rulings, policy documents, and agency 

reports in conjunction with the cause-effect nature of the ANT framework will be at the core of 

how this research question will be answered.  

From a set of cause-effect relationships, the breakdown of certain robot designs and their 

components is the next step. Looking at how much pollution a component creates, the use of 

unethically sourced materials, areas with a particular susceptibility to bias, or parts that can be 

exploited by malicious actors are all particular interest regarding the effects of these relationships. 

These can be compiled to surmise what components or robots are unethical and more importantly, 

what might be done in order to prevent such consequences in future designs.  

 One of the most significant ethical concerns pertaining to the field of robotics is its 

impact on employment. As robots become more advanced and capable of performing complex 

tasks, there is a risk that they replace human workers. In fact, the use of robots in manufacturing 

has already started the trend for the replacement of human workers in factories or other positions 

involving trivial work. According to a study by MIT, one robot in manufacturing replaced around 

3.3 workers hired for the same manufacturing positions (Dizikes, 2020). This replacement leads 

to job loss and economic instability for workers in these low-skill jobs. Another concern is that 

the use of robots in certain industries, such as healthcare, could lead to a reduction in the quality 

of care provided to patients. In a 2017 study held by the Pew Research Center, 59% of US adults 

felt that they would not be interested in a robot caregiver, with many citing that it would leave 

caretakers feeling ‘isolated’ (Smith, 2017).   
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 To combat concerns regarding employment, governments and regulatory bodies around 

the world have recognized the need for laws and regulations to protect against the loss of jobs 

caused by advancements in robotics and automation. In South Korea, the Robot Ethics Charter 

originally created in 2007 includes a commitment to “consider the impact of robots on 

employment and take measures to minimize negative effects.” (Young, 2019) In the United 

States, the Workforce Innovation and Opportunity Act includes provisions to support workers 

affected by job loss caused by automation and technological change. The act provides funding 

for job training and retraining programs, as well as support for displaced workers seeking new 

employment opportunities (WIOA, 2014). In 2017 and 2019, to directly combat the impact of 

technological change on employment, several reports were written by the International Labor 

Organization’s Global Commission on the Future of Work under the United Nations (UN). The 

commission directly names policies and initiatives to support workers affected by job loss caused 

by automation and technological change (ILO, 2017). Following the Future of Work, multiple 

members of the UN cited the commission for policymaking efforts regarding automation in 

employment (ILO, 2022).  

 In the case of robotics and employment, rather than focusing on the designs or production 

of the robots, lawmakers have tweaked labor laws so that low-skill workers and others that 

would otherwise be left without jobs are able to find other work or have had their work 

integrated into the era of automation. The reasoning behind this is sound, as the use of robots to 

trivialize monotonous work if employment is not made impossible for the workers being 

replaced should lead to more fulfilling work and overall increased happiness. With blue collar 

workers reporting that they feel lower overall levels of happiness, retraining workers for 

‘happier’ fields and leaving grueling labor to machines may be the most ethical solution 
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regarding automation and employment (De Neve and Ward, 2017). Of course, with monetary 

incentives being at the top of motivations for labor, ensuring that the general quality of living and 

wages for displaced workers is of utmost importance. Overall, for ethical questions surrounding 

automation of labor, the responsibility lies on lawmakers more so than engineers. 

Along with employment, another major ethical concern related to robotics is the potential 

for robots to be used for directly unethical purposes. For example, robots can be programmed to 

engage in criminal activities, such as theft or espionage. The use of drones to spy on people has 

been a famous distasteful use of robots (Gogarty, 2017). Related to this, in a vast majority of US 

states the use of drones to spy on unsuspecting people is not currently illegal under federal law 

(Martin, 2019). And while there exist “No-Fly Zones” in government-owned areas, there is little 

engineers can do to improve the social security of drones without compromising the functionality 

of these technologies. Unfortunately, this is another case of policymaking being the simpler 

solution rather than engineers finding methods of preventing such misuses.  

The famous Mirai malware botnet created in 2016 which targeted insecure internet of 

things (IoT) devices and hijacked them for distributed denial-of-service (DDoS) attacks has 

showcased how any technology with computer elements can be used to commit a new category 

of cybercrimes (Fruhlinger, 2018). As a direct result of the Mirai botnet attacks, the state of 

California mandated that manufacturers of IoT devices equip the technology with reasonable 

safety features (Martinez, 2018). While IoT DDoS attacks are still a prevalent issue due to older 

technologies without fixes being implemented or developers being complacent with safety 

measures, engineers and IoT device manufacturers have acknowledged the dangers of botnet 

attacks and have taken steps to secure IoT devices from being misused in the future (Al-

Hadhrami, 2021). 
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As the use of robots continues to increase across industries, it is important to consider 

their environmental impact. One key factor to consider is the carbon footprint of robots - the 

amount of greenhouse gases emitted during their production, operation, and disposal. The carbon 

footprint of robots can be divided into three main components: production, operation, and 

disposal. The production of robots requires significant amounts of energy, which is often 

generated through the burning of fossil fuels (Ritchie, 2022). The materials used in the 

production of robots also contribute to their carbon footprint. For example, the production of 

metals and plastics used in robots requires significant amounts of energy and emits greenhouse 

gases (STMicroelectronics, 2023). Acquiring these materials also often causes damage to the 

surrounding environments where they are extracted or created (Welle, 2021).  

Like all electronic devices and similar technology, the operation of robots has its own 

carbon footprint. If the energy used to power robots comes from fossil fuels, it can significantly 

increase the robot’s carbon footprint (Ritchie, 2022). Additionally, the transportation of robots, as 

well as the energy required to maintain and repair them further contributes to their carbon 

footprint (RSS, 2021). Finally, the disposal of robots also contributes to their carbon footprint. 

When robots reach the end of their useful life, they need to be disposed of, often resulting in non-

negligible amounts of waste. While not as pertinent as the creation and use of robots, the disposal 

of robots can contribute to greenhouse gas emissions if they are not thrown away properly. For 

example, if they are sent to landfills and contribute to methane emissions (Groover, 1986). 

 A common “green” issue, the carbon footprint of robots has several implications for the 

environment. The greenhouse gases emitted during the various stages of robot use contribute to 

global warming and climate change. Like automobiles and electrical devices in our homes, as the 

use of robots continues to increase, their carbon footprint could cause significant concerns for the 
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global climate. Although we have seen great strides in industry to lower the overall number of 

emissions since calls to action several decades ago, it is important to improve and maintain a 

high-level of environmental consciousness with robots as well (EPA, 2019) 

To achieve this, reducing the carbon footprint of robots is crucial to mitigate their 

environmental impact. An obvious method to reduce the carbon footprint of robots is to use 

renewable energy sources to power and operate them (Hassan, 2020). Additionally, using energy-

efficient components and systems can also reduce the energy required to power and operate 

robots (Maheswaran, 2016). Another way to reduce the carbon footprint of robots is to use 

sustainable materials in their production. For example, the use of recycled or biodegradable 

materials can significantly reduce the environmental impact of robots (Snow, 2021). Designing 

robots for longevity and ease of repair can reduce the need for replacement and disposal, further 

reducing their carbon footprint. Finally, disposing of robots properly is crucial to reduce their 

carbon footprint. Proper disposal can involve recycling or repurposing robots, reducing the need 

for new production of other sources of emissions. 

 With robots requiring software to be piloted, it is of no surprise that the fully virtual 

relative of robotics, artificial intelligence (AI), has found similar use in tech. As we see an 

increase in the use of AI in the workplace, the use of smarter-than-human intelligence raises a 

plethora of ethical concerns. To combat this, the European Union (EU) has developed a 

framework for ethical AI, which includes guidelines for the development and use of AI and 

robotics technology (Madiega, 2019). Under this framework, member states of the EU and their 

allies have addressed the need for artificial intelligence and robotics to follow a set of ethical 

guidelines. Notably, the framework includes a set of ethical standards published by the Institute 

of Electrical and Electronics Engineers (IEEE) which has been adopted internationally by the EU. 



10 
 

Other government entities such as the US, China, Canada, and India among others have also 

adopted or have drafted similar sets of standards that “largely mirror the EU rules on AI.” Much 

of the rules outlined in these standards are relatively ethical internationally – with highlights 

being extensions of Asimov’s Three Laws of Robotics (Salge, 2017) such as the inability for AI 

and robots to harm humans or disobey human oversight; adoptions of the three pillars of 

information security and cyber security: confidentiality, availability, and integrity (Cawthra, 

2020); and the core principle of a “human-centric approach,” putting humans values first in a 

way that fundamental rights are respected.  

Clearly, regulatory and policy-making bodies have had a significant impact on the 

development and goals of robot design. Governments and international organizations have 

recognized the potential of robotics to transform industries and improve productivity, while also 

acknowledging the potential risks and challenges associated with the deployment of robots. As a 

result, they have established countless regulations and policies to guide the development and use 

of robots. Furthermore, regulatory and policy-making bodies have impacted the goals of robot 

design by establishing intellectual property and patent laws. These laws incentivize innovation 

by providing legal protections for inventors and companies that develop new robot technologies. 

Intellectual property and patent laws help to ensure that the benefits of robot innovation are 

widely shared and that inventors are incentivized to continue developing new and improved 

robot technologies. 

 Using the cause-and-effect nature of ANT, a large-scale ecosystem of robots, their 

creators, regulatory legislature, outcomes of robot use and their relationships to one another has 

been pulled apart to understand how policy making and regulation has impacted the development 

of robots. As a result, some of the lesser-known consequences of robot designs have been 
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brought to light. From botnets to employment to idealistic mismatches between the government 

and the governed, the field of robotics has issues that must be faced through a combination of 

design changes, policy making, and regulation. While some issues such as the surveillance of 

people through the use of drones cannot be easily tackled by robot designers and manufacturers, 

other issues such as the addition of security features for IoT devices rest mostly on the shoulders 

of engineers. 

 There is no clear answer to the future of ethics in robotics. Being a new field of 

engineering, there is little discourse and regulation pertaining to robots. Rather than seeking a 

single answer, future engineers should instead be mindful of the various consequences of bad 

design and incorporate strong design elements so that these consequences are mitigated. 

Furthermore, with the current lack of meaningful legislature, lawmakers must work with 

engineers to uphold rules and regulations in a way that ensures that robots are not misused.  
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