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It is not the knowledge, but the act of learning, that grants the greatest joy. 

The never-satisfied man is so strange; if he has completed a structure,  

then it is not to dwell in it peacefully, but to begin another. 

Carl Friedrich Gauss 
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To Sophie, 

my daughter and my soul, 

keep smiling 
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Abstract 

Continuous monitoring of health parameters, especially in real-world out-of-hospital settings, is vital for 

patients with chronic diseases in preventing acute and hazardous health outcomes. Sensing and machine 

learning (ML) can facilitate continuous health tracking to reduce such risks. For example, real-time 

sensing-based prediction of the agitated behavior in dementia patients can prevent harmful escalations, 

similarly, inference-based monitoring of the respiratory function in asthmatics can prevent asthma attacks.  

State-of-the-art sensor-ML researches for health monitoring struggle to transfer in-lab performance to the 

real-world deployments, as models built with in-lab or limited duration “snapshot” data often fail to 

generalize temporally and spatially to real-world beyond-training scenarios. But continuous long-term 

health monitoring data from real-world settings are rare for most health applications and are challenging to 

acquire due to hurdles in system reliability and data availability, along with user compliance and usability. 

Challenges in model design with such large data range from inter-disease, inter-patient, and intra-patient 

variations among the health variables to signal noise and missing data. These challenges are aggravated by 

the lack of reliable ground truth from real users for such long-term data as well as by the lack of 

generalizability of the model performance beyond training scenarios.  

This dissertation addresses these challenges for wearable sensor-ML systems in the acquisition and 

utilization of real-world long-term data for human behavior and physiology learning. To achieve robust 

data collection in real-world settings, a novel wearable-edge platform, named behavioral and environmental 

sensing and intervention (BESI), is proposed and implemented to facilitate usability, unobtrusiveness, 

reliability and data availability. Using such real-world data, this work explores learning methods for 

modeling human health parameters. Toward that goal, novel features are proposed for wearable sensor 

modalities, namely wrist-worn motion sensors (accelerometer and gyroscope) and chest-worn 

electrocardiogram (ECG). These features are used in standard instance-based ML methods and sequential 

models in learning health parameters. To capture the temporal progression of health symptoms, sequential 

models and temporal ensemble of instance-based models are designed and compared. To overcome the 

challenges of noisy sparse labels from real-world data, multi-instance learning (MIL) methods are 

implemented to release the constraint of exact labeling of the whole sequence. Finally, to achieve improved 

performance and generalizability, this work proposes a novel contextual ensemble learning method, called 

ConxEns. This method leverages available contextual information in learning ‘weak’ contextual models, 

and implement a probabilistic aggregator to infer the health parameters as an ensemble of the inferences of 

the specialized models. ConxEns is implemented for both classification and regression task and is evaluated 

for performance improvement, and to demonstrate its potential in generalizing beyond known dataset.  

The proposed models and ConxEns pipelines are evaluated in the scope of two major healthcare studies: 

dementia and asthma care. For the dementia study, the BESI system is evaluated and used to collect 

patients’ wrist motion signals during month-long deployments at their homes. The agitated behavior in 

dementia patients are modeled as a classification task using the proposed motion features with standard ML 

models. Multi-instance models MIL-Boost and MI-SVM have demonstrated improved performance 

compared to single-instance models. Using agitated behavioral symptoms as a context, the proposed 

ConxEns pipeline is implemented to predict agitation. Result demonstrates robust performance and 

generalizability. The proposed solutions are applied to another study on asthma care demonstrating the 

generalizability across health applications. For this study, novel features are proposed for wrist motion and 

wearable ECG signals and are used to regress the respiratory parameters of study participants using both 

standard ML models and the proposed ConxEns pipeline. Improved performance and generalization in 

evaluation demonstrate the robustness of the proposed method for health monitoring. This work leads the 

way for future research in personalized health modeling toward explainable intervention design. 
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  Chapter 1 - 

Introduction 

In the United States, chronic diseases are so prevalent that at least six in ten Americans suffer from 

one. Chronic conditions, such as cancer, asthma, heart disease, stroke, Alzheimer’s disease, diabetes, 

osteoporosis, or chronic kidney disease, often develop slowly and progress over time with various 

symptoms and signs. These long-lasting conditions worsen with time and are the leading cause of death and 

disability among patients, contributing heavily to the nation’s $3.5 trillion annual health care costs [1]. For 

patients suffering from existing chronic diseases, many acute conditions and symptoms pose constant risks 

of harmful outcomes. Such acute symptoms are often severe and can trigger suddenly for various causes. 

For example, asthma patients may face an exacerbating attack, osteoporosis patients may suffer from 

broken bones, heart disease patients are susceptible to heart attacks, and dementia patients demonstrate 

escalation of agitated symptoms [2]. Multiple physiological and behavioral parameters can be used for 

assessing and forecasting risks of such acute health crises. Consequently, monitoring such parameters has 

proven to be vital for patients suffering from chronic health conditions. Such parameters are regularly 

monitored in clinical settings and are part of early warning systems in hospitals [3]. Out-of-hospital 

availability of such preventive measures can assist patients and their families at home settings. Along this 

line, lifestyle behaviors and activities are identified as key factors in preventing and controlling the 

progression of chronic diseases. For example, tobacco use, poor nutrition, lack of physical activity, and 

excessive alcohol use are regarded as key lifestyle risks [4]. Monitoring such activity and behavior in day-

to-day life can facilitate early intervention to prevent severe outcomes.  
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Beyond chronic diseases, day-to-day continuous health monitoring is essential for many other 

health applications. Out-of-hospital health monitoring can prevent hospital readmission for various 

diseases, prevent pregnancy-related crisis, and track neonatal risk. Similarly, wellness and fitness related 

applications require continuous monitoring of health-related parameters. Preventing the falling risk of 

elderly, tracking the eating behavior at home to prevent obesity, monitoring activities of daily living 

(ADL), and quantifying gait, physical activity, or energy expenditure are some examples of related 

applications [5-7]. Health applications, such as those mentioned here and more, highlight the need for 

continuous monitoring of activity, behavior, and physiological parameters in day-to-day life. This 

dissertation is motivated by such health monitoring applications aiming toward real-world impact in 

healthcare and wellbeing. 

Health monitoring often requires complex instruments or privacy invasive and obtrusive methods, 

which limits such monitoring to hospitals or care facilities, but not available for daily ubiquitous use [3,5]. 

Recent advances in sensors and machine learning (ML) are enabling more and more healthcare applications 

every day. From robotic surgery to automated diagnosis and drug discovery, research in these areas shows 

the potential for significant impacts in all aspects of healthcare. One such area of active research is 

wearable sensor-ML systems for out-of-hospital health monitoring.  

Advances in wearable sensors and ML methods are unlocking the possibilities of wide 

applications of such sensor-ML systems. While wearable sensors enable acquisition of various 

physiological and behavioral signals from on-body locations, they also hold the potential to facilitate 

unobtrusive and ubiquitous sensing [8-10]. On the other hand, data-driven models and learning approaches 

can infer various human attributes from those signals and predict many health phenomena. ML models 

enable capturing even non-linear patterns or high-dimensional clusters from sensor signals in designing 

complex models of human physiology and behavior. Such ML-powered health monitoring can prevent 

multitudes of health hazards. These systems can assist patients with chronic diseases by continuous risk 

tracking, elderly people with remote care toward aging-in-place, help patients after surgery with out-patient 

monitoring to prevent readmission, and facilitate many similar applications as mentioned before [11-13]. 

Researches in this area have shown high potential in revolutionizing health monitoring. This dissertation 
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focuses on applications of wearable sensor-ML systems, such as wrist-worn motion and chest-worn ECG 

sensor-based models of human behavior and physiology, in enabling out-of-hospital, more precisely, 

residential and free-living health monitoring.  

1.1 Challenges in Health Sensing 

Researchers are trying out various sensor-ML solutions for various applications. But real-world 

wide-spread use and acceptance of such systems for health applications still need to go long ways. Among 

many hurdles, one burning question is the lack of performance of such systems in real-world unknown and 

unpredictable scenarios. Though such systems perform well in the in-lab controlled settings, these 

performances often cannot be translated outside those settings [14-16]. Due to this lack of ‘realism’ for 

sensor-ML systems, i.e. their ability to operate, as designed and expected, in the real-world unseen, often 

unknown and unpredictable, scenarios, with real people, in real settings, out-of-hospital health monitoring 

using wearable sensor-ML systems remains an active area of research.  

A major challenge in achieving realism is to make the ML models robust beyond their training 

data. These models constitute the core of any sensor-ML system, and are trained on input signals or data 

streams from some specific sources to make decisions about actuation or intervention. While these data-

driven models enable sensor-ML systems to learn complex non-linear patterns and relationships, these 

models often fail to generalize, both temporally and spatially, to unseen data from the real-world. Existing 

research approaches on sensor-ML systems for health applications often train their models on ‘snapshot’ 

data collected from recruited healthy subjects if not on real patients in controlled settings such as labs or 

clinics. Those models are often validated and tested on data from those same settings. Moreover, the 

generalization methods and metrics such leave-one-out fails to guarantee performance in real-world unseen 

scenarios. This challenge emphasizes the need for long-term and continuous data from the real-world 

uncontrolled settings to use in both training and testing the models and improving generalizability. In this 

dissertation, I address this model generalization aspect of the challenges toward realism for wearable 

sensor-ML systems. The associated challenges in this endeavor are nested under two tasks: the acquisition 

and availability of real-world data and the utilization of such large data.   
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1.1.1 Acquisition and availability of real-world data  

The number of publicly available datasets that contain wearable sensor data are growing. These 

datasets are acquired for various applications ranging from activity recognition and circadian rhythm 

learning to gait analysis, elderly fall detection, and energy expenditure quantification. Unfortunately, many 

of these datasets are limited to application-specific ‘snapshot’ data collected from real patients during any 

number of sessions often in controlled settings such as clinic visits, in contrast to continuous long-term data 

from patients’ day-to-day lives. Some other datasets that contain multiple days data either use graduate 

students or other controlled subjects rather than real patients, or use lab settings such as an IoT 

instrumented room built for data collection rather than patients’ real residences. Dataset containing real-

world long-term data from real patients in their real dwellings for any specific health group is rare if not 

non-existent. 

Multiple challenges associated with long-term real-world wearable sensor data collection systems 

and processes contribute to this scarcity of related datasets. These challenges range from sustaining the user 

participation to maintaining the system performance [6,7]. Sustained user participation relies on reduced 

usability burden. System unobtrusiveness and reduced active interaction help to sustain participation over 

time. But such properties impose constraints on the wearables power consumption and connectivity modes. 

Some of the existing researches use wearable devices such as smart watches through companion apps on 

paired mobile devices such as smart phones, such that watches can continuously stream data via Bluetooth 

to phones. This approach adds the usability burden of carrying around a paired phone across the residential 

space along with the compliance requisite of wearing the watch. Such requirement is not always suitable 

for patient populations of certain age groups or disease severity. Data transmission from wearables to other 

devices via Wi-Fi consumes higher amount of energy costing the much-needed battery life of the wearable 

devices in real-world deployments. But, without transmitting data to nearby resourceful devices, real-time 

processing may cost the wearable device both computational and power resources. Such resources are 

necessary to meet other usability requirements such as device longevity and ease-of-use.  

Moreover, long-term system operation maintenance requires less dependence on human operator 

involvement and more autonomous solutions, which adds to the power, computing, and connectivity 
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constraints of wearable devices [17-19]. Many existing system monitoring platforms are cloud-based 

commercial dashboards looking at simple device statistics such as battery life, step counts, etc. Such 

systems often do not incorporate sensor modality specific error checking or self-sustained recovery 

mechanisms. Moreover, the metrics used for quantifying such system performance are also less focused on 

the data availability but more on system operating status. These limitations highlight the need for research 

in wearable sensing systems platform with a focus on improving data availability.     

1.1.2 Model design and evaluation 

Learning human health parameters from real-world long-term data faces multitudes of hurdles. 

Data collected in controlled settings benefit from stationary noise estimation and tangible parameter 

distributions in modeling application-specific health parameters in a supervised learning approach. On the 

other hand, long-term data from uncontrolled settings are not only noisy and unbalanced, but also suffer 

from unreliable ground truth from real users to be used in supervised learning pipelines. The noise in sensor 

signals originate both from the device hardware and software functionality issues and from the usage 

characteristics of the patient population. Addressing such noise requires sensor modality-specific algorithm 

design and implementation. Moreover, curating such data for missing values require context-specific 

imputation methods, rather than standard single distribution-based methods.  

The health application in hand often drives the considerations on model selection and 

implementation. Some applications require instantaneous health parameter estimation, some highlight the 

need for capturing temporal patterns of health conditions or behavioral trends, and some require surrogate 

inference of physiological parameters. Depending on the application, different modeling approaches can be 

employed. Such specialized models require exhaustive search over the existing methodologies as well as 

exploring novel methods and modifications to capture application-driven relationships [12]. Standard ML 

methods rely on hand-crafted features from the sensor signals, where as deep learning approaches train 

end-to-end models. The challenges of overfitting and lack of generalizability of such methods are greater 

when the dataset is unbalanced and skewed. As mentioned before, existing approaches such as cross-

validation or leave-one-out may not represent the generalizability or the lack of it in trained models 
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depending on the data distribution and curation [16]. While such approaches tend to get very specialized, 

the challenge that makes it hard is to ensure generalizability of such methods for similar applications. 

To learn supervised models from the sensor data collected from real-world settings, active 

participation from users are required to provide ground truth labels for respective health applications. But 

users or patients and their caregivers may not always be able to perform this task with accuracy for reasons 

varying from the disease severity and the burden associated with it to simply lack of skill in technology 

usage. Consequently, such labels are often temporally imprecise and contain human bias and error in 

observation. Supervised learning with such imprecise labels may negatively affect the training process, as 

well as the test outcomes. Learning against such noisy and sparse labels is a major challenge.  

Different health applications may have different objectives, some may prefer to achieve higher 

recall, some want to improve precision, some may prefer to personalize the operating point on the receiver 

operating curve (ROC). Independent of the objective, improved performance is required for such models to 

achieve the trust of clinical and medical experts to deploy such systems in patients’ residences. Another 

aspect of useful model design is to emphasize explainability of model outcomes to stakeholders. Such 

explainability can take various forms, from describing the model prediction mechanism and examining 

intermediate layer outcomes to explaining the outcomes in certain scenarios especially for erroneous 

prediction outcomes.  

1.2 Related Works 

To achieve out-of-hospital health monitoring, various sensor modalities and systems have been 

explored. For example, residential monitoring systems have evolved over the last two decades with high 

potential for health applications [6-9]. These systems detect daily activity, significant events like falls, and 

changes in health status by employing body-worn motion, acoustic, and physiological sensors (heart-rate, 

skin conductance, etc.), in-home passive infra-red (PIR) sensors, video cameras, pressure pads, and smart 

assisted living systems with multiple modalities. Such monitoring systems often use single to multiple 

sensing modalities, and only a handful integrate wearables into in-home sensor systems [8,9]. 
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Some related works focus only on in-situ sensor-based systems. For example, Aware Home [20] 

was proposed as an intelligent space for inferring ADL of inhabitants using vision and acoustic tracking 

with other sensing, and functionality was prioritized over privacy issues. House_n [21] installed numerous 

sensors in every part of a residence while acknowledging requirements of reliability and robustness in 

deployments for behavior inference. Many other similar facilities have been designed and built to evaluate 

sensing functionalities and validate their usability for health monitoring applications. But such settings 

remain controlled and fail to generalize to patients’ free-living habitats. 

To explore real-world scenarios, some works populate patients’ residences with multiple sensing 

modalities. BehaviorScope used cameras, PIRs, and door sensors to estimate activity patterns by detecting 

indoor location which may not be reliable in multi-resident and high social density spaces [22]. CareWatch 

was designed to assist caregivers of people with dementia by tracking their location only at night using a 

commercial security system and a bed occupancy detector [23]. At-Ease used an application specific 

system of PIRs and water sensors using a single communication protocol, but emphasized challenges of 

real deployments, reliability, and appearance [24]. UUTE monitored health status and sleep time of users 

and presented learned lessons from their trial on required unobtrusiveness and reliability of the system [25]. 

Privacy and security of invasive modalities such as camera remain a major concern for such systems. These 

ubiquitous sensing systems have demonstrated better performance in other applications such as household 

energy consumption or remote home security than health applications. While in-situ sensors are good at 

capturing context, those modalities often fail to sense or infer physiological and behavioral parameters in 

an instantaneous fine-grained scale.   

Adding the benefit of mobility and unobtrusive physical contact of wearable sensors, few in-situ 

sensing systems are developed with wearable components. ALARM-NET extensively used PIR sensors in 

living space and a TinyOS based wearable mote to estimate ADL, which was dependent on back-end 

processing for real time performance [26]. Tapia et al. proposed a multi-agent architecture for ambient 

intelligence to incorporate autonomy in telemonitoring, but the reliability was dependent on a centralized 

agent [27]. Dem@care extensively uses video cameras and instrumentation of household objects with other 

sensors to track activities of users [28], but has not addressed issues like privacy concerns and 
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obtrusiveness. These systems validate the sensing platforms in controlled settings, but lack the ability to 

incorporate ML-based real-time health monitoring capabilities.  

State-of-the-art technologies for the Internet-of-things (IoT) and smart homes incorporate remote 

monitoring functionality. MavHome [29] employed data mining, prediction, and multi-agent systems to 

construct models of inhabitant activities from installed sensors and predict possible crises, with lesser focus 

on unobtrusiveness and the reliability of the architecture. Lotfi et al. presented a network of commercial in-

situ sensors to infer location of users without interfering with regular activities [30]. But their system is 

restricted to single occupant homes and provides no wearable support. HomeOS [31] also presents a 

platform for commercial emplaced sensors, but the number of allowed vendors is limited. Viani et al. 

proposed an architecture which was confined to location inference and assumed placement of wireless 

access points all over the residence without fault handling considerations [32].  

On the other end of the spectrum, various wearable and mobile systems have been proposed for 

out-of-hospital health monitoring. Elaborative descriptions of early wearable systems are presented in [9]. 

Early systems like LifeGuard [33] and LiveNet [34] were designed to sense various physiological 

parameters and to transmit to a central hub for real-time processing. A multi-patient monitoring platform 

named CodeBlue [35] addressed the need for reliability in realistic usage. AMON [36] emphasized 

reducing the size of wearables and proposed a wrist-worn device to measure physiological indicators and to 

transmit data using a GSM cellular link. Often the wearable transmitted data to a nearby receiver station 

(e.g., FireLine) or received data from emplaced transmitters (e.g., Listense) [37]. A similar approach was 

adopted by Escort system [38], where optical location signal transmitted by Talking Lights were received 

by the wearable device and transmitted to a central server for location estimation. Such designs impose 

restriction on range and availability of services, and continuous transmission poses a challenge on power 

consumption and battery life. The KITE project [39] introduced user participation in the platform design 

process to avoid stigmatization and increase user compliance. Rapid development of wearables is 

motivated by the requirements for advanced sensing as well as transparency and unobtrusiveness.  

The last decade has seen the advent of smartphones as a novel platform for various health 

applications [40]. Mobile technologies can passively collect information as a way to reduce burden and 
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improve care for healthcare consumers. Smartphones facilitate passive sensing with multiple housed 

sensors and their increasing computational power and pervasiveness. Moreover, behavioral data such as 

social interaction and social media activity can be measured using smartphones. Such sensing has been 

used in studies on bipolar disorder, depression, schizophrenia, stress, addiction, medication adherence, and 

other physical and mental health applications [41-43]. Beyond patient-focused health applications, sleep 

quality assessment, sleep-wake cycle monitoring, energy expenditure, calorie loss, smoking behavior 

monitoring, and many similar projects are proposed [44-45]. Such studies require patients to always carry 

the phone, sometimes even to strap the phone on arms. Privacy and security have been major concerns as 

such approaches look into people’s social media and interaction activities. Lack of physiological sensing 

capabilities and the unrealistic assumption of a phone being used or carried constantly have remained as 

major concerns with such platforms. 

Recent advances in sensing technologies facilitate many forms of wearable sensors, from sensors 

that measure motion on the wrist to sensing electrocardiogram on the chest, as wrist bands to skin patches, 

even as commercial products such as smart watches, shoes, textiles, etc. Among those, smart watches have 

gained popularity and some level of social acceptance both for fashion trend as well as for fitness and well-

being awareness [46-48]. Such wrist-worn devices are relatively comfortable to wear and less burdensome 

to use compared to other means of wearables. They provide many utilities such as texting, email, fitness 

tracking, etc. on the wrist to increase user engagement. Recent years, smartwatch and wearable platforms 

have gained attention and popularity in health monitoring. Such platforms have physical contact with 

human body and can facilitate physiological sensing along with physical activity and behavioral signals. 

Wearable sensors can measure pulse rate, electrocardiogram (ECG), photoplethysmogram (PPG), blood 

oxygen levels, skin conductance, electrodermal activity (EDA), bioimpedance, galvanic skin response 

(GSR), as well as motion through accelerometers, gyroscopes, and magnetometers. These sensing 

capabilities have shown promise in various health applications. For example, physical activity monitoring 

has proven useful for multiple patient populations including arthritis [49,50], lumbar fusion surgery [51], 

arthroplasty surgery [52], and heart failure patients [53]. The association between physical activity and 

health issues such as blood glucose, lipid profile, renal function, blood pressure, and weight are also studied 

[54]. Accelerometer and gyroscope are used in many researches for fall detection in elderly care, as well as 
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monitoring their ADL [55]. Geriatric depression and stress tracking solutions are proposed using motion, 

EDA, and PPG signals. Similar methods are used for gait analysis, bradykinesia, tremor, and dyskinesia 

quantification in Parkinson’s disease, as well as for patients with essential tremor [56-58]. Beyond fitness 

and wellbeing [59], researches use wearables for stress monitoring [60], and energy and calorie expenditure 

tracking [61]. Sleep monitoring and sleep quality assessment have been extensively used for various health 

applications [62, 63]. Researches have used wearables to collect sleep information, evaluate multi-construct 

cognitive efficiency, and predict changes to mental acuity [64]. Activity, heart rate, and sleep data can be 

used to monitor pregnancy health [65,66,67]. In epilepsy patients, motion signals are used to identify tonic–

clonic seizures [68]. Wearables are widely explored for monitoring smoking behavior [69], tracking and 

reducing sedentary behavior, for example for patients with obstructive pulmonary diseases [70]. Studies 

examine the effect of using health monitoring on kids with acute lymphoblastic leukemia and identify the 

relationship between steps per day and fatigue [71]. Smart wearables are employed to collect vital signals 

such as EDA and respiration to estimate physical fatigue perception [72]. Scarce processing resources, 

limited battery life, sensing accuracy, and connectivity issues pose major challenges for translating such 

researches to real-world settings [73-75]. 

In addition to the sensing platforms, advances in ML methods, especially deep learning-based 

architectures, have enabled complex, even non-linear, health parameter and relationship learning [76]. Most 

of the above-mentioned applications of wearable sensors use some form of machine learning if not deep 

learning models. For example, convolutional neural network (CNN), recurrent neural network (RNN), long 

short-term memory (LSTM), auto-encoders, and attention mechanisms in deep networks are used to model 

ADL from public datasets [77,78]. Such applications often utilize defined patterns for the motion events to 

model the activity of interest. RNN models are proposed to model fall detection as a sequential activity 

[79]. LSTMs with CNN have shown promise in stereotypical motor movement inference in autism [80]. 

Variants of LSTM are applied and evaluated in sleep monitoring and assessment applications [81]. 

Customized CNN architectures tend to capture important patterns from PPG signals to detect atrial 

fibrillation [82]. CNN and RNN are explored to model fall detection in elderly population, as well as 

dementia patients wandering risk monitoring [83]. Among other applications, autoencoders, deep belief 

networks, and deep Boltzmann machines are used for emotion recognition, epileptic seizure detection, heart 
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rate monitoring, and blood pressure tracking [76, 84]. Variants of deep neural networks have enabled the 

modeling of various physiological and behavioral patterns. These models, trained and tested on ‘snapshot’ 

datasets, sometimes perform notably better than traditional instance-based learning methods in controlled 

datasets. But such performances do not guarantee robust performance in real-world day-to-day settings. 

Moreover, the lack of explainability is another major drawback for such methods, especially in the context 

of health applications. 

Many of the above depicted systems and methods are application-specific and evaluated on offline 

datasets acquired in controlled settings or on timeframes of real-world scenarios. Unfortunately, such 

approaches do not generalize well to times and spaces that are not captured by the training data [12,15]. 

Baig et al. surveyed smart components of available remote, mobile, and wearable monitoring systems and 

emphasized the need for reliability, unobtrusiveness, and privacy in such systems [74]. These challenges of 

developing general purpose systems are also highlighted by Alemdar and Ersoy [6]. These works suggest 

the need for robust, privacy-preserving, error resilient, and unobtrusive sensor-ML platforms for out-of-

hospital health monitoring applications. 

1.3 Research Scope and Objectives 

With the motivation toward real-world out-of-hospital health monitoring, in this research, I 

address the challenges for wearable sensor-ML systems in the acquisition and utilization of real-world 

long-term data for human behavior and physiology modeling. The scope of this research is kept limited to 

wearable sensors in real-world residential and free-living settings; wrist-worn accelerometer and gyroscope 

and chest-worn ambulatory ECG are used in this work. Using these modalities as the wearable component, 

I propose a novel system architecture and demonstrate its ability to overcome the challenges in real-world 

month-long sensor data acquisition from real patients in their residences. To address the challenges of 

model design and evaluation with real-world long-term sensor data, this work focuses on two major health 

application: dementia care and asthma care. Using these application contexts, I propose novel 

methodologies to discover biomarkers and to model application-specific physiological and behavioral 

health parameters.    
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In addressing these broad challenges of real-world long-term data acquisition and utilization, 

within the scope of the sensing modalities and the specific health monitoring applications, the objective of 

this dissertation is to answer three research questions (RQ): 

RQ-1:   What causes data loss during long-term real-world deployments of wearable 

sensors in residential settings and how to reduce such loss under usability and 

resource constraints?  

RQ-2:   How to learn from long-term sensor data with noisy and sparse labels in building 

application-driven models of human behavior and physiology?  

RQ-3:  What methods can improve the performance and the generalizability of learnt 

health parameter models with supplemental data labels?  

To answer the first question, I explore wearable sensing challenges in real patients’ residences as 

part of the dementia care study. To overcome the challenges of usability and system reliability, I propose a 

novel wearable-edge interconnected ML platform. This platform, named behavioral and environmental 

sensing and intervention (BESI), leverages in-home network of edge devices to alleviate the computing and 

connectivity constraints from the wearable devices, as well as to facilitate hierarchical autonomous 

monitoring of system performance over time [85,86]. This architecture reduces the usability burden of the 

wearables by alleviating constraints to carry a companion phone, while enabling both temporal and spatial 

continuity in the home setting for months. Moreover, it is equipped with hierarchical watchdogs, heartbeat 

messaging, and autonomous fault tolerant and recovery methods to enable sustained long-term 

performance. The BESI system has been deployed in multiple dementia patient residences spanning a total 

duration over 20 months, and has acquired long-term continuous wrist-motion data of about 100 GB, thus 

demonstrating robust data acquisition in real-world settings.  

The second and third research questions are dependent on respective health monitoring 

applications and are answered for the dementia and asthma care applications independently with a goal to 

explore the value of long-term continuous wearable sensor data in modeling human behavior and 

physiology. For the dementia care study, I model and monitor the physical agitation of dementia patients 
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from their wrist motion data addressing real-world label-noise and missing label issues associated with 

labels acquired from real users. Beyond exploring learning methods to overcome sparse label issues, I also 

explore various aspects of application-specific model design and address related challenges. For example, 

to model the progression of the agitated behavior in dementia patients, I evaluate sequential modeling 

approaches. And, for the asthma study, the objective is to infer the respiratory parameters from participants 

motion and wearable ECG signals. In this application, the instantaneous physiological relationship between 

respiratory parameters and motion and ECG signals is more emphasized than temporal correlation. 

In answering the third research question, I propose a novel contextual ensemble pipeline to learn 

behavioral and physiological parameters from real-world wearable sensor signals with supplementary 

information beyond exact classification or regression labels. This method has demonstrated performance 

improvement for both agitation prediction and respiratory parameter inference, highlighting 

generalizability. Moreover, the hierarchical organization of the pipeline is used to explain model outcome 

from health perspectives. This focused work captures the trend of many health monitoring applications and 

can be easily adapted by many. 

In search of the answers to the above research questions, I establish with evidence my thesis: 

A holistic approach from fault tolerance in sensor systems to 

contextual association of data-driven models improves  

the robustness of sensing-driven models of  

human behavior and physiology in real-world settings.     

The thesis in this research is established by pursuing two goals: long-term data acquisition from 

the real-world and using that data for achieving improved performance, explainability, and generalizability 

of real-application focused ML models against sparse noisy labels. Toward those goals, I built the BESI 

system with robustness and reliability features, evaluated and deployed in real dementia patient residences 

for years, and successfully acquired long-term continuous wearable sensor data. In utilizing those data, I 

designed and evaluated supervised learning methods for predicting physical agitation of dementia patients 

from their wrist motion signals and for inferring breathing rate and minute ventilation from wrist motion 
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and wearable ECG signals. The performances of model-based predictions are improved by addressing the 

imprecision inherent in ground truths or labels provided by real users. Moreover, I propose a novel 

contextual ensemble method to utilize secondary information associated with the primary data labels to 

improve predictive performance as well as demonstrating generalizability.  

The contributions of this dissertation can be summarized as: 

A1. A novel and robust wearable-edge ML platform for long-term behavioral and physiological sensing 

and inference toward real-world out-of-hospital health monitoring applications, 

A2. A baseline ML model for predicting physical agitation in dementia patients from their wrist motion 

signals with biomarker discovery and supervised learning, 

A3. A baseline inference methodology for respiratory parameter estimation from wrist motion and 

wearable ECG signals across various physical activity context,  

A4. A novel supervised learning methodology to learn from long-term real-world sensor data with scarce 

and imprecise, but multidimensional, labels. 

In this dissertation, I present the conducted research on the system design and the ML 

methodology along with the respective implementations, evaluations, and limitations. In Chapter 2, the 

healthcare applications on dementia and asthma care are presented in details along with the description of 

the data collected from these studies. The BESI system is described with its design considerations and 

robustness features in Chapter 3, and its performance in acquiring long-term continuous data from the real-

world. Chapter 4 introduces the sensor biomarker discovery pipeline for both the applications. The agitated 

behavior and the respiratory physiological parameters learning pipelines are presented in Chapter 5. 

Chapter 6 presents the results of these methodologies and discusses the performance, explainability, and 

generalizability. I conclude this dissertation in Chapter 7 with discussions on the achievements, the 

limitations, and the potentials of this research in advancing health monitoring-based real-time care delivery. 
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  Chapter 2 - 

Studies on Health Monitoring 

Two real-world health monitoring applications, one on dementia care, the other on asthma care, 

directly motivate and contribute as the sources of data and the testbeds for the performance evaluation of 

this research. In this chapter, I introduce these projects along with their respective goals and challenges. 

Moreover, the data originated from these projects are also described along with the sensors and media used 

to acquire those.   

2.1 Monitoring Agitated Behavior in Dementia 

Dementia is a neurodegenerative chronic disease, about 5.6 million people in US are struggling 

with Alzheimer’s dementia. Dementia patients suffer from memory loss, cognitive, visual, and vocal 

impairments. These symptoms progressively worsen over time and patients often express agitated 

behaviors. 90% of dementia patients demonstrate some form of agitation. Agitation in dementia is 

described as a set of behaviors often repetitious, socially inappropriate, and aggressive in nature. According 

to the Cohen-Mansfield Agitation Inventory, these behavioral symptoms include wandering, restlessness, 

feeling lost, inappropriate dressing, throwing up food, kicking, biting, breaking things, lack of attention, 

repetition, mood swings, imitating, whining, and cursing (Fig 2.1). These symptoms are categorized as 

physically non-aggressive, physically aggressive, verbally non-aggressive, and verbally aggressive 

behaviors [87-89]. Such symptoms are harmful both physically and mentally for both the patients and their 

family caregivers. Hence, caring for a person with dementia (PWD) can be physically and emotionally 

taxing for caregivers.  
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The dementia care study, named behavioral and environmental sensing and intervention (BESI) 

for dementia caregiver empowerment, aims to detect and predict agitation in an early stage. Such early 

detection can enable early notification to the caregiver with personalized interventions, and thus, prevent 

escalation of agitated behavior. BESI is a three-phase, five-year long study funded by the NSF under the 

Smart & Connected Health program. The overall goal of the study is to empower caregivers, reduce 

caregiving burden, and increase self-efficacy by providing just-in-time interventions. From an engineering 

research perspective, the objective is to continuously monitor and generate model-based predictions on the 

agitated behavior of dementia patients at their residences (Fig 2.2). Continuous monitoring of such 

behavior at home not only can enable preparedness and self-efficacy in caregiving but also facilitate 

longitudinal study of disease progression and intervention design. 

 

Figure 2.1: Symptoms of agitated behavior in dementia patients according to CMAI. 
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Existing approaches are often reactive and are administered too late in an escalation to be 

routinely effective. Standard clinical tools such as the clinical dementia rating (CDR), the Cohen-Mansfield 

agitation inventory (CMAI), and the modified mini-mental state (3MS) examination are often used for 

quantitative assessment of the behavioral and psychological symptoms of dementia (BPSD) including 

agitation [89]. These tools attempt to evaluate the patients’ cognitive and functional performance as well as 

aggressive and non-aggressive behaviors, but are prone to subjective bias and recollection errors from 

caregivers or clinicians during clinic visits or interview sessions. 

For proactive interventions, researchers recently emphasize continuous behavior tracking 

approaches based on sensing technologies. State-of-the-art sensing-based dementia care mostly focus on 

monitoring daily activity, detection of early dementia, and quantitative assessment of therapeutic 

intervention for cognitive care [90-94]. For example, subjective clinical scores are correlated with daily 

activity levels from wearable sensor data to supplement dementia diagnosis. Similarly, wearable sensors 

have been used to quantify the treatment outcomes for dementia patients with agitation symptoms, and to 

evaluate the prospect of early diagnosis through detecting changes in circadian behavior. However, 

continuous and real-time behavior sensing and prediction is still an active area of research.  

 

Figure 2.2: The BESI study aims to facilitate just-in-time intervention through continuous behavior monitoring 
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In BESI, I use an accelerometer sensor housed in a smartwatch to sense the wrist motion of the 

dementia patients [95-100]. My research objective is to continuously monitor and to learn and predict the 

physical agitation behavior of patients. The study population is comprised of 12 patient-caregiver dyads. 

The patient population consists of 7 women and 5 men, who have been diagnosed with mild to severe 

dementia. The subjects are recruited often through dementia support groups and community advocacy 

groups. The demographic of this population is presented in Table 2.1. The patient-caregiver dyads provide 

consents to participate in the study following a protocol approved by the IRB at Virginia Tech Carilion 

School of Medicine. Following the protocol, data are collected from the patients at their residences for a 

continuous duration of 30 to 60 days.   

The inertial accelerometer sensor on the Pebble smartwatch, which was worn by the dementia 

patients during the month-long deployments at their residences, was sampled at 50 Hz to continuously 

collect the 3-axes motion signal. A custom app named Pixie was designed to sample the accelerometer and 

to send that data over the sensor network. This accelerometer was the sole modality used in this study to 

continuously monitor the patients’ behavior.   

The caregivers in this study also wore a Pebble smartwatch, which was programmed to host an 

event-marking app named Memento. This app enabled the caregivers to timely mark sparse and 

unpredictable behavioral episodes like agitation. The timestamp of the button-press is stored as an 

annotation for an agitation episode on-board, as well as transmitted to a tablet. The tablet hosts an Android 

app, which the caregivers were requested to use for providing temporal, spatial, and characteristic 

observations or symptoms (e.g. pacing, hitting, repetition, shouting, etc.) about the agitation episodes, as 

well as the caregivers perceived severity level of the episode. The timestamps and these supplementary 

TABLE 2.1  DEMOGRAPHIC COMPOSITION OF THE BESI STUDY 

Sex Age 
CDR  

(range 0:3) 

3MS  

(range 0:100) 

CMAI-C  

(range 0:203) 

F (7) 80.6±4.3 1.55±0.4 59±11 64±11 

M (5) 78.7±6.8 1.4±0.27 52±18 60±14 
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information about the agitation episodes are the ground truth labels and associated context for learning the 

agitated behavior from the accelerometer signal in a supervised manner. 

Over the course of about 20 months, the caregivers marked 571 agitation episodes for those twelve 

patients. Since an agitation episode lasts about 20 minutes on average, there were 11,420 minutes of data 

for agitation episodes, which represents 34,260,000 x 3 samples of sensor signals. Though this number 

seems very large, considering that the raw sensor signal samples do not carry much information 

independently, duration-based feature analysis is used, which reduces the number of data points available 

to train and test models of agitated behavior.    

2.2 Respiration Monitoring for Asthma Care 

Asthma is a chronic disease of the respiratory system. Asthma attack or exacerbation is a severe 

acute condition for asthmatic patients. In US, one in twelve children suffers from asthma, whereas 11.5 

million people face asthma attacks every year. The risk of exacerbation for asthmatic patients is often 

associated with short-term or sudden exposure to air pollutants, such as ozone (O3), even indoor [101-104]. 

Unfortunately, 50% of US population remain exposed to pollutants above the national safety standards. 

Hence, personal exposure tracking strategies, based on the nociceptive lung function response to pollutants, 

is essential for asthmatic patients.  

Personal risk tracking strategies require continuous monitoring of respiratory parameters, 

 

Figure 2.3: The VICTER study aims to infer respiratory parameters from non-respiratory sensing 
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especially the instantaneous minute ventilation, VE, which is the amount of air breathed in or out per 

minute. VE is a major factor in determining the “effective” dose of exposure; exposure to even moderate 

pollutant concentration level at high ventilation rate can induce complications in the lung function [105-

106]. The effective risk of exposure is directly proportional to the product of the pollutant concentration in 

the air (C[O3]) and the minute ventilation (VE). Hence, continuous VE monitoring can enable potential risk 

assessment to prevent exacerbation. The asthma care project, named ventilation inference for continuous 

tracking of exacerbation risk (VICTER), aims to infer the minute ventilation toward assessing the 

instantaneous risk of pollutant exposure (Fig 2.3). VICTER aims to explore and quantify the risk of ozone-

induced environmental asthma, and is supported by the National Institute of Environmental Health 

Sciences. This project pursues multiple experiments in parallel including the lung function response to 

ozone exposure and prospective interventions, and the personal and contextual variation in lung function.  

Using custom designed wearable devices, the environmental pollutant concentration (C[O3]) can 

be continuously measured. Commercial ozone sensor MiCS-2614 is used in our wearable ozone monitoring 

platform. MiCS-2614 was chosen for wearable ozone monitoring since its miniature dimension, low power 

consumption and high sensitivity. The size of the MiCS-2614 is small with area of 35mm2 and height of 

1.55mm. Inside the metal capillary barrier, there is a sensing resistor RS to react with ambient ozone, and a 

measurement circuit to convert the resistance of RS to an output voltage. During normal operation, RS will 

be heated up to 430℃ with typical 80mW heater power. Then ambient ozone diffuses into the sensor 

through the metal capillary barrier to react with RS. The output voltage reflects the resistance of RS which 

could be employed to calculate ozone concentration level. Ozone detection ranges from 10ppb to 1000pb, 

 

Figure 2.4: Custom designed wrist-worn device (left, center) to monitor pollutant concentration and sense 

wrist motion, Shimmer ECG sensing unit (right) is worn on chest to sense ambulatory ECG 
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which is capable of monitoring indoor and outdoor environment. Shimmer 3 is used as a data logger, and a 

daughter board with sensors and related circuits are designed to connect to a Shimmer 3 node as shown in 

Fig. 2.4. Three 12-bit analog-to-digital converter (ADC) channels on Shimmer 3 are used to sample sensor 

data of ozone, temperature, and humidity. The temperature and humidity values are used to instantaneously 

calibrate the ozone readings. 

Spirometry is the clinically accepted standard for measuring respiratory parameters [107]. This 

modality, even in its portable form [108], is extremely invasive and not suitable for continuous day-to-day 

use. Hence, out-of-hospital or at-home continuous respiration monitoring remains an open challenge. Along 

with the direct measurement methods, indirect, or surrogate, measurements from other physiological 

signals, such as ECG-derived respiration (EDR), are gaining momentum. With the advent of wearable 

sensors, such methods can achieve the long-sought unobtrusiveness and usability. Yet, the challenge 

remains to improve the measurement performance against the noise and uncertainty in signals acquired 

using wearables.  

Continuous respiration monitoring has been an active area of research for the last two decades 

yielding many disruptive technologies [109-112]. Recent research efforts are looking for noninvasiveness 

and day-to-day usability, either by designing body-worn, contactless sensing devices for direct 

measurement, or by estimating respiration from wearable sensing-driven non-respiratory signals, to achieve 

real-world applicability. Direct respiration sensing methods try to capture any related physiological 

phenomena. For example, inductance plethysmography can track changes in thoraco-abdominal surface 

area during respiration using two transducer sinusoidal coils and an oscillator on the body [113, 114]. 

Similarly, magnetometer plethysmography tracks changes in body volume by magnetometer transmitter-

receivers. Also, piezoresistive, piezoelectric, and capacitive sensors are explored to capture the respiration-

time transthoracic modulation [115-117]. Non-contact modalities such as radar, optical, and thermal 

imaging have also been proposed to achieve contact-free respiration monitoring. While such methods bring 

in the capabilities to measure respiratory parameters beyond breathing rate (BR), their performance and 

usability need evaluation beyond stationary, calibrated, location-specific lab settings across contextual and 

inter-person variability in free-living. 
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Recently, research efforts toward estimating respiration as surrogate or indirect measures from 

peripheral physiological sensors are gaining momentum, thanks to both the technological advances and the 

wide acceptances of wearable sensors. Modalities such as electrocardiogram (ECG) and 

photoplethysmogram (PPG) are at the center of these efforts trying to capture the physiological interaction 

between cardiac and respiratory functionalities. ECG derived respiration (EDR) methods often use signal 

processing techniques, such as power spectrum analysis, wavelet transform, empirical mode 

decomposition, to demodulate or extract the respiration signal, and then estimate the related parameters 

[118-124]. Such methods are often prone to propagation of reconstruction error, worsening estimation 

performance. These methods can provide some level of interpretability compared to other machine learning 

methods. ECG features are used with variants of principal component analysis in data-driven models to 

estimate respiratory parameters [125,126]. PPG-based methods follow similar processing and modeling 

techniques, while adding the benefit of non-invasiveness by acquiring the signal using wearables [127-

129]. Most of these works focus on BR as a coupled parameter of heart rate, which often lack to overcome 

the contextual variations. Other respiratory parameters, such as tidal volume and minute ventilation (VE), 

remain less investigated. A few works on VE estimation use multimodal sensing with ECG, PPG, and 

motion from inertial measurement units (IMU), where IMU signals are often used in denoising motion 

artefacts or extracting activity intensity [130-132]. However, the robustness of such methods against 

ambulatory noise from wearable modality, and against interpersonal and cross-context variations, is yet to 

be evaluated in real-world setting. 

With the motivation toward asthma attack prevention in the VICTER study, I attempt to estimate 

 

Figure 2.5: Healthy subjects are recruited to acquire respiration data across an exercise protocol 
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the respiratory minute ventilation (VE) using wearable ECG and wrist-worn IMU sensors. Challenges 

toward this objective span from sensor noise reduction to physiological signal representation and modeling 

the relation-ship between sensor data and respiration. The inter-personal and contextual variations among 

the physiological parameters challenge the exploration of interpretable relationships. To explore the 

potential of wearable sensing, namely ECG and IMU, in tracking respiration continuously, I collect 

wearable sensor and respiration data using a physical exercise protocol (Fig 2.5). 

15 healthy volunteers, 9 women and 6 men, participates in this study. The participants come from 

various ethnicities, and their health and fitness statuses are different. They may have mild asthmatic 

history, as this is not an exclusion criterion. The only exclusion criteria are pregnancy and/or tobacco use. 

Table 2.2 presents the demographic details of this population.  

Each participant wears two commercially available devices: a Shimmer3 ECG device on the chest 

and a Shimmer3 IMU device on the wrist (Fig 2.4). The ECG unit is programmed to collect three bipolar 

ECG channels (Leads-I, II, III). The IMU houses 3-axes accelerometer and 3-axes gyroscope sensors to 

capture the wrist motion. Both devices have on-board MSP430 micro-controllers that sample the ECG and 

the IMU signals. The ECG signals are sampled at 250 Hz with ADC gain adjusted to capture 800 mV 

differential range, and are stored on an on-board flash memory. IMU signals are also sampled at 250 Hz, 

and are recorded to on-board flash memory.  

To acquire respiration measurements as ground truth during the data collection sessions, clinical 

Spirometers, comprising pneumotachometer (Hans Rudolph model #3830), amplifier (HR PA-1 series-

1110), connector (series-7001), 2-way non-rebreathing Y-valve (series-2730), and data acquisition device, 

are used under human expert supervision. This device acquires BR in breaths per minute, inspire duration 

TABLE 2.2  DEMOGRAPHIC COMPOSITION OF THE VICTER STUDY 

Sex 
Age  

(year) 

Height 

(cm) 

Weight 

(kg) 

BMI 

(kg/m2) 

Race 

(White/All) 

M (6) 25 ± 5.5 173 ± 4.8 77 ± 16.3 26 ± 5.8 2/6 

F (9) 22 ± 3.0 164 ± 7.7 67 ± 7.1 25 ± 4.3 5/9 
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in seconds, tidal volume in liters, peak inspiratory flow in liters per seconds, and VE in liters per minutes.   

To capture the contextual variations of the lung functions, a multipart physical exercise protocol is 

designed. Each participant is assisted by an observer in following the protocol step-by-step. Before the 

experiment, the participant is instrumented with the wearable devices. The protocol uses a treadmill to 

facilitate some of the activities. The designed sequence consists of 3 walking and 2 running sessions on the 

treadmill, 2 stationary biking, 2 random hand-waving movements, and 3 rest periods (Fig 2.4). The 

protocol allocates about three minutes for each activity, as well as a padding of two minutes of rest between 

consecutive activities. To allow the physiological changes related to an activity reach stable states, we do 

not collect respiration labels for that the first minute. After performing each activity for one minute, the 

participant is instrumented with the Spirometer mouthpiece and the nose clip. The participant resumes that 

activity for about two more minutes during which both respiration and wearable sensor data are acquired. 

Thus, each data collection session with all the five activities takes about 80 minutes, though both sensor 

data and respiration labels are acquired for about 20 minutes. This protocol is approved by the IRB of the 

University of North Carolina (UNC) at Chapel Hill. The sessions are conducted in a specialized physiology 

monitoring facility at the EPA Human Studies Facility in Chapel Hill, NC in partnership with the UNC 

Center for Environmental Medicine with a cooperative agreement (US EPA CR 83578501). 

Using these two health monitoring applications as context, I pursue the research questions 

presented in the previous chapter toward real-world long-term sensing data acquisition and utilization for 

modeling behavioral and physiological parameters. 
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  Chapter 3 - 

Robust In-Home Sensing  

The first challenge I address in this research is the one with data acquisition using wearable sensor 

devices in real-world settings, more precisely, at unconstrained residential spaces, for long-term 

deployments. Existing methods on wearable sensing that use commercial platforms such as smartwatches 

often require carrying a smartphone, so that the watch can transmit data using Bluetooth to the phone for 

real-time analysis. Another approach is to transmit using Wi-Fi to a server for data processing and model 

running. The third approach is to process sensor data and to run associated models on-board the watch. 

While each mode has its benefits and drawbacks, considerations on device battery life and usability 

burdens are critical for real-world long-term use. Carrying a phone all the time poses usability burden for 

patients especially those who are elderly and children. On the other hand, communication over Wi-Fi 

consumes much higher battery power than over Bluetooth. Moreover, Bluetooth streaming requires less 

compute and memory resources on the watch [136]. These usability and resource constraints impact the 

system performance in the real-world settings and affect the data acquisition pipeline. Many existing out-

of-lab applications use the watch-with-phone mode of sensing systems. Such applications impose some 

usability constraints such as keeping the phone nearby, keeping both the watch and the phone charged, 

memory and compute resources on the phones, and so on [74]. For long-term deployments, such burden 

may affect user participation and data quality and quantity. 

Another challenge for long-term data acquisition is maintaining the system operation for the 

duration of the deployments. Once a system is deployed, to ensure reliable data collection, some 

mechanism needs to keep monitoring the deployed monitoring system. Hardware faults, software crashes, 
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network disconnections, human interference, and many other reasons can result in the deployed system 

being partly or completely inoperative with accompanying loss of valuable data. In many of these systems, 

once the system is deployed in a home, it is either not monitored, or a system administrator manually 

remote monitors the application monitoring system. For real-world long-term deployments, dependence on 

manual monitoring may risk the system operation. 

As the first research question requires, under the usability and resource constraints, I identify the 

sources of data loss in residential deployments of sensor systems. And I propose robustness and usability 

measures to reduce some of those losses. In this endeavor, I use the BESI study on dementia care as the 

real-world setting and design the BESI system to experiment on these challenges and to demonstrate the 

effects of the proposed solutions.  

3.1 Failure Modes in Residential Deployments 

Residential deployments of wearable sensor systems face various challenging scenarios, caused by 

both the system and its surrounding environment, including the users. These challenging scenarios may 

introduce failures and impact various parts of the system and its environment, which may cause loss of 

data, loss of observability, improper, even safety critical, actions may be taken in case of an intervening 

system [17-19]. All of these failures may also not be immediately observable depending on the monitoring 

strategies employed, some may surface in the data or surveys at post-deployment analysis. From the BESI 

deployments, I discovered some major failures that needs to be addressed by the systems design and 

architecture. Those failures are presented here based on the associated components of the system.  

3.1.1 Wearable and Mobile Related Issues 

Since various motion and physiological sensing modalities are incorporated in commercially 

available smart watches, phones, fitness trackers, etc., more and more research efforts are employing these 

devices instead of custom-built platforms. Such practices provide some level of ease and reliability, reduce 

time and effort spent in infrastructure development and allow more for advancing science and applications. 

But these also bring in various limitations and restrictions such as app permissions, sensor configurations, 
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networking and connectivity, power usage, priorities, etc., in other words reduced observability and 

controllability. These characteristics impact these devices during deployment in various forms.   

a. Permissions and Updates: App permissions are used in third-party developed apps for accessing 

APIs related to sensors, Wi-Fi, Bluetooth, etc. These permissions are maintained and controlled by the 

owner company. Because of privacy and security concerns, some app permissions used to be allowed may 

be deprecated. Such sudden policy changes impact a deployed app. Similarly, for pushed OS or system 

software updates, some apps may stop functioning as designed. In one of the early deployments of the 

BESI system, updates for the Pebble app on the tablet was accidentally installed by the user, which caused 

the tablet to forget the paired watches, and required re-authentication and reinstalling the watch apps. 

b. System Settings: Battery life remains a major concern for wearable and mobile devices, both to 

researchers and to users. Power optimization algorithms are incorporated in apps and services to ensure 

longer life cycle of sensing and operation. While deployed, users may inadvertently turn on power saving 

mode of device. Also, pushed updates of OS or system software may reset the device settings and turn on 

such features. As a consequence of such incidences, deployed third party apps maybe turned inactive and 

prevented from collecting sensor data or connecting to the network. In BESI deployments, two Android 

apps on the tablet and two watch apps (for patient and caregiver) were used. In multiple instances, the 

survey app automatically closed because of user turning on the power saving mode.  

c. Connectivity: Connection to Wi-Fi or Bluetooth devices are maintained in the lower level by the 

OS. Inherent battery optimization mechanisms turn these connections down during hours of inactivity. 

Also, network connection and security are handled by the system software and are not easily accessible by 

developed apps. These causes challenges for ensuring continuous observability and data transmission for 

devices. BESI deployments have experienced the resetting of the BL connection between the relays and the 

watches multiple times. Likewise, sometimes the watch was stuck in a state where it was unable to collect 

and send data even after being in range. 
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3.1.2 Challenges with Embedded Platforms and Servers 

Embedded platforms are mostly used to host commercial off-the-shelf sensors and/or low-

complexity computing and networking tasks. Such platforms often use open source operating systems and 

software, hence are less prone to the type of failures presented for wearable and mobile devices. But such 

platforms pose a different set of challenges involving the methods employed for pipelining computations 

and the processing complexity and resources. Servers and base-station devices need to address some similar 

challenges, but given they are equipped with more resources, these challenges are less common on servers. 

These characteristics impact these devices during a deployment.   

a. Processing Pipelines and Threading: To incorporate parallel and independent sensing and 

processing pipelines on the same platform, each pipeline is implemented as a separate thread. But, in case 

of a failure in any part of a thread, all components of that thread fail, even other threads on the platform are 

affected indirectly. For example, each of the relay nodes in the BESI system supports heterogeneous 

sensing using its ADC, GPIO, and I2C peripherals. While each of these peripherals are sampled on different 

threads, in case of the ADC failure for the Temperature sensor, the sampling for Audio and Doorway 

sensors are affected. Also, the “heartbeat” packets from that thread to the base-station decouple from time 

synchronization process and participate in error message transmission. This communication increases the 

delay for other threads and leads to missing samples.  

b. Resource Limitation: Embedded platforms are equipped with lower computational power and 

memory, which makes them more prone to failures associated with processes that tend to utilize the bus 

speed and memory extensively. On the BESI relay nodes, parallel threads are implemented to sample the 

sensors and to process the data for feature extraction, especially the Audio sensor data. This process is 

critical not only for data collection, but also for preserving privacy by extracting some essential features 

from the data and deleting the raw data from the relay node. Even though the computational complexity is 

well within the resource limitation of the relay nodes, during deployments we have experienced delays 

caused by accessing memory units to fetch and delete data at a higher speed. This issue causes a delay for 

the thread to hand-over and consequently affects other threads and causes data loss.  
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c. Interoperability and Compatibility: While open source resources and packages are very useful in 

quicker implementation of programs and prototypes, the reliability, efficiency, even computational 

requirements are not always properly mentioned to use for optimal usage. For example, feature extraction 

using open source signal processing packages on the embedded platform sometimes outputs different 

results that that generated by MATLAB signal processing library on a server.    

3.1.3 Network and Connectivity Issues 

Network is a vital element for residential sensing systems. The challenges associated with the 

network has impacts on multiple devices connected to the network. Network and connectivity failures not 

only cause data loss but also impacts observability of the subsystems.  

a. Scaling: Network is a shared resource. Dual-band routers, after configuration, uses a single 

channel to establish the network between all devices. This fact poses a limit on the scaling factor for a 

residential sensing system. The failures associated with this challenge are very disperse in nature, as one 

component adding overheads on the network affects the network quality for other devices. In BESI 

deployments, this issue kept ramping up with the size and physical coverage area of the system. Often a 

relay node would not be able to connect to the base-station when other relays are continuously using the 

network. This failure is also Byzantine in nature, as the relay may show up as connected on the router, but 

is not virtually accessible though the network.  

b. Adapter and Driver Quality: While commercial products provide relatively reliable network 

adapters and drivers as well as less controllability on these low-level components, customized embedded 

platforms need the researchers to ensure those features. As failures associated with these components often 

require solution such as hard reset, which causes the whole device to stop functioning for the time being. In 

BESI, we have experienced this issue not only with our Wi-Fi adapters, but also the Bluetooth devices. 

And, resetting the adapter requires re-authentication which is harder to handle remotely and automatically.   

c. Induced Time Synchronization: Residential sensing systems employ many devices and platforms, 

many of those do not have a real-time clock (RTC) on-board. Hence, network delays and packet losses may 
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impact the time synchronization process induced from a central server with an RTC. The severity of lag in 

this process depends on application.  

3.1.4 Remote Monitoring Challenges 

Deployment restricts the ability to physically access the system for any kind of diagnosis and 

recovery, making remote monitoring an essential component in practice. The goals of remote monitoring 

are to ensure that the system is operating as expected and to detect any failure as soon as it occurs. The 

challenges associated with this depends on the tools employed, and these failures impact the system from 

observability to recoverability. While an ideal scenario would be to have a fully automated monitoring 

system, experiences with “false alarms” and “hidden failures” reduce the credibility of such automation.  

a. Byzantines: Sensing happens on different components of the system, while monitoring is 

performed at a higher-level dashboard on a server or the cloud. Consequently, failures may remain hidden 

using the favor of abstraction by the dashboard program. In BESI deployments, one such failure was 

associated with individual Temperature sensors recording errand values due to physical dislocation. The 

ADC thread on the relay recorded those errand values and sent a “heartbeat” message to the base-station 

dashboard program. The abstracted relay status (operating or not) on the dashboard causes this fault go 

unnoticed.  

b. Context of Failure: Monitoring logic needs to incorporate the context of the data into 

consideration. For example, the dashboard sends out an alert when the Pebble is disconnected from the 

relays. But this may have caused because the user leaving the premise wearing the watch, which is not a 

scenario to be alerted. This “false alarm” can be avoided by incorporating context to the failure model.  

c. Network Overload: To achieve ease in monitoring, debugging, and recovery, it seems lucrative to 

request maximum observability of the system, for example using remote visual access to the local server 

through remote desktop software such as TeamViewer. But such media impact the network adversely by 

adding video traffics to the internet. Also, in case of user paid Internet connection, this may reduce 

participation enthusiasm.  
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3.1.5 User Participation Difficulties 

A major obstacle in real-world deployment scenarios is user participation. The users are often 

requested to provide ground truth information to validate claims made from the collected data. A low user 

compliance could affect the sensor system ability to provide meaningful labels to the collected data which 

makes the sensor data collection ineffective.  

a. Ground Truth: To provide the collected sensor data with meaningful ground truth labels, the BESI 

study requests the dementia caregiver to report the time of patient agitations. These agitation reports are 

done via survey through tablet application. Typically, the agitation reports are done after the dementia 

agitation occurred and dealt with. This causes a slight shift between the time that agitation is reported and 

the actual time that the agitation has happened. This is due to human error, since the caregiver could never 

remember the exact time of agitation event. The time shift in the report can mislead the BESI study into 

observing the environmental context at the inaccurate time. 

b. Aesthetics and Unobtrusiveness: The appearance of the devices deployed at the residential site is a 

challenge towards the user’s willingness to participate. The sensors deployed in residential environment 

should be unobtrusive to the daily lives of the user. In BESI, one of the caregivers reported that  

… after a few weeks, the patient with dementia was asking when would the sensors be removed. 

This highlights the challenge due to the patient noticing the sensor devices and wanted them 

removed. In another deployment, some sensor devices are reported to be obtrusive due to the users came in 

contact with it and causes the device to be knocked out of its placement,  

… sensors were in travel paths and were pulled off wall. 

c. Training and Usability: Most of the environmental context in the residential system can be 

passively sensed. However, some essential information could not be collected via sensors. An example of 

this information is an agitation event report from caregivers. As mentioned in the previous section, these 

event reports function as labels for the collected data streams. In BESI, a caregiver wearable is provided for 

marking the time of agitation instantly. Caregivers are also requested to report agitation events through the 

provided tablet application for more detail of the event. This required caregivers to be familiar with the 
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provided technology. This challenge hinders a successful deployment if the user could not use the 

technology and provide meaningful data labels.  

d. User Compliance: The deployments often require certain assistance from the users in order to 

succeed. In BESI, the inertial motion of the patient with dementia is collected via a smartwatch. Due to the 

continuous streaming of the motion data, these wearables have a battery life time of 16-18 hours per 

charge. This requires a compliance from patients to wear the device throughout the deployment and swap 

them once the battery is low. Assistance from caregivers was also needed to keep these wearables charged. 

This challenge was emphasized by one of the caregivers on the patient compliance regarding the wearable:  

… patient did not wear it all the time because it was not her regular watch. 

3.1.6 Challenges with Deployment and Operation Management 

For successful data collection over long-term deployments, the deployment process and the 

operation management need to be considered. An unprepared deployment could result in the installation 

crews spending too much time at the residential site, causing burdens to the users. In addition, a monitoring 

procedure is also needed after the deployment in order to ensure sound operation of the system.  

a. Deployment Preparation: Real-world residential sensing systems are often aimed to be deployed 

for several weeks. This long period deployment is a challenge due to the long operating time of the sensor 

devices. In BESI, long period test deployments were done in-lab before any actual deployments. This 

makes sure that the sensors devices are ready to be deployed and can operate for an extended time. It also 

ensures that the equipment needed for an actual system are available. In case of unexpected challenges 

during an actual deployment, extra sensor devices, electrical cords, outlets, etc. are prepared. 

b. Deployment Time and Labor: In the process of installing sensor devices at residential sites, the 

deployment time has to be considered and used effectively. An inefficient use of time during deployment 

could disrupt the user’s daily schedule. Typically, two to four team members are responsible for each BESI 

deployment. Half of the crew focuses on installing the sensor devices throughout the residential site, while 

the other half are responsible for testing the deployed sensing system. Typical challenges during an actual 

deployment are: unobtrusive placement of relay stations, insufficient power outlets for components, and the 
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diversity of the size and shape of residential settings. Some unexpected challenges could occur at the 

household such as flighty internet access or faulty behavior in the sensors. In BESI, the average system 

installation and testing was around 1.5 hours. 

These failure modes answer the research question regarding the source of potential challenges in 

real-world residential deployments (Fig 3.1). As a solution to the above-mentioned failure modes, I propose 

and iteratively design the BESI system to facilitate real-world long-term continuous deployments and 

enable data collection from wearable sensors in residential settings.  

3.2 The BESI System 

The BESI system is proposed as a novel wearable-edge interconnected system for home setting. 

The IoT revolution has initiated an enormous emergence of miniature computing devices, from smart 

thermostats, smart meters, to smart TVs and garage doors. BESI aims to leverage both the computing 

power and the wide-spread placement across residences of such devices for overcoming the limitations of 

power, computing, and connectivity resources of smart watches, as well as for implementing a distributed 

autonomous system maintenance framework. The BESI system components and their functionality toward 

reducing the real-world failure modes are presented in this section.   

 

Figure 3.1: From the BESI deployments, data loss and recovery time associated with each failure mode. 
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3.2.1 System Components 

BESI comprises of wearable devices, room-level edge nodes, a local (base-station) and a cloud 

server, and interactive modules (tablet or phone). Fig 3.2 shows the system architecture and the 

interconnection of the components. BESI utilizes multimodal local wireless networks and an Internet 

connection to establish a cyber-physical IoT platform. To add reliable system operation for long-term, it 

adapts the Monitor2 platform to achieve hierarchical monitoring and autonomous recovery [85,86]. The 

components of the BESI system are described here with their functionalities.  

3.2.1.1 Wearable Sensing Devices 

A commercially available smart watch, made by Pebble Technology Corp., is used to sense the 

inertial motion of the user from their wrist. The Pebble watch features an ARM Cortex-M3 processor and a 

3-axis accelerometer with programmable sampling rates of 25, 50, or 100 Hz. It uses Bluetooth 4.0 (BT) for 

communication.  

Sensing: To collect the wrist motion data of the user, I developed a background service named 

Pixie. This service samples the accelerometer at 50 Hz and sends that data to any connected edge nodes in 

 

Figure 3.2: The BESI system: (left) Pebble watch and the custom edge node, (right) the network architecture. 
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batches at 10 second intervals using the data logging API. Pixie incorporates a companion foreground app 

that displays a standard watch-face and handles accidental button presses.  

Connectivity: To maintain connectivity with the edge devices, the background service works as the 

manager (master) of the BT connections. The manager closes an existing connection at any point of packet 

transmission failure for 2 minutes. After connection loss, the service scans for authorized edge devices. 

Based on the received signal strength of the broadcasts from the edge devices, the watch attempts to 

establish connection with the nearest available edge device. Out-of-home scenarios are detected from the 

scan results and handled by first stopping the sensing component and then continuing to scan at a lower 

duty cycle every 3 minutes.  

Maintenance: The Pebble watch is programmed with both self-monitoring and hierarchical 

message passing features. A companion service ensures that the Pixie service is always running in the 

background and restarts it at any point of crash or power reboot. It can reboot the watch if Pixie keeps 

crashing. The exception handling on Pixie is designed in a step-wise manner to handle the sensing and 

connectivity failures. Restarting the service addresses the sensing software failures, but for hardware fault, 

the service will keep closing, and notify the edge nodes. The connectivity failures and handover attempts 

are managed by the Pixie service itself. It will close the service in case of multiple failed connection 

attempts or exceptions from the BT connectivity driver.     

3.2.1.2 Edge Computing Devices 

BESI uses a network of edge computing nodes distributed across the residence of the users 

(Fig 3.3). These nodes enable continuous connectivity of the wearable devices with the server and reduce 

the sensor data processing load from the wearables. Each edge node is implemented on an embedded 

computer board, the Beaglebone Black. The board features an ARM Cortex-A8 processor, 512 MB of 

RAM, and 4GB of flash memory. It provides interfaces like GPIO, ADC, SPI, and I2C for peripheral 

devices and is capable of incorporating both BT and Wi-Fi connectivity. The processor runs Debian, a 

Linux-based operating system. Each node is equipped with a 32 GB SD card to facilitate data collection for 

long periods. Each edge node performs the following tasks: 
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Connection to Watch: The edge nodes connect with the Pebble watch using BT. Each node hosts 

two parallel processes, one to maintain continuous connection and the other to maintain the data link to the 

watch. The connectivity process broadcasts connection request if no watch is connected, and handles 

authentication and establishes data link when a connection is requested by the watch. The data logging 

process uses an open source python library Libpebble2 [137], which provides tools to implement several 

Pebble protocol services including the data logging protocol. This protocol is modified to acquire sampled 

accelerometer data from the watch. I also incorporated the ZeroMQ library [138] for handling data 

reception in batches and message passing to and from the watch. These developed processes run in parallel 

on the nodes and store data on the SD card.  

Edge Computing: The edge nodes are programmed with two parallel processes to perform 

additional data processing tasks. One process handles the collected sensor data by filtering, denoising, and 

time synchronizing the wrist motion signal. The other process adds feature extraction functionalities on the 

motion data to reduce the network load of forwarding raw signal streams to the server. This process reduces 

the memory and computing restrictions from the watch, as well as the workload and latency of the data 

modeling pipeline on the server. The edge computing platform supports additional processes to be easily 

implemented without affecting the performance of existing processes. 

 

Figure 3.3: The BESI system is spread all over the residential space to facilitate seamless health monitoring. 



37 

 

Connection to Server: Each edge node connects with the server over Wi-Fi. This connection is 

used to transmit the extracted features to the server as well as to communicate with maintenance packets. 

Each node sends a low-frequency maintenance packet to the server stating the status of the running 

processes, connectivity status to watches, and some statistics about the data quality at a lower frequency 

like a ‘Heartbeat’ message.    

Maintenance: The edge nodes locate in the middle of the connection between the watch and the 

server. Hence, these need to cover major system operation maintenance responsibility. Independent 

processes are designed to monitor the watch-edge and the edge-server connectivity and data link. For the 

watch-edge connection process, failure to connect to consecutive requests from the watch generates an 

exception. Similarly, failure to connect to Wi-Fi while there is a network available causes an exception. 

Such exceptions make the respective processes to restart their connection modules. Continuation of these 

exceptions cause the process to close. Similar watchdog processes are implemented for the data reception 

(from watch) and transmission (to server) pipelines. A dedicated process looks at the logs of these 

processes to find out continuation of process crashing. In such scenarios, the device is reboot with a flag to 

the maintenance module on the server. Finally, a process control system named Supervisor [139,140] 

manages the running processes on each node. It is configured to monitor and manage all the connectivity, 

logging, and maintenance processes. It ensures that all processes are running in their regular courses, 

restarts in case of any process crash, and starts all processes after system reboot. New processes can be 

easily added to the Supervisor watch-list.  

3.2.1.3 Local Server 

The local server is implemented on a laptop with an Intel i7 2.8 GHz processor, 12 GB of RAM, 

300 GB HDD, and Windows 10 as operating system. It is equipped with internet connectivity to send out 

system maintenance alerts to the human operators as well as to send out model-driven notifications to the 

phones or tablets of users. The local server performs the following tasks: 

Inference and Intervention: The inference engine is implemented on the local server. After the 

training phase, the model is packaged as an executable file and is called from a process running on the 

server. The engine predicts about human attributes based on the features received from the edge devices. 
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The prediction parameters are passed to an intervention management process for generating notification. 

The intervention manager incorporates heuristic and contextual information with the prediction outcomes 

to decide about notification selection. The notification is sent both to the smart watch via the edge devices 

and to the tablet or phone via internet using the Firebase Cloud Messaging API. 

Connectivity: The server maintains parallel communication channels over Wi-Fi with the edge 

nodes using the python socket library in a dedicated connection manager process. These connections are 

used for monitoring and managing the operation of the edge nodes and the watches, for receiving the 

features extracted from the watch motion signals, and for transmitting the intervention notifications to the 

watches. The connection manager is also responsible for synchronizing the motion features received from 

the edge nodes. The internet connectivity facilitates remote monitoring functionalities and the intervention 

delivery to the interactive modules like the tablet.    

Maintenance: The server leads the over-arching maintenance functionality of the whole system. 

The monitoring process autonomously maintains the connectivity modules and the operation of the 

inference engine and the intervention manager. In case of any connectivity failure, the monitoring process 

can switch, disable, and restart the connection ports. It sequentially reboots the router and, if needed, the 

server, for sustained internet connectivity issues. All the processes are maintained by a start-up process 

manager for ensuring continued operation. In case of any data inconsistency, the monitoring process 

attempts to redirect the watch connectivity to a different edge node. Similarly, the monitoring process on 

the server hierarchically manage the rest of the systems operation using the ‘Heartbeat’ status updates from 

all the edge nodes. In case of sustained issues, the monitoring process sends an email to the human operator 

with related status codes. A remote access control host service, TeamViewer Host, keeps running on the 

base-station. This service allows the human operator secured remote access to the base-station from any 

device with a client service and authentication information. Edge nodes operation can be debugged by the 

human operator through remote SSH connection to those devices.    
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3.2.1.4 Interactive Modules 

To enable the users to provide labels about any related events, BESI incorporates two independent 

modules: a tablet and a smart watch, both hosting application-specific apps. These interactive modules are 

also required for providing interventions to the user in an effective, timely, and convenient manner.  

Smart watch: An app called Memento runs on the Pebble watch of the user. This app is designed 

to collect label or timestamps for an event. To mark the time of an event when occurring, the user presses 

any button and the Memento app registers that information on-watch and sends that to the tablet app via the 

edge devices and the servers. The watch app also receives intervention from the servers via the edge 

devices in the form of both haptic and text notifications. 

Tablet: The tablet hosts an Android app that allows users to input details about events more than 

just label timestamps, for example qualitative information about an event or usability feedback about the 

system. The app contains a brief survey designed to collect that information. The tablet app also hosts the 

interventions and notifications sent from the servers. 

3.2.2 Robustness Features of BESI 

The BESI platform is developed to address challenges in residential deployments of health 

monitoring systems, like reliability, unobtrusiveness, heterogeneity, and maintenance. BESI incorporates 

the Monitor2 mechanism to facilitate reliable monitoring and notification. These considerations have 

influenced the architecture and design decisions of the system, and the strategies for overcoming these 

issues are implemented as advanced features of BESI (Fig 3.4). The deployments of the BESI system has 

allowed us not only to experience the failures of various kinds, but also to evaluate various strategies to 

solve those issues both during run-time and post-deployment design iterations.  

3.2.2.1 Strategies for Wearable Devices 

Watches and tablets mostly depend on the designed apps that run on those devices. Hence, we 

focused on incorporating features in the apps to address the challenging scenarios.   
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• Proactive Manager: To address the failures associated with connection issues of wearable and 

mobile devices, we designed and implemented connection managers for both the smartwatch and tablet. 

The relays host the watch connection manager which attempts to maintain continuous connection. The 

tablet connection manager is part of the Android app and keeps it connected to the subnet. Also, we 

designed the apps with an associated background service. The service keeps watchdogs for any accidental 

app closing and restarts the app if needed.  

• Utility versus Blocking: To avoid the unexpected scenarios associated with software updates, we 

have the automatic updates blocked. Considering the long data time for watch reset, we also disconnect the 

watch from the tablet to avoid watch reset. In addition, to avoid users accidental tempering of the watch or 

tablet and closing the apps, we reduce the utility of the devices by blocking other usage of the devices and 

forcing the devices only to be used as intended. While this enforcement reduces the utility of the devices to 

the user, it also prevents failure scenarios and helps with the study. 

• Mobility with handover: To maintain continuous connection between the watch and the relay 

nodes when the user moves around the residence, most systems impose unrealistic restrictions on range or 

distance from a fixed location receiver or require the user to carry a phone or other receiver. BESI relay 

nodes are furnished with processes to establish a direct connection to the Pebble using the serial transport 

channel implemented by Libpebble2. This transport uses the built-in BT serial support to communicate 

 

Figure 3.4: The functionality and reliability operators of each component of the BESI system 
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with the watch. All relays attempt to establish a connection with the watch continuously, but Pebble allows 

only one connection at a time, and enables its BT search and advertisement only when it remains 

disconnected. Thus, when it moves out of range from a previously connected relay, a new relay in range 

establishes connection and starts collecting transmitted data. Pixie is designed to resume sensing and 

transmission on connection. 

• Scalability and Generalizability: Each relay possesses multiple peripheral ports to accommodate 

in parallel many sensing modalities both digital and analog, thus the sensing functionalities are easily 

scalable and generalizable for various health applications. The number of devices that can connect to the 

network is not strictly restricted as additional nodes add minimal network traffic burden. Since the watch 

can switch connection smoothly among relays and each relay cover a long BT range, addition of more 

relays can cover bigger physical space. Multiple wearables can also connect with the system without any 

loss of functionality by redistributing connection host assignment. BESI has been used with a Shimmer3 [] 

as wearable without losing any functionality. 

3.2.2.2 Features for Edge Devices and Servers  

Relays and base stations are prone to failures associated with program crash, error handling, and 

resource management.  

• Error Models: We designed error models to check for errant values from each sensor and 

incorporated on the sensing relay thread. Such models send “heartbeats” about the error to the base-station 

and can be detected faster.  

• Multithreading & Parallelization: Dependable sensing is provided by BESI with implementation 

of multithreading techniques. On a relay node, environmental sensor signals are sampled, preprocessed, and 

stored. These data are analyzed on-node in real-time for predicting any health crisis event. All these tasks 

are implemented as independent parallel processes and separate threads handle different modalities sensing 

and processing. Hence any intermittent, transient, or permanent hardware fault on a single sensor cannot 

affect data collection and processing from other modalities. 
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3.2.2.3 Network and Connectivity Solutions 

To address the network channel overloading and scaling issue, we employed two strategies that 

helped us overcome the failures. We considered the mechanisms behind channel interference and 

overloading and their effects on channel quality, signal strength, and link loss rate. 

• WAP and Range Extender: Since the network cannot unlimitedly scale due to physical resource 

constraints, we incorporated a dual-band extender to increase the coverage area of the network. While the 

central router or wireless access point (WAP) used the 2.4GHz band channel 11, the extender was 

configured to use channel 1 of that band to avoid interference. The “back-haul” between the WAP and the 

extender used the 5GHz band. Using this strategy, we had been able to reduce the relay connectivity issues 

by almost 80%. While the mobile devices have built-in adaptive network selection strategies, this approach 

didn’t affect the network connectivity of those devices.  

• Subnet Masking and Static IP: The private IP for most home networks are set as either 

192.168.X.X or 10.X.X.X or 172.16.X.X. When deploying our system in a residence with such an existing 

network set up by an ISP, we experienced that creating a different subnetwork for the BESI system helps to 

avoid confusion in monitoring and debussing in run-time. We avoided those three private IP subnets and 

used a different IP for our local subnet. Also, we configured the network with a static IP for our in-situ 

devices. This configuration accelerated the network setup and evaluation during a deployment visit. 

• Decentralized Network Architecture: Available systems mostly present central server dependent 

network architectures, where sensing subsystems transmit data to a central device and that central node 

processes all streams []. Reliability of such an architecture is dependent on stability of network links and 

the central node. Failure of the router or the central device may disable the whole system. Residential 

deployments are highly prone to both accidental device failures and network disconnection []. We designed 

BESI as a network of independent relay nodes. This architecture is tolerant against network faults and 

individual device faults. In case of base-station failure, the relays continue to collect and process data from 

room-level sensors and wearables independently and thus achieve fault containment. Relays can still 

communicate with each other and propagate an intervention to a connected caregiver watch based on on-

node event detection. In case of a network outage, data collection and event detection continue. Only multi-
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hop intervention may get affected for such failures, which can also be overcome by adding conditional 

connectivity settings for wearables. 

• Network Data Load: Centralized network architectures add heavy traffic burden on the network 

channels with increases in system size and therefore are not realistically scalable. BESI relays do not 

transmit raw data to the base-station. Hence the network load is very low, which ensures connectivity and 

transmission performance of the network. 

3.2.2.4 Remote Monitoring Strategies 

Monitoring has two major objectives: failure detection and recovery. We found that full 

automation is not an optimal approach for monitoring in real-world. 

• Hierarchical Monitoring: To avoid generating “false alarms” while attempting to detect possible 

failures, we implemented hierarchical monitoring strategy. The lower-level sensor failures are monitored 

by the higher-level sensing thread, and the “heartbeat” messages are used to propagate that information to 

the upper layers. Similarly, the network and the embedded platform issues are detected by the base-station, 

along with the file-system and peripheral issues, and sent uplink. Such hierarchical message propagation 

adds confidence in error detection and efficiency in recovery methods.   

• Human-in-the-Loop: Besides an automated solution, we used human experts to monitor the system 

on schedule to help the system reduce the confusion added by the uncertain scenarios.  

• Reliable Connectivity: Each relay node continuously monitors its connectivity with the local router 

and attempts to recover any disconnection by resetting. ‘Heartbeat’ messages from each relay contain 

information about connectivity of that relay with the local network. That is used by the base-station to 

reconnect if required. The base-station is furnished with a redundant Internet connection by a cellular 

service to ensure reliable connection. This ensures robustness in remote access to the base-station for 

monitoring and maintenance purposes. 

• Watchdog and Recovery: The Supervisor system works as a watchdog on each relay node to keep 

track of all the sensing, connectivity, processing, and storage processes. These processes are implemented 

to perform real-time stateless data handling. In case of any process failure, the Supervisor restarts that 
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process. Manual recovery procedures on the relays are executed through remote terminal connections using 

SSH if they are connected to the local network. 

3.2.2.5 Approaches toward User Participation  

User participation is necessary for success in studies and applications of residential sensor 

networks. Increased success in the collection of ground truth and user compliance are achieved by 

incorporating the following strategies: 

• Multimodal Validation and EMA: To assist users to provide accurate data labels and ground truth, 

we incorporate multimodal annotation in BESI. While the user can submit post-event surveys to report an 

event, the user watch app is also designed as a momentary event marker. These two modalities are matched 

in post-deployment analysis to validate the ground truth events. Another strategy we discovered as effective 

is by proactively querying about the labels of a possible event observed in the data. Such proactive prompts 

are momentary and event-triggered, and it boosts the user participation in providing data labels.  

• Routine and Alerts: Though each Pebble watch lasts about 16 hours, we provided the user with 

two watches for their ease to follow a routine of swapping the watches twice-a-day. This routine increased 

user compliance with watch charging and consequently helped data collection. Also, to avoid missing long 

duration of data because of watch connectivity issues, we proactively alert the users about watch battery 

status and query about watch context. 

• Appearance of Wearables: Users are often not willing to use a visible medical device in day-to-

day life. To avoid data loss, we designed the system to be interoperable with trendy smartwatches that 

transparently contain physiological and inertial sensors. Pebble watch is one such platform that can 

“disappear” as a smart wrist watch. The Pixie app shows a standard watch-face on the foreground and 

collects inertial data in the background. 

• 3D Printing: To address the issues with aesthetics and failures associated with physical fall-outs, 

we designed robust and concise 3D casing for our custom doorway sensor and embedded platforms.   

• Longevity: Battery life and power consumption of smartwatches affect the usability of these 

devices. Most continuous-sensing smartwatches provide only about 5-6 hours of battery life, due to the 
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large power consumption by sensors, display, and data streaming. Pebble is equipped with a small 

130 mAh Li-ion battery, but it has a low power LCD display. Also, in BESI, the Pixie app batches up 

collected data for one second before transmitting and thus reduces power consumption. It achieves about 18 

hours of battery life between charging sessions of an hour. 

Thus, the BESI system is iteratively improved to learn these robustness strategies from the 

deployments, which are essential for improving system reliability and performance. We conducted such 

iterations throughout the life-cycle of BESI to establish it as a successful residential sensing system.   

3.3 Performance Evaluation 

The BESI system is designed to acquire wearable sensor data from long-term real-world 

deployments in home setting. The system has been deployed at 12 patient residences, the deployment 

durations ranging from 30 to 60 days each. There are two major aspects of the performance that are 

demonstrated here: how much wearable data BESII could collect overcoming the connectivity limitations, 

and how much data loss can it prevent by adapting the autonomous monitoring and recovery strategies.  

Due to the variations in the size and floorplans of the deployment settings, different number of 

edge nodes were deployed (Fig 3.5). During those deployments, the smart watch remained connected to 

 

Figure 3.5: Percentage of time the smart watch streamed data to each of the edge nodes 

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

Node 1 Node 2 Node 3 Node 4 Node 5



46 

 

one node for about 60% of the time, which highlights the challenge mentioned before about the constraint 

of carrying a phone. Another point to emphasize here is that the percentage of connectivity is not inversely 

proportional to the number of edge nodes deployed, rather the users’ mobility and health behavior play 

some role in this issue.  

The effectiveness of the hierarchical monitoring and autonomous recovery techniques can be 

demonstrated by the total amount of data acquired over the course of those deployments. To quantify the 

performance, I propose data availability as a metric for quantifying the robustness of sensor systems in data 

acquisition. Similar to the definition of system availability, the data availability depends on the duration the 

system is operating as expected, i.e. the system is available for data acquisition, and the duration the system 

is expected to operate, i.e. the system is deployed. The definition can be formulated as follows: 

Data Availability =
Data Collection Duration

Deployment Duration
=

 Data Samples (count)

Deployment Duration × Sampling Rate
 

Operational Data Availability =
Data Collection Duration

Operational Condition
=

Data Samples

At Home Duration × Sampling Rate
 

Using these metrics, the BESI system with the Monitor2 mechanism has improved the data availability 

from about 55% (without those robustness mechanisms) to about 95% as shown in Fig 3.6. Without such 

Without Monitor2 With Monitor2 

 

Figure 3.6: Percentage of data acquired over the whole deployments without and with Monitor2 
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measures about 45% of the data would be lost due to failures in different parts of the system over the 

duration of the month-long deployments.  

In summary, the BESI system is designed as a novel platform to enable long-term continuous real-

world data acquisition from wearable sensors in home setting. This system overcomes the limitation 

inherent in commercial smartwatch-based solutions and leverage an in-home network of edge devices to 

maintain constant connectivity with the watch and to alleviate the computing and memory constraints. 

Moreover, using hierarchical monitoring and autonomous recovery methods, BESI brings ease of 

maintenance for the researcher team and ensures long-term reliable system operation. With these features, 

the system has demonstrated success in acquiring more than 90% data from wearable sensors in real-world 

long-term deployments.  

RELATED PUBLICATIONS: 

• R Alam, et al., “BESI: Reliable and heterogeneous sensing and intervention for in-home health applications”, 

IEEE/ACM Int Conf on Connected Health: Applications, Systems and Engineering Technologies (CHASE), 

IEEE, 2017. 

• M Ma, R Alam, et al, “M2G: A monitor of monitoring systems with ground truth validation for research in 

residential applications”, IEEE International Conf on Mobile Ad Hoc and Sensor Systems (MASS), IEEE, 2017. 
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  Chapter 4 - 

Sensor Feature Spaces 

Wearable sensors capture different aspects of physiology and behavior of human body. To extract 

data representation from those signals, I employ feature extraction and engineering methods. For the BESI 

study, I collected 3-axes accelerometer signals from the wrist of dementia patients. And for the asthma 

study, 3-axes accelerometer and 3-axes gyroscope signals are acquired from the wrist and ambulatory 

single-lead ECG signals are acquired from the chest. These modalities have certain similarities but large 

varieties among themselves in terms of the kind of reaction those are capturing from the human body. 

Consequently, the feature extraction and engineering algorithms are also very different and independent for 

these modalities. In this chapter, I present my methods for extracting representative features from the wrist 

motion signal and the chest-worn ambulatory ECG signal. The representative features are useful for 

learning machine learning (ML) models of physiology and behavior from these representations. But 

another important use of such features can be to explore the explanatory variations and effects on these 

features for various physiological and behavioral states. Such exploration can enable these features to be 

used as biomarkers of human physiology and behavior. This kind of biomarker exploration is valuable not 

only for explaining the ML model mechanisms, but also for intervention design and effect simulation. 

4.1 Motion Features 

The wrist-worn accelerometer sensor captures directional force of the wrist motion against the 

gravitational force g. And the gyroscope measures the directional rotation in the three-dimensional space. 

The accelerometer in the Pebble watch (for the dementia study) and in the custom wrist-worn device (for 
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the asthma study) can capture forces within ±4g range, and the gyroscope of that device captures rotation 

velocity within ±360 degrees per second (dps) range.  

4.1.1. Data Pre-Processing 

Real-world sensor signals are often noisy and suffer from missing data packets. Such signals are 

prone to noises from communication, physical impact, connection handover, and sensor hardware issues. 

To reduce the effect of such noise on the wrist motion signals, I use a data pre-processing pipeline. This 

pipeline consists of multiple filters and data alignment methods. 

The raw sensor signals often contain random outliers, due to hardware issues or impulse current 

surge on device. These noises are similar to speckle noises in an image. I use a median filter of <0.25 

second window, depending on the sampling rate, to remove such noises. Moreover, since human motion is 

mostly within the frequency range of 0.1 to 20 Hz, I apply a bandpass FIR filter with a passband from 0.1 

to 20 Hz to reduce any motion artifacts. These filters are implemented using standard filtering functions 

provided with the Signal Processing Toolbox of MATLAB. The filtering is applied on the whole raw signal 

streams before performing any windowing for feature extraction. 

Even after filtering, often raw sensor signals show segments of out-of-range values that are 

physically and electrically impossible but occur due to ADC peripherals on chip or software issues. Using 

simple out-of-range clippers, such regions can be identified and marked as missing data. Moreover, due to 

device-to-device variation, the signals vary from deployment to deployment in their calibration. Using the 

known range of sensors and initial non-worn segments of calibrating signals, such signals can be aligned to 

baseline prior to further processing.    

4.1.2. Windowing 

For both the BESI and the VICTER studies, wrist-worn motion sensors are used for different 

purposes. The variations in the objective and the settings lead to different methods for extracting the 

features for these applications. 

For the BESI study on dementia care, the raw motion is captured by the smartwatch sampled at 

50 Hz. I want to capture the dynamic variations in the wrist motion across daily activities as well as across 
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behavioral traits including agitated behaviors. Hence, a minute-window is empirically chosen for 

windowing. In this effort, the raw motion signal from the 3-axes accelerometers are windowed with a 60-

second wide window generating 3000 samples per axis per window. This number of samples are chosen to 

avoid aliasing in extracting the frequency features for each axis. I slide this window with 50% overlap to 

acquire a three-dimensional signal window every 30 seconds. I extract feature instances from the signal for 

each window, i.e. every 30 seconds, for each axis (Figure 4.1).  

For the VICTER project on asthma care, the raw wrist motion signal consists of 3-axes 

accelerometer and 3-axes gyroscope. The sensor device samples these signals at 250 Hz. This six-

dimensional raw signal is windowed for feature extraction with a 15-second wide window generating 3750 

samples per window per sensor axis. This number of samples are required to extract frequency features 

from each window without suffering from aliasing and other issues. I slide the windows with 80% overlap, 

which resulted in a feature vector every 3 seconds. The empirical reasoning behind this parameter is to 

enable instantaneous tracking of the respiratory function as fast as every 3 seconds. These streams of the 6-

d signals are used to extract a feature vector instance. 

4.1.3. Feature Extraction 

For both applications, to represent fast and slow human motion actions with high variance 

predictors, the feature space is designed to contain components from statistical, frequency, and energy 

domains. Spatial relations among the 3 axes of the accelerometer signal are captured by calculating 

    [   F1t   F2t   F3t   . . .   FNt   ]  

Figure 4.1: One-minute window sliding with 50% overlap for feature extraction from the wrist-worn 3-axes 

accelerometer signal for a 20-minute long agitation episode. 

Feature Instance,   X  
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pairwise interaction. Frequency features include maximum and mean power spectrum density values in 

three frequency ranges: 0-1 Hz, 1-3 Hz, and >3 Hz, as well as zero crossing rate and mean crossing rate. 

Teager energy is also calculated to represent the change in energy of the signal. The interaction features are 

extracted across windows of pair of axes for a sensor modality. These features are presented in Table 4.1.  

TABLE 4.1  PROPOSED WRIST MOTION FEATURES 

Category Features Sensor Representation Direction 

Statistical 

Mean, Median, 

Maximum,  

RMS value, 

Standard deviation, 

Variance,  

Inter-quartile range 

Accelerometer 

The parameters of the sample 

distribution for the 

acceleration or force  

Along x, y, z axes of 

the sensor on the 

wrist 

Gyroscope 

The parameters of the sample 

distribution for the rotation 

velocity 

Around x, y, z axes 

of the sensor on the 

wrist 

Power 

Mean,  

Maximum, and Variance  

of Teager energy 

Accelerometer 

The distribution of the 

amount of change in 

acceleration or force   

Along x, y, z axes of 

the sensor on the 

wrist 

Gyroscope 

The distribution of the 

amount of change in rotation 

velocity 

Around x, y, z axes 

of the sensor on the 

wrist 

Frequency 

 

 

Mean and Maximum in the 

power spectrum bands for  

0-1 Hz, 1-3 Hz,  

and >3 Hz,  

Zero crossing rate,  

Mean crossing rate 

Accelerometer 

Characterizing slow to fast 

acceleration or force of 

movement, frequency or 

repetition of force 

Along x, y, z axes of 

the sensor on the 

wrist 

Gyroscope 

Characterizing slow to fast 

rotational movement, 

frequency of rotation 

Around x, y, z axes 

of the sensor on the 

wrist 

Interaction 

Mutual information, 

Joint entropy, 

Cross-correlation, 

Fréchet distance, 

Dynamic time warping 

Accelerometer 

Relative variation or 

similarity between pair of 

axes capturing directionality 

of acceleration or force 

Between pairs of 

axes (x-y, y-z, and 

z-x) of the sensor 

Gyroscope 

Relative variation or 

similarity between pair of 

axes capturing directionality 

of rotation 

Between pairs of 

axes (x-y, y-z, and 

z-x) of the sensor 
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To the best of my knowledge, this is a novel set of features extracted from the wrist motion 

sensors for machine learning pipeline. Both the BESI study and the VICTER study use the same set of 

features for the corresponding wrist-motion sensor modalities. I acquire 18 features for each axis and 5 

features for each pair of axes of a single sensor signal, accumulating to total 69 features per sensor over 

each window. For BESI, a feature instance of 69 values are generated every 30 seconds. For VICTER, 

every 3 second a feature instance is generated with 138 values. These features are used in the machine 

learning (ML) models to be used in application-driven model development. 

4.2 Wearable ECG Features 

The chest-worn wearable device acquires ECG signal from three leads at 250 Hz sampling rate. To 

avoid the collinearity among the signals from those three leads, I only use Lead-I signal to acquire the 

features. The electrical activity of the heart makes the signal vary within about one millivolt range. To 

reiterate, the wearable ECG signals are only collected and used for the VICTER study on asthma care.    

4.2.1. Data Pre-Processing 

The wearable ECG often suffers from disturbances due to baseline wondering, motion artefacts, 

and noise from skin contacts. Such noises are challenging and more prevalent in ambulatory and wearable 

ECG compared to stationary ECG. To reduce the effects of such disturbances, I first use median filtering to 

reduce speckle noises from skin contact or hardware issues. Then, I perform linear approximation of the 

baseline for each activity and detrend the signal using that approximation. Finally, to reduce effects of 

motion artifacts, I use a bandpass filter with 5-25 Hz pass band on the detrended signal. This preprocessing 

stage improves the signal quality of all the windowed wearable ECG streams. 

4.2.2. Windowing 

To capture stable patterns of the heart activity along with the dynamic variations across physical 

activities, I segment the single-lead raw wearable ECG signal using a window duration of 15 seconds. This 

window size is heuristically selected and may be varied across studies and sensing devices, if needed. But, 

to ensure temporal alignment of the wearable ECG feature instances with those from the wrist motion 
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modality, I ensure the feature extraction to be clocked every 3 seconds, which requires us to slide the 

window with 80% overlap (Fig 4.2).    

4.2.3. Feature Space 

The wearable ECG feature space is designed to capture not only the overall characteristics of the 

heart’s electrical activity within the time window, but also the dynamics among the individual beats within 

that window. Consequently, the feature space builds upon the morphological and frequency features 

extracted for a single beat. This endeavor first requires to identify the morphological markers for each ECG 

beat within the window. My approach toward achieving those markers are described here: 

a. For each preprocessed signal window, I implement the standard Pan-Tompkins [141] peak 

detection algorithm to find the R-peak fiducial points, r = [r1, r2, …]. I use a 200 ms lockout time 

 

Figure 4.2: For each 15-second window, the ECG features are extracted for inferring respiratory parameters.  
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to avoid erroneous detection of peaks from signal noise or artifacts. Since the signal within that 

window is detrended or baseline adjusted in the preprocessing step, I use a local threshold for the 

peak detector calculated as the 70% of the highest signal value.  

b. The temporal interval between consecutive detected peaks, i.e. the R-R intervals, are analyzed to 

identify possible missed peaks outside the ±20% deviation from the local average interval, and to 

update the set of peaks, r.  

c. For each entry ri in r, I search for Q, S, and T peak locations within the ri-100 ms to ri+500 ms 

segment using standard peak detection algorithm. These markers help to quantify the 

characteristics of each beat within the window.  

Using these markers of the ECG beats, I acquire the morphological characteristics, namely the 

magnitude, prominence, and width of the R-wave, the magnitude and width of the T-wave, the QS distance, 

and the ST distance of each heart beat (Fig. 4.2.1). I also calculate the beats-per-minute (BPM) from R-R 

interval, and the powers, defined as the area under the triangle, of the R-wave and the T-wave. Finally, I 

calculate the statistical mean and standard deviation of each of these features for the individual beats within 

the 15 s time window to acquire the corresponding 23-dimensional feature vector instance. To the best of 

my knowledge, this is a novel set of morphological and power features extracted from the wearable ECG 

for machine learning pipeline. Every 3 seconds, the wearable ECG feature extractor sends a feature 

instance to the regression inference models that are used to predict respiratory parameters. 

4.2.4. Data Labels 

The ground truth data for the respiratory parameter, VE, are acquired asynchronously using the 

spirometer. I calculate the averages over 15 s window, same window length as motion and wearable ECG, 

to use as the response values for corresponding features. I also slide this window by 3 s, same as for the 

features, at each step to temporally sync the responses with the feature instances. 

RELATED PUBLICATIONS: 

• R Alam, et al., “Motion biomarkers for early detection of dementia-related agitation”, ACM Proceedings of 

Workshop on Digital Biomarkers (WDB), ACM, 2017.  
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  Chapter 5 - 

Modeling Behavior & Physiology 

Learning the behavioral and the physiological parameters from the wearable sensor signals can be 

achieved by building machine learning models that can infer or predict the health parameters from the raw 

sensor signals or the features extracted from those signals. For the two applications in hand, namely the 

BESI and VICTER studies, the learning goal is different. For the BESI study on dementia care, the 

behavior that needs to be learnt is the agitated behavior of dementia patients using the wrist motion sensor 

signals. For the VICTER study on asthma care, the objective is to infer the respiratory parameters, namely 

minute ventilation, from the wrist motion and the wearable ECG signals or the extracted features. These 

objectives are independent both from the response or target variables related to the application perspective 

and the predictor variables related to the sensor perspective. But the second and third research questions 

from Chapter 1 relate to both these scenarios, and I pursue to answer those questions in these contexts. 

Toward that goal, I explore both applications independently while trying to address the research challenges 

in building robust models from the collected real-world data.   

5.1 Predicting Agitation in Dementia 

Physical agitation is often depicted by a broad spectrum of actions and behaviors, from restless-

ness, repetition, pacing, and random movement to aggressive destruction, hitting, kicking, pushing, 

throwing, scratching, falling, hurting, and so on [87-89]. While these symptoms are often captured by the 

motion sensors on the patients’ wrists, there is lack of knowledge about any structure of manifestation of 

these symptoms during an agitation episode. Moreover, such manifestation varies from person to person, 
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and even for the same person from situation to situation. Hence, to explore the usability of motion signal 

features for modeling physical agitation events, I attempt to find reliable motion biomarkers for detecting 

early signs of agitation. The feature extraction on the wrist-worn accelerometer signals transform the raw 

signals into a timeseries of feature instances, where each instance represents the motion features for the 

corresponding time window. Using these instances, I train various ML models to explore the best approach 

in capturing the agitated behavior of dementia patients. 

Agitation is not an instant event, but more of an episode. The data labels that are acquired from the 

real-world users, in this case the caregivers, contain a point timestamp for that episode along with 

information about possible symptoms. Assuming that timestamp as the middle point of the corresponding 

agitation episode, I used a 20-minute window to label the agitation episode. Based on the episode label, the 

corresponding feature instances during that episode are labeled as agitation (Fig 5.1).  

    [   F1t   F2t   F3t   . . .   FNt   ]  

Agitation Non-Agitation 

Figure 5.1: Windowing and feature extraction for an agitation episode 

Feature Instance,     X  
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5.1.1 Learning Episodes from Instances 

To capture agitation from wrist-worn accelerometer features, I explore multiple standard ML 

models for classification and train those to learn agitation and non-agitation classes from wrist-motion 

features. Three major ML models are implemented for this purpose, namely support vector machines 

(SVM), random forest (RF), and adaptive boosted decision trees (AdaBoost). The implementation details of 

these models are presented here: 

5.1.1.1 Support Vector Machines (SVM) 

Even for high dimensional data, the SVM attempts to classify the data by finding a hyperplane that 

best separates data of one class from those of other classes. And the margin of the hyperplane is identified 

by the support vectors that are data points closes to the hyperplane. In my implementation, the 

classification task is defined as a binary classification between agitation and non-agitation instances. I used 

a gaussian kernel with sequential minimal optimization. 

5.1.1.2 Random Forest (RF) 

RF classification aggregates the predictions from the ensemble of deep decision trees, each trained 

using N out of N instances randomly sampled with substitution from the training set. Each trained tree uses 

random subset of the predictors for splitting each node to avoid correlated trees in the ensemble [142]. The 

individual predictions of these weak learners are aggregated by majority vote or the scores averaged to get 

the prediction from the ensemble [143]. My implementation uses two hundred deep decision trees, while 

preventing overfitting to possible outliers by enforcing at-least ten observations at the leaf nodes.   

5.1.1.3 Adaptive Boosted Trees (AdaBoost) 

AdaBoost utilizes large number of weak learners and aggregate their output into a weighted sum 

to achieve the final classification [144]. This method trains learners sequentially to adaptively tweak the 

later learners to learn harder examples. It computes the prediction for test data as, 
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 f(x) =  ∑ αtht(x)t  

where αt is the learnt weight for the weak tree in the ensemble and depends on the individual classification 

error, and ht is the individual prediction of the weak learner t. In my implementation, I use five hundred 

shallow decision trees, each with a maximum split of 5 branches with the Gini index as the split criteria.  

To achieve the classification for the whole 20-minute episode from the instance outputs of these 

classifiers, I use majority voting on the 39 instances that belong to an episode. 

5.1.2 Sequence Learning 

Agitated behaviors in dementia are often considered to escalate over time, making those sequential 

in nature. My goal is to capture the progression of such behavior to use for preventing the escalation to any 

harmful health condition. To model this characteristic, I tried to formulate agitation episodes as temporally 

progressive action sequences. I employed recurrent neural network (RNN), which is a renowned platform 

for building models from sequential sensor streams. Such a network can capture the short-term temporal 

properties of sensor data. To model the pattern of action progression over longer duration, I incorporated 

long short-term memory (LSTM) cell based RNN. LSTM extends RNN with memory cells and can learn 

activity patterns over long durations from various streams.  

Traditional neural network looks at an input data point or feature vector to model some output 

variables on a certain point of time. Recurrent neural network (RNN) provides a link between time steps to 

pass information about network states across time steps [145]. This feature makes RNN a good model for 

sequence modeling and implies that information from the past can be used to model a present or future 

 
Figure 5.2: Recurrent neural network architecture 
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state, as shown in Fig 5.2. In this figure, each block A contains a neural network that models the input-

output relationship at a certain time step. But, with just a simple link between two networks at two-time 

steps, RNNs often fail to model long-term dependencies because of issues like vanishing gradients in the 

back-propagation. To overcome these issues, LSTM was proposed as an extension to traditional RNN 

architecture to capture the dependencies across long time difference.  

LSTM has been gaining momentum in sequence modeling tasks. In natural language processing 

applications such as machine translation, language modeling, or speech recognition, LSTM has 

demonstrated high potential [145]. Also, activity detection applications using wearable sensor data and 

using video data have employed LSTM successfully. Similar works have been done in emotion recognition 

from audio signals. Such applications often use single sensing modality to model the relevant activity or 

emotion. Motivated from the success of these works, this research aims to utilize the LSTM platform to 

model the relationship between context and human behavior.  

LSTM introduces a “memory” cell inside each network block of RNN at each time step. This cell 

controls the network state propagation both from previous time step to present and from present to future 

time step. To achieve this control, the memory cell uses three gates: input, output, and forget gates. The 

basic architecture of a memory cell is shown in Fig 5.3. On each gate, there is a controller that modulates 

the signal past the gate. The controller signals are output of a sigmoid function (), which generates a 

signal between 0 and 1 based on the inputs to the function. The activation functions (g and h) represent two 

independent neural networks and generate signals between -1 and +1. The function g takes in the current 

input and the previous output signal to model the block input. This signal is modulated by the input gate, 

the controller of which depends on the current input signal, the previous output, and the previous cell state. 

The modulated signal from the input gate is used along with the modulated signal from the forget gate to 

update the cell memory state. The controller of the forget gate is generated the same way as the input gate 

controller using a different weight parameter, and this controller modulates the previous cell state to filter 

out the forgettable components. The current state of the cell memory is fed into the activation function h. 

Its output is modulated by the output gate to generate the block output using a controller that depends on 
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the current input signal, the previous output, and the current cell state. Finally, this block output is used as 

the recurrent signal for the next time step.   

In this work, the LSTM neural network contains four neural layers with a shallow LSTM 

layer (Fig 5.4). The first layer is a sequential input layer which enables the distribution of the 

sequential feature vectors to be parsed. The following layer consists of a shallow LSTM layer 

with 64 hidden units. The internal state of each LSTM cell is forwarded to the next cell, and only 

the last cell outputs the classification of the sequence as either agitation or non-agitation. A fully 

connected layer is used to facilitate the acquisition of the outcome based on learned gating 

schemes. Finally, a SoftMax layer is incorporated for output unit activation in either agitation or 

non-agitation categories. Each sequence comprises of 39 feature instances, where each feature 

instance is 33 dimensional. For training, 10 sequences constitute a mini-batch, and the training is 

  

Figure 5.3: LSTM memory cell and forward pass equations [145] 

 

Figure 5.4: LSTM implementation 

Motion Sequence, St  [   Xt Xt-1 Xt-2 . . .   Xt-T ]

Output Label, ht  {1,0} ; 

1 Agitation, 0  Non-Agitation
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run for maximum 20 epochs. 75% of the agitation and non-agitation episodes are randomly 

chosen for training this model with 5-fold cross-validation. The rest 25% random holdout dataset 

was used for performance evaluation. 

5.1.3 Learning with Sparse Labels 

Agitation is highly unpredictable and sparse in occurrence without any established pattern or 

cause, which challenges the established pattern learning approaches. Moreover, acquiring the annotations 

or labels for such behavior in the real-world is challenging, often due to privacy and compliance related 

concerns. With the dementia patient case study over the month-long BESI deployments, no camera was 

used, and the labels were actively provided by the caregivers when they observed any agitated behavior of 

the patients. To reduce burden and improve compliance, the caregivers could label an episode by simply 

pressing a button on their smart watches, which stored that timestamp as a marker for the agitation episode, 

or used a tablet device to report the event on a custom Android app. In this process, the lack of any label is 

assumed to be non-agitation by default. Yet, the reliability or precision of such user-provided labels may 

not be guaranteed, there can be time lags between the actual time of occurrence and the label timestamps. 

 

Figure 5.5: Wrist motion signal from the patient smart watch during an agitation episode, labeled by the caregiver 

with a single timestamp. Feature instances are extracted from a window surrounding that timestamp, but all 

instances in that window may not be representative of the behavior. 
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To address these issues, I first try to improve the model performance from the possible 

imprecision in the labels. Now, there is no established method to judge the reliability of such labels. And, 

removing unreliable labeled data may worsen the situation by reducing the size of the training set. Hence, I 

tried to reduce the impact of such imprecision on the model performance by adding flexibility in 

characterizing the feature space. Multiple instance learning (MIL) provides an appropriate framework for 

this task [146-148]. Multiple instance learning (MIL) deals with training data arranged in sets, called bags. 

Supervision is provided only for entire sets, and the individual label of the instances contained in the bags 

are not provided (Fig 5.6). To utilize such flexibility, I implement two MIL models, namely bag-level 

kernel-based support vector machine (MI-SVM) [149] and boosting bag-level decision stumps (MIL-

Boost) [150]. The implementation details and the evaluation process are described here. 

5.1.3.1 Bag of Instances 

For the physical agitation models, every 30 seconds, a 69-dimensional feature instance vector is 

acquired from the motion signals. In contrast, the patient behavior is not continuously labelled, only the 

sparse agitation episodes are marked. To address this sparsity, I start with the marked timestamps (T) and 

assume the agitation episodes to have some components within [T-10, T+10], i.e. 20 minutes surrounding 

those markers. Each of these episode windows provides 39 of the feature instances. Instead of assigning the 

same “positive” labels for all these instances, I compose a “bag” of these instances and assign the label to 

the bag. Then, each “positive” bag should have at-least one instance representing the agitated behavior. 

Similarly, I randomly pick timestamps distant from the markers and compose “negative” bags, guaranteed 

to have no “positive” instances. With this formulation, these bags are used toward training MIL models for 

Figure 5.6: Standard assumption of MIL increases the flexibility on label precision 



63 

 

predicting physical agitation episodes. 

5.1.3.2 MIL Models 

I use these bags of instances to train two variants of MIL models, namely bag-level kernel-based 

support vector machine (MI-SVM) [9] and boosting bag-level decision stumps (MIL-Boost) [10], as 

described here. Each feature instance is represented by the row vector xi = [x(1), x(2), … x(d)]i, d is the 

number of features, and a bag is presented as a set of instances X = {xi}, for i = 1, 2, … n; n is the size of 

the bag. A classifier defined on the instance space ӽ can be written as f: ӽ → {0,1}, and a bag classifier as 

g(X) ϵ {0,1}.  

The standard MIL assumes that every positive bag contains at-least one positive instance and no 

negative bag contain any positive instance. To estimate an instance-level classifier f (xi; θ), MIL models 

maximize the number of positive bags that contain at least one instance in the hyperplane θ and the number 

of negative bags that do not project on θ. Then the bag classifier can be implemented as the max rule: 

 

Such models learn the instance level classifier from the bag labels by an iterative process of finding nearby 

instances.  

The MI-SVM model improves the f (xi; θ) using kernel-based similarity measurements from the 

hyperplane. It attempts to maximize a functional margin of a bag from the hyperplane, defined as:  

 

Here, YX is the label for the bag X. This formulation ensures that the margin separates the “least negative” 

instances and captures up to the “most positive” instance. 

MIL-Boost trains many weak decision stumps from the instances, ft(xi) instead of a single model. 

The classifications of these stumps are used to find the probability of the bag classification by the “noisy-

OR” formulation, as shown here: 

g(X) =  max
𝐱iϵX

f(𝐱i); where  f(𝐱i;θ) =  
 1     if 𝐱i ∈ θ    
0     otherwise

 

 

γX ≡ YX max
𝐱iϵX

( w,𝐱i + b) 
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Each round of boosting searches for a weak classifier that maximizes the likelihood, and estimates the 

parameter αt. These models are trained to predict physical agitation on the bag of instances, which 

constituted the sequence in modeling the LSTM model before. I used the MIL toolbox for Matlab [16] to 

implement these models. 

5.1.4 Contextual Ensemble (ConxEns) Classification 

With an aim to improve the model performance while ensuring generalizability, I propose a novel 

contextual ensemble pipeline for hierarchical classification using additional source of information beyond 

data labels. This pipeline is called ConxEns. For the BESI study, the caregivers not only mark the 

timestamps of the agitation events, they also provide observations about the symptoms of that event. Such 

symptoms can be used to group the agitation events. The distribution of agitation event frequencies varies 

among these groups, same as the variation of symptoms across patients. 

The pipeline incorporates a group of banks of the classification models as described in Section 

5.1.1; each model learnt to predict agitation with a specific symptom from wrist motion features (Fig 5.7). 

Each bank can be dedicated for one or more symptom, and is independent of other banks. A bank facilitates 

the modularity to use various symptom-specific models, depending on the application. The models within a 

bank are also independent of each other and operate in parallel. For my implementation to predict agitation, 

I trained fourteen groups of models, each group corresponding to a symptom presented in Fig 2.1. For each 

symptom in the group, I implement the AdaBoost and train it independent of other models for other banks.  

f(𝐱i) =  αtft(𝐱i)
t

             [Boosting] 

p𝐱i
= Pr f(𝐱i) =  1  1 + e−f(𝐱i)       [Logistic] 

 

pX = Pr(g(X)) = 1 −   (1 − p𝐱i
)

i

      [Noisy OR] 
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Then, this pipeline uses a symptom classifier to learn the symptom from the wrist motion signals. 

The symptom classifier is built to determine the associated observation of symptoms by using the wrist 

motion features. This classifier can be trained independently of the symptomatic classification models, 

hence, can be updated over time with possible changes in the symptom space or the predictor feature space. 

This modular design also enables the classifier to be transferable across applications. In this 

implementation, I train an AdaBoost as the symptom classifier. My implementation of AdaBoost uses 

shallow decision trees with maximum five splits. I design the decision trees to use Gini’s diversity index as 

the metric for node splitting. I enforce choosing the split predictor based on chi-squared tests of 

independence not only between each predictor and the response, but also between each pair of predictors 

 

Figure 5.7: Proposed ConxEns pipeline for classification: Symptoms classified from wrist motion is used to 

aggregate agitation markers independently predicted from same sensor signal. 
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and the response. For the AdaBoost, I trained the ensemble with an upper bound of two hundred iterations. 

For a motion feature instance zi, the model yields the posterior probabilities pi = [p(1), p(2), … p(m), … p(M)]i, 

where M is the total number of symptoms, and pi
(m) ϵ [0,1] is the posterior probability of that instance being 

in symptom m such that ∑mpi
(m) = 1. 

The final step of the ConxEns pipeline is an ensembler or aggregator that combines the predictions 

from the symptomatic classification banks based on the output of the symptom classifier. This proposed 

pipeline incorporates a novel conditional aggregation method. Based on the level of the posterior 

probability for the classified symptom of an instance, multiple options can be applied, from selecting a 

symptomatic classifier bank to using weighted averaging of the classification scores. The instance-wise 

classification of ConxEns are aggregated by majority voting to achieve a classification for the episode. 

This implementation of ConxEns pipeline for predicting agitated behavior in dementia from wrist 

motion signals. To demonstrate the generalizability of this pipeline for other health applications, I also 

implement ConxEns for inferring respiratory parameters from the wrist motion and wearable ECG signals 

as part of the VICTER study, as will be presented later. 

5.2 Inferring Respiration for Asthma Care 

With the motivation toward asthma attack prevention, I attempt to estimate the respiratory 

parameters, namely minute ventilation (VE), using wearable ECG and wrist-worn accelerometer and 

gyroscope sensors. Challenges toward this objective span from sensor noise reduction to physiological 

signal representation and modeling the relationship between sensor data and respiration. The inter-personal 

and contextual variations among the physiological parameters challenge the exploration of interpretable 

relationships.  

5.2.1. Respiration Regression Models 

First, I attempt to model VE from the wearable ECG signal extracted features alone. Then, I also 

try to model VE from wrist motion signal extracted features. These two independent modeling approaches 

use some established ML modeling framework, namely generalized linear models (GLM), random forest 
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(RF), support vector machines (SVM), Gaussian process regression (GPR), and neighborhood component 

analysis (NCA). The implementations of the models are described below. These implementations 

demonstrate the methodology to learn physiological parameters using ML methods. 

For the explanation of the model functionalities, let, each sensor feature instance be represented by 

the row vector xi = [x(1), x(2), … x(d)]i, as d is the number of features. Also, let the corresponding respiratory 

parameter be represented by the scalar yi, for i = 1, 2, … n; n is the size of the training set. In the minute 

ventilation implementations, yi represents VE. Each test instance feature vector is represented by xt and the 

predicted respiration value as ŷ. 

5.2.1.1. Generalized Linear Model (GLM) 

GLM extends linear regression by allowing for exponential distributions of the prediction error. 

While linear regression models the response variables to linearly vary with predictors, in GLM, a link 

function of the distribution mean of the response is expected to vary linearly with predictors [151-153]. 

Assuming an exponential distribution for the response, the link function f of the distribution mean μ is 

modeled against the feature instances xi’s using coefficient set β = [β0, β1, … βd]. This is formulated as 

E[y] = μ = f−1 (β𝐗). The parameter β can be constrained using the elastic net with regularization 

parameter λ and scaling factor α. Thus, elastic net drives some coefficients to zero and reduce 

dimensionality [49,50], by minimizing the cost function, L(β), defined using the deviance of the model fit: 

 L(β) =  
1

n
Deviance(β) +  λ

(1−α)

2
‖β‖2

2  + λα‖β‖1 

My implementation of GLM uses the identity function as the link function f, assuming normal 

distribution for the respiration parameter. The coefficient β is learnt from the sensor features to model the 

distribution mean of the respiratory parameter. I dynamically adjust the regularization by calculating λ from 

the training sample size. I combine both L1 and L2 penalties on β using α = 0.5.   

5.2.1.2. Random Forest (RF) 

RF regression aggregates the predictions from the ensemble of deep decision trees, each trained 

using N out of N instances randomly sampled with substitution from the training set. Each trained tree uses 

random subset of the predictors for splitting each node to avoid correlated trees in the ensemble [142-143]. 
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The individual inferences of these weak learners are averaged to get the prediction from the ensemble. 

Permuting one predictor at a time, out-of-bag losses are analyzed to rank the predictors based on their 

contribution on the prediction. 

For each implementation, I employ an ensemble of two hundred decision trees to learn the 

respiratory parameter from the ECG feature set. These trained trees are designed to grow deep, while 

preventing overfitting to possible outliers by enforcing at-least ten observations at the leaf nodes. The mean 

squared error is used as the split criterion for these regression trees. To avoid the bias in the predictor 

selection at each node split, I address the interactions between the predictors by using interaction test. This 

method conducts chi-square tests of independence between each predictor and the response, as well as 

between each pair of predictors and the response. I prioritize the predictor that minimizes the p-values for 

both tests.  

5.2.1.3. Support Vector Machine (SVM) 

SVM regression uses a kernel-based transformation of the feature space, and learns an optimal 

hyperplane that limits the prediction error within an “insensitivity” threshold ε. The hyperplane is 

characterized by the support vectors, and is learnt as the coefficients α = [α1, α2, … αn] and bias b by 

minimizing the loss function, L(α), defined in [154] as: 

L(α) =
1

2
∑ (αi − αi

∗) αj − αj
∗ G 𝐱i, 𝐱j 

n
i,j=1 + ε∑ (αi + αi

∗)n
i=1 − ∑ yi(αi − αi

∗)n
i=1   

under constraints on αi’s using the box constraint C. The optimization process is also constrained by the 

Karush-Kuhn-Tucker complementarity conditions. Using a Gaussian kernel for the transformation, a new 

feature instance is used to predict the corresponding response as: 

ŷ = f(𝐱t) = ∑ (αi − αi
∗) G(𝐱i, 𝐱t)i + b;  G 𝐱j, 𝐱k = e−‖𝐱j−𝐱k‖

2

  

My implementations of the SVM regression dynamically adjusts the value of ε based on the 

distribution of the response variables. The box constraints are similarly adjusted as ten times that of ε. I use 

the sequential minimal optimization as the algorithm for minimizing the cost function with 10-6 feasibility 

gap as the associated convergence criterion.  
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5.2.1.4. Gaussian Process Regression (GPR) 

GPR is a non-parametric kernel-based approach. In this probabilistic method, the response, yi, is 

explained using a latent function of the predictors, f(xi), along with the linear combination of a 

transformation h(xi) of the predictor space [155]: 

 P(yi|f(𝐱i), 𝐱i) ∼ 𝒩(h(𝐱i)
Tβ + f(𝐱i), σ

2)  

Here, the basis function h is a transformation of the feature space, chosen empirically. The linear 

combination coefficient vector β, the latent function f, and the noise variance, σ2 is learnt from the data. 

The latent variables, fi = f (xi), are assumed to possess a Gaussian process prior, such that for all variables, 

f = [f1, f2, ... fn], we get P(𝐟|𝐱1, 𝐱2, … 𝐱n)~𝒩(0, K). For this prior, K is the covariance matrix defined using 

the kernel function k, as Kij = k (xi, xj). The parameter, θ, associated with the choice of the kernel function 

is learnt during training. Using estimated β, θ, and σ2, the latent variable  f̂ = f (xt) is inferred for any test 

instance xt. The joint GP prior P(f̂, f) is used with the likelihood for y = [y1, y2, … yn], which is P(y|f), to get 

the joint posterior: 

P f̂, 𝐟|𝐲 =
P(f̂, 𝐟)P(𝐲|𝐟)

P(𝐲)
 

where P(f̂, 𝐟)~𝒩 (𝟎, [
K𝐟,𝐟 Kf̂,𝐟

K𝐟,f̂ Kf̂,f̂
]) and P(𝐲|𝐟)~𝒩(𝐡Tβ + 𝐟, σ2I). I marginalize this posterior over f to 

acquire f̂, which is used to get the response ŷ, i.e. the respiratory parameter. 

Depending on the kernel function k, the covariance matrix K captures the similarity among feature 

instances. Parameters of these kernel functions are the signal variance, σs
2, and the characteristic length 

scale, σl
2. Automatic relevance determination (ARD) uses different length scale parameter σr

2 for each 

feature r = 1, 2, … d, to investigate their individual contribution in inferring the latent and the response 

variables [156].  

I implement GPR and ARD by choosing the Matern kernel function k with separate σr
2 for each 

feature, defined as: 
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 k 𝐱i, 𝐱j = σs
2 1 + √3m  exp −√3m ;  m = ∑

(xi
(r)

−xj
(r)

)2

σr
2

d
r=1   

Here, the parameters, θ = [σs
2, σr

2], are learnt during training. To avoid local minima, I initialize 

σs
2 using the variance of the response variable, and σr

2 using feature variances. The noise variance σ2 is 

initialized similarly as σs
2. For transforming the feature space, I use linear basis function h(xi) = [1 xi], and 

learn the coefficients β from the data.  

5.2.1.5. Neighborhood Component Analysis (NCA) 

NCA is non-parametric and avoids any assumption about the sample distribution. It uses a 

stochastic neighbor selection rule to assign any test instance the response value of its selected neighbor. 

This rule reduces its dependence on the amount of training data and the risk of overfitting. NCA attempts to 

learn a quadratic distance metric, representable as linear transformation to low-dimensional input space, 

minimizing the regression loss [157,158]. For any xs in training set S and a test instance xt, distance metric 

Dw is defined using predictor weights, wr, as, 

 Dw(𝐱t, 𝐱s) = ∑ wr
2 |𝐱tr − 𝐱sr|

d
r=1   

Then, the stochastic selection uses the probability of any xs in S being the nearest neighbor of xt as pts:     

pts = P(neigh(𝐱t) = 𝐱s|𝑆) =  
exp (−‖Dw(𝐱t,𝐱s)‖)

∑ exp (−‖Dw(𝐱t,𝐱s)‖)s∈S
  

Using the response of the nearest neighbor relative to the learnt distance metric, the test response ŷ is 

inferred.   

My implementation uses mean absolute error as the metric for measuring the regression loss, and 

learns the distance metric using the limited memory Broyden-Fletcher-Goldfarb-Shanno algorithm. Instead 

of storing all the training samples, I store the linear transformations. For each context-bank, I dynamically 

choose the regularization parameter based on the size of the training set for that bank. 

The above described implementations capture the decision making regarding the selection of the 

hyperparameters for learning physiological parameters from sensor signals.  
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5.2.2. Contextual Ensemble (ConxEns) Regression 

After implementing these models independently for the wearable ECG and the wrist motion sensor 

features, I aim to improve the performance as well as the generalizability by proposing a novel contextual 

inference pipeline, named ConxEns. With this pipeline, I explore the value of context in modeling 

respiration and understanding the modeled relationships. Context can often be scavenged from external 

sources including wearable sensing modalities. But, incorporating such context into the respiration 

estimation may yield specialized models lacking flexibility and generalization. 

The pipeline incorporates a group of banks of the regression models described above; each model 

learnt to infer contextual respiration from wearable ECG features only. Each bank can be dedicated for one 

or more context, and is independent of other banks. A bank facilitates the modularity to use various 

context-specific models, depending on the application. The models within a bank are also independent of 

 

Figure 5.8:  Proposed ConxEns pipeline for regression: Context classified from wrist motion is used to aggregate 

respiratory parameters independently inferred from wearable ECG. 
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each other and operate in parallel (Fig. 5.8). For my implementation to infer VE, I trained separate groups 

of banks of models. Each model in a context-bank is trained and operates independent of other models in 

that bank and those in other banks.  

Then, this pipeline uses a context classifier to learn the context from the wrist motion signals. The 

inference from the respiration regression models are aggregated as a probabilistic ensemble with a prior 

acquired from the context classifier. The implementation details of the context classifier and the aggregator 

are presented here:   

5.2.2.1. Context Classifier 

The context classifier is built to determine current physical activity context by using the wrist 

motion features. This classifier can be trained independently of the regression models, hence, can be 

updated over time with possible changes in the context space or the predictor feature space. This modular 

design also enables the classifier to be transferable across applications. In our implementations, we train a 

single instance of the classifier and use that instance in both BR and VE inference pipelines. 

I design the classifier as an ensemble of shallow decision trees using the totally corrective 

boosting algorithm, known as TotalBoost [46]. Unlike other boosting algorithms, this method updates the 

weight distribution for the “hard” examples in the training set by finding the distribution with minimum 

relative entropy to the initial distribution. In [159], this relative entropy is expressed as, 

Δ(d,d0)  =  ∑
i 
di ln(di/d0i), the KL divergence of two distributions. This algorithm prioritizes hypotheses that 

maximize the minimal margin of classification and minimize the number of observations below that 

margin, thus guarantees low generalization error.  

My implementation of TotalBoost uses shallow decision trees with maximum five splits. I design 

the decision trees to use Gini’s diversity index as the metric for node splitting. I enforce choosing the split 

predictor based on chi-squared tests of independence not only between each predictor and the response, but 

also between each pair of predictors and the response. For the TotalBoost, I trained the ensemble with an 

upper bound of two hundred iterations. A margin precision parameter of v = 0.01 is used as a constraint in 

updating the hypothesis with respect to all past hypotheses. For a motion feature instance zi, the model 
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yields the posterior probabilities pi = [p(1), p(2), … p(m), … p(M)]i, where M is the total number of contexts, 

and pi
(m) ϵ [0,1] is the posterior probability of that instance being in context m such that ∑

m
pi

(m) = 1. 

5.2.2.2. Context-Conditioned Aggregator 

The final step of the ConxEns pipeline is a probabilistic ensembler or aggregator that combines the 

inferences from the contextual regression banks based on the output of the context classifier. Traditional 

regression aggregators attempt either to select the best performing regressor from a group or to average 

their performances to achieve overall better performance [160]. This proposed pipeline incorporates a novel 

conditional aggregation method merging both strategies depending on the context. Based on the level of the 

posterior probability for the classified context of an instance, multiple options can be applied, from selec-

ting a regression bank to using weighted averaging of the regression inferences from the contextual banks 

and to build a joint distribution of the respiration parameter and the context. The posterior probabilities for 

each context can be used as the averaging weights or as a prior to the joint distribution. The joint 

distribution can be constructed as: 

P(y, z|x) = P(y|z, x). P(z|x)  

where z is an additional source of information, in this case the activity context.   

I implemented the ConxEns pipeline for inferring VE from wrist motion and wearable ECG 

signals. To demonstrate the generalizability of this pipeline for other health parameter regression, I also 

implement ConxEns for inferring respiratory rate or breathing rate (BR) from the wrist motion and 

wearable ECG signals as part of the VICTER study. 

As presented before, the proposed ConxEns platform has been implemented for both behavior 

classification and physiology regression tasks from wearable sensor signals. This novel methodology is 

proposed to answer the research questions 2 and 3 regarding the modeling approach of human parameters 

from sensor signals while optimizing performance and generalizability. 
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  Chapter 6 - 

Model Performance 

The proposed and implemented methods for modeling behavior and physiology with wearable 

sensor signals from the real-world settings are evaluated for both predictive performance and 

generalizability. The two health monitoring applications, that are used in this research as the case studies, 

pose two different kinds of problem: the agitated behavior prediction for dementia care is a classification 

problem, and the respiratory parameter inference for asthma care is a regression problem. Consequently, 

the model performance evaluation requires different sets of metrics.    

6.1 Agitated Behavior Prediction Models 

Using data collected from 12 dementia patients for over 12 months duration at their residential 

spaces, I explore multiple ML models to learn the agitated behavior of the patients from their wrist-worn 

accelerometer sensor. The dataset contains 571 agitation events marked by the caregiver of the patients, 

each event corresponding to a 20-minute episode. Out of the 12 months long dataset, only about 1200 

minutes data belongs to the ‘agitation’ class. The rest of the dataset is assumed to be of the ‘non-agitation’ 

class. This is a heavily imbalanced dataset and can skew the model performance evaluation. To reduce the 

skewness, I randomly sampled from the ‘non-agitation’ episodes pool to rebalance the dataset to 1:4 ratio 

between agitation and non-agitation classes.  

The rebalanced dataset is divided into training and testing sets using 30% hold-out for testing with 

stratification to ensure similarity of class distributions in these two subsets. The training set contains 70% 

of the dataset and are used to train the models in 5-folds cross validation.  
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For a classification task, one of the most used metrics for evaluating model performance is 

accuracy. Accuracy is defined as the ratio of the sum of correct predictions to the number of total samples, 

Acc = 
TP + TN

TP + FP + TN + FN
=

Ntrue

Ntotal
 

where Ntrue is the number of samples classified correctly and Ntotal is the total number of samples. Accuracy 

is a good metric for evaluating models trained and tested on balanced dataset, but for datasets with 

imbalanced class distribution, this metric fails to capture the model performance. For example, if the test 

dataset has high number of samples from class c, then the model will have high accuracy by classifying all 

samples as belonging to that class.  

When the data are imbalanced by high margins, model performance needs to be evaluated using 

metrics that are independent of class distribution. Two such metrics are weighted f1-score (Fw) and mean 

f1-score (Fm), as defined as 

Fw = 2 
Nc

Ntotal

precisionc×recallc
precisionc+recallc

,

c

 

and 

Fm = 
2

|c|
 

precisionc×recallc
precisionc+recallc

c

 , 

where, Nc and Ntotal are number of samples in class c and in total respectively, and |c| is the total number of 

classes. These metrics are better than only accuracy, precision, or recall, as these are normalized against 

class distribution.  

 While both the mean (Fm) and the class-weighted (Fw) f1-scores of the predictions are good 

indicators of model performance against class imbalance, the application in hand may want to prioritize or 

compare performance for certain class compared to others. For example, the application may require higher 

performance for identifying the ‘positive’ class than sacrificing some performance for the ‘negative’ class, 

i.e. to achieve higher true positive rate than lower false positive rate. The receiver-operating-characteristic 

(ROC) curves are useful tools to compare the performances and trade-offs of the models, especially in this 
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kind of application-driven decision making. The ROC curve is defined by false-positive rate (FPR) and 

true-positive rate (TPR) as x and y axes, respectively. This curve can be used to observe the relative trade-

offs between true-positive and false positive. This curve is also known as the sensitivity vs (1 − specificity) 

plot, as TPR is equivalent to sensitivity and FPR to (1 – specificity). The ROC curve is constructed by 

using each prediction result or instance of a confusion matrix as a point on the curve.  

Using these metrics, the proposed models are evaluated on the 30% hold-out test dataset. The 

performance in shown in Fig 6.1 with accompanying value table. As a baseline, three popular supervised 

 

Figure 6.1: Performance comparison of the proposed models for predicting agitation in dementia. 
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learners, namely support vector machine (SVM), random forest with bagged trees, and random under-

sampling based AdaBoost classifiers are evaluated.  

From the result, it can be observed that the sequential model using LSTM outperforms the 

instance-based baseline learning models by at-least 8% in mean F-scores. It is notable that for an 

imbalanced data with about 80% non-agitation and 20% agitation events, most of the traditional learners 

achieve good accuracy by classifying any instance as the majority class. On the other hand, the F-score 

metrics are more representative of the confusion matrix and reduces the effects of data imbalance. LSTM 

captures the temporal relationship among the minute actions of the behavioral events and can learn various 

patterns for such behaviors. Thus, it classifies based on sequence of instances rather than a cluster of 

instances, and consequently performs better than the baseline methods. 

By looking closer, it can be noted that the LSTM model is performing better in only learning the 

positive class i.e. agitation, but not much improvement in preventing false positives. Rather, the AdaBoost 

has shown better performance in reducing false positives. To reduce the effect of possible noisy labels in 

the data, I implement and evaluate the multi-instance learning-based models MI-SVM and MIL-Boost. The 

performance of these models is also shown in Fig 6.1.1. The result shows the effectiveness of these models 

in overcoming the challenges associated with imprecise labels from real-world users. The MIL-Boost 

improves the weighted F-score by 10%.  

Moreover, in Fig 6.2, I evaluate the receiver-operating-characteristic (ROC) curves to compare the 

 

Figure 6.2: ROC curve shows the ratio of TPR to FPR across the learnt models of agitation in dementia. 
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performances and trade-offs of the models, especially in reducing false-positives. The ROC curves and the 

weighted F-scores demonstrate the improvement in the models’ specificity. MI-SVM shows better 

performance compared to single-instance SVM, and MIL-Boost improves both the positive and the 

negative predictive values. The ROC curves show the improved positive likelihood ratio of the MIL 

classifiers.  

To explore the generalizability of the proposed models, especially to times beyond the training set, 

I evaluate the models the same way for multiple train-test hold-out ratios: 80%-20%, 70%-30%, 60%-40%, 

and 50%-50%. The standard approach of leave-one-subject-out is not a suitable method in this context, as 

the number of agitation episodes as well as the severity of those episodes vary a lot from patient to patient 

which leads to the absence of any similarity among the distribution of agitation events across patients. The 

result of these evaluations is shown in Fig 6.3 using the weighted f1-score of the model predictions on the 

test sets. As shown in this figure, with smaller data available for training, the performances drop for all the 

models. But some models appear to be more robust than others across this generalization evaluation. The 

proposed ConxEns modeling pipeline only loses 5% performance; it shows Fw score of 89% when trained 

on 80% data and tested on the rest 20%, whereas it achieves 84% score when trained on 50% data and 

tested on the rest. On the other hand, LSTM loses predictive performance in Fw score from 77% to 59% as 

 

Figure 6.3: Generalizability across various hold-out test ratios for the models of agitation in dementia. 
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training set is reduced from 80% to 50%. The instance-based implementation of AdaBoost also 

demonstrates robustness across different training-testing ratios.  

This result demonstrates the improved performance and the generalizability of the proposed 

ConxEns pipeline in learning the agitated behavior of dementia patients from their wrist motion sensor 

signals. 

6.2 Respiration Inference Models 

Data collected from 15 healthy subjects, each performing a physical exercise protocol yielding 

about 15 minutes of sensor and respiration data for the five physical activities: rest, walk, run, bike, and 

wave (excluding rest periods between activities), are used in training and evaluating the regression models 

for inferring respiration from wrist motion and wearable ECG sensors. The preprocessing generates 16 

instances per minute, totaling about 3450 samples of data.  

The dataset is divided into 70%-30% training-testing hold-out ratios with stratification for all 

activity context. The training set is used to train the regression models for inferring minute ventilation (VE) 

from wearable ECG signals and wrist motion signals. The training process uses a 5-folds cross validation. 

For a regression task, the evaluation metrics for comparing the performance of the trained models 

are mostly related to the residual i.e. the difference between the regressed value and the true value. Various 

forms of residual-based metrics are popular in practice, such mean squared error (MSE), root mean squared 

error (RMSE), and mean absolute error (MAE). MSE is defined as the sample mean of the square of the 

residuals, 

MSE = 
1

n
 (y − ŷ)2

n

 

where n is the sample size and ŷ is the inferred value. RMSE is the square root of the MSE metric. Using 

similar notations, MAE is defined as, 

MAE = 
1

n
 |y − ŷ|

n
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As seen from the definitions, MSE has a squared penalty for outliers. In the respiration inference task, the 

distribution of respiratory parameters varies widely across activities and subjects (Fig 6.4). The inter-

personal and contextual variations among the physiological parameters challenge the exploration of 

interpretable relationships. With a goal to capture those variations, I adopt the MAE as the evaluation 

metric for this task.  

I built independent models for inferring VE from the wearable ECG and the wrist motion sensor 

data separately to explore the relationship between VE and the sensor signals. A set of models, namely 

generalized linear regression (GLM), random forest (RF), support vector machines (SVM), and Gaussian 

process regression (GPR), is learnt to model VE from wearable ECG. And another set of the same models is 

 

Figure 6.4: Variations in breathing rate against heart rate and against minute ventilation from 15 subjects. 

TABLE 6.1  Performance comparison across sensors and model selection  

Models 
Chest-worn Wearable ECG Wrist-Worn Accelerometer & Gyroscope 

RMSE MAE RMSE MAE 

GLM 12.55 9.65 16.56 13.63 

RF 11.57 9.01 11.76 7.97 

SVM 10.68 7.87 6.62 4.76 

GPR 8.23 6.01 5.19 3.62 
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learnt from wrist-worn accelerometer and gyroscope. Using the respective feature instances presented in 

Chapter 4, these models infer VE for each feature instance. These models are trained on the 70% training 

dataset previously mentioned with 5-folds cross validation. Their performances in inferring VE are shown 

in Table 6.1 using the root mean squared error (RMSE) and the mean absolute error (MAE) of regression. 

The unit for this residual is L/min. As shown in Table 6.1, when inferring independently, wrist-worn sensor 

feature-based models perform better than chest-worn ECG feature-based models. These performances 

correspond to the effect of ambulatory noises on the sensor data and the trained models. 

To improve the performance of such models, I propose a contextual inference pipeline, ConxEns. 

This pipeline combines both chest-worn and wrist-worn modalities in a hierarchical manner. I evaluate the 

proposed pipeline for context classification, and contextual respiration inference for VE inference. To 

demonstrate the generalizability of this approach to other health parameters, I also infer breathing rate (BR) 

from these sensors.  

Moreover, to demonstrate the generalizability of the implemented methods, we conduct 

performance evaluation over a range of train-test hold-out percentages from 80% training - 20% testing to 

70-30, 60-40, 50-50, 40-60, 30-70, and 20-80 percentages. The result of each stage of the pipeline is 

presented below with demonstration of this generalizability evaluation.  

6.2.1 Context Classification 

For both BR and VE inference pipelines, we use the same context classifier that identifies the 

physical activities from the wrist-worn motion sensor-based features. This classifier is implemented as a 

total-boost classifier. The performance of this module is evaluated as classification task. For each train-test 

ratio, we use the hold-out test set to evaluate the trained classifier with metrics such as accuracy, true 

positive rate (TPR), and false negative rate (FNR). The resulting scores and the confusion matrices for four 

ratios are shown in Fig. 6.5. Since the dataset is not imbalanced, I use accuracy as the metric for evaluating 

the classification task. The TPR and the FNR are presented to demonstrate the trade-off between the 

activity classes that the models are conducting. Over all the train-test ratios, the mean accuracy is 99.66% 

with a range from 99.5% to 99.9%. For any context across the train-test ratios, the lowest TPR is 98.4% 

and the highest FPR is 1.6%. Even when trained on only 20% of the data, the model accuracy is 99.5%, 
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with a lowest TPR 98.8% and a highest FNR is 1.2%. This result shows both the robustness and the 

generalizability of the classifier, even when trained on only 20% and tested on the rest of the data.  

 

Figure 6.5: Context classification performance over varying train-test hold-out percentages: training 

with (a) 80% data, (b) 60%, (c) 40%, and (d) 20% only, yet maintaining ≥99.5% accuracy. 
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6.2.2 Respiration Inference 

Using the ECG features and the contextual pipeline, I built independent pipelines to infer two 

respiratory parameters, BR and VE. For this regression task, the inference loss is evaluated using mean 

absolute error (MAE) as shown in Fig 6.6. For BR, this loss is calculated in breaths per minute (Br/min), 

and VE in liters per minute (L/min). This figure shows the results for the evaluation with 70% training and 

30% hold-out test data. For this evaluation, the best performance, for both BR and VE, is acquired with 

NCA as the contextual regression model in the implemented pipelines. Here, for BR inference, the mean 

loss over all activities is 1.17 Br/min; including 0.7 Br/min during rest to 1.39 Br/min during run. And, for 

VE, the overall loss is 1.39 L/min, with 0.87 L/min at rest and 1.87 L/min during run. Similarly, overall 

losses for using GPR contextual models are, respectively, 1.32 Br/min and 1.46 L/min; and, for using 

SVM, 1.59 Br/min and 1.75 L/min. These losses are notably lower, for similar contexts, compared to 

existing solutions, even with stationary ECG, as well as those presented in Table 6.1. This result 

demonstrates the value of the novel wearable ECG features in capturing the physiological relationship.  

The performance comparisons between the context-agnostic and the proposed contextual models 

 

Figure 6.6:  MAE inference loss of the proposed contextual pipeline with different regression models 

and context-agnostic models of same kind: (a) breathing rate and (b) minute ventilation. 
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are also notable in Fig. 6.6. A context-agnostic model is an implementation of the same kind of regression 

model trained without the context data. For the 70%-30% evaluation, the contextual pipeline outperforms 

context-agnostic models for every choice of regression model.  

To evaluate robustness and generalizability, we conduct this analysis across multiple train-test 

percentages; the result is presented in Fig. 6.7. In this figure, downward arrows refer to loss reductions, i.e. 

performance improvements. Unsurprisingly, the inference performance slightly worsens with the reduction 

in training data. But, differences between context-agnostic and contextual models remain steady across the 

spectrum. For light-weight models (not required to store all samples or transformations) like GLM, RF, and 

SVM, the performance improves more dominantly than for neighborhood-based heavy-weight (need to 

store the training set) models such as GPR and NCA. Moreover, the impact of context is higher for 

inferring VE than for BR, as the arrows are longer for Fig. 6.7 (b), highlighting the effect of volumetric 

variations.   

These performances across varying train-test ratios answer the research questions 2 and 3 about 

modeling health parameters with high performance and generalizability from real-world sensor data.    

 

Fig. 6.7.  Generalization and performance improvement (magnitude and direction, shown as arrows) in 

inference of (a) BR and (b) VE across varying train-test hold-out percentages. 
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  Chapter 7 - 

Conclusion 

This research is motivated by the possibilities of the real-world impact that sensing and ML 

together can bring to every aspects of human welfare, especially healthcare. Toward that future, the sensor-

ML systems need to generalize well to real-world unknown and unpredictable scenarios. Recent scrutiny of 

ML and AI systems in their applicability to healthcare has shown both promises and challenges, including 

areas such as privacy, security, bias, ethics, as well as toward personalization, generalization, 

explainability, and trust [12, 161, 162]. Among those, a critical challenge for the current state of research is 

to learn models from real-world noisy sparse-labeled data. In this research, I try to address the challenge of 

learning health parameters in an efficient and generalized manner from raw sensor signals within the scope 

of wearable health monitoring applications.  

For two major healthcare applications, one on dementia care and another on asthma care, I use 

wearable sensors to continuously monitor the patients’ wrist motion and chest ECG. I build models of their 

behavior and physiology using those sensor signals to predict application-driven health parameters. For the 

dementia study, I build models of agitated behavior in dementia patients using labels of such events 

provided by their caregiver. And for the asthma study, I model the respiratory parameters using gold 

standard data collected from Spirometers. To ensure robust operation in the real-world, I aim to make the 

models robust against real-world scenarios.  

Toward that aim, I propose the following hypothesis and establish it using data-driven evidences 

acquired from the above-mentioned health monitoring applications: 
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A holistic approach from fault tolerance in sensor systems to 

contextual association of data-driven models improves  

the robustness of sensing-driven models of  

human behavior and physiology in real-world settings.     

While the common knowledge about modeling tells us that more data helps model performance, 

this hypothesis looks at the orthogonal direction for the meaning of ‘more’. Instead of using more samples 

or data points or more sensor modalities, I try to achieve robust performance by incorporating supplemental 

information beyond the application-specific labels about the available data samples. While many 

applications may not have availability of such information, for real-world health monitoring, contextual 

information has always been regarded valuable, and maybe easily achievable from the user or the study 

design. Especially when the health application-specific parameters are often labeled by real-world users, 

some additional information regarding those labels can be achieved with less effort. For example, when a 

user provides a label for an eating event during any meal, she can easily answer a question about where or 

what she is eating. The hypothesis claims such information can improve the performance for models aimed 

toward detecting eating events. With this hypothesis, for the dementia care study, I try to improve the 

performance and generalizability of the model of agitated behavior in dementia patients by incorporating 

caregiver provided observation about the symptoms of agitation events. Similarly, for the asthma study, I 

learn the physical activity context of the users from the study protocol, and I try to use that information in 

improving model robustness. To explore this hypothesis for real-world applications, it requires both a 

robust sensing system to acquire data for long periods continuously from real people and a method to 

utilize the real-world data without reliable continuous labels for model improvement. In this work, I present 

my approaches toward achieving these goals. 

I propose a novel wearable-edge ML platform, BESI, that facilitates in-home smart watch-based 

human sensing without restrictions on companion phone, any active interactions, or user circadian routine. 

Using robust monitoring and recovery strategies, BESI reduces the burden of long-term operation 

maintenance. I implemented a network of edge devices in home settings and leveraged their computational 

resources as well as their geophysical location to overcome some of the limitations of smart watch-based 
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sensing. BESI has been deployed in real patients’ residences for months and successfully acquired more 

than 95% data from these deployments. These data are used toward evaluating the research claim.  

I build a data-driven modeling pipeline for predicting physical agitation from dementia patients’ 

wrist motion signals. Using the BESI data, I extract representative features of the motion signal and train 

supervised sequential models. The model learns to detect episodes of physical agitation with about 0.8 F-1 

score for the positive class, but often triggers false alarms during non-agitation periods. To address the 

challenges with noisy data labels from real-world users, I evaluate MIL-based models to achieve slight 

improvement of the performance. Similarly, for the asthma study, I design models of the respiratory 

parameters form users’ wrist motion and wearable ECG signals using standard ML models. 

For these two modeling goals for real-world health monitoring applications, I try to evaluate the 

above hypothesis. I propose a novel contextual ensemble pipeline, called ConxEns, for both classification 

and regression tasks. I implement the ConxEns for both the agitation and the respiration models. The cores 

of these implementations are utilization of standard ML models with a proposed probabilistic ensembler to 

achieve ensembles of contextual model outcomes. These implementations of ConxEns demonstrate both 

performance improvement and generalization. Compared to the baseline models of the agitated behaviors, 

this approach improves performance by about 20% even when trained on much less data. Similarly, the 

performance of the ConxEns implementation for respiration inference outperforms baseline models by 

reducing inference loss by about 50% even when trained on little amount of data. These outcomes support 

the hypothesis and highlights the need for multidimensional information related to the data labels. 

With this research, I have proposed a novel sensor-ML network to acquire wearable sensor data in 

real-world residential settings and evaluated this platform in real deployments. I have developed and 

published baseline models for learning the agitated behavior of dementia patients from their wrist 

acceleration signals. I have also developed and published baseline models for inferring respiratory 

parameters from wrist-worn motion and chest-worn ECG sensors. I have proposed a novel contextual 

ensemble learning pipeline and evaluated this platform for both classification and regression tasks 

associated with the dementia care and asthma care applications. 
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One of the limitations of this work is that the proposed system and the proposed method has only 

been evaluated in small number of applications. Patient dynamics vary from application to application, and 

the human-factor effect of these variations are not explored in this research. Another limitation is that the 

proposed model is not evaluated for an end-to-end learning task and for aggregating deep learning-based 

models. Moreover, the effect of label noise and real-time performance are also not explored. 

The outcomes of this research encourage future endeavors in multiple directions. Beyond the 

scope of wearable sensing modality, the value of supplemental information for in-situ sensing or for 

electronic health records can be explored. Such research can lead to robust model performance for 

applications ranging from smart home health monitoring and smart city healthcare research to personalized 

healthcare decision making or prescription suggestion. Similar research directions can be explored in the 

healthcare applications domain, for out-of-hospital health monitoring for multitudes of chronic disease 

patients and beyond, as well as to personalized health context design in a city or community-based 

healthcare model. From the model design perspective, research on interpretable and explainable ML/AI 

models can be benefitted from similar approach of hierarchical multi-task learning ensembles. Such 

pipelines can identify the model failure scenarios as well as explain outcomes from contextual perspectives. 

In healthcare applications, this kind of explainable approach can be useful for designing intervention as 

well as building personalized health solutions. 
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