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Abstract

Cavity flameholders are a critical technology for hydrocarbon-fueled scramjets, lean premixed

combustion in jet engines, and fundamental high-speed combustion studies. This dissertation aims

to improve understanding of cavity flameholders by designing a small, immersed cavity flameholder

for Direct Numerical Simulations (DNS), characterizing its inflow, and characterizing the turbulence-

chemistry interactions at the cavity. This undertaking is part of a multi-disciplinary study on

the effects of flow compressibility and heat release on turbulent flame structures and stabilization

mechanisms. The collaborative effort notably includes DNS as well as fine-scale flame structure

measurements with Hydroxyl (OH) Planar Laser-Induced Fluorescence (PLIF), and Coherent

Anti-Stokes Raman Spectroscopy (CARS).

First, a small-scale cavity flameholder for high-speed, premixed ethylene combustion is designed,

additively manufactured, and tested at a Mach 5 enthalpy. The cavity is sized to generate a

reasonable computational domain while maintaining adequate residence time for flameholding. The

flameholder is raised away from the facility wall to minimize boundary layer growth upstream of the

cavity. Challenges related to transforming a direct-connect combustor flow path into a semi-free jet

flow path for immersed models were encountered: primarily flow blockage and heat removal. The final

design is demonstrated to sustain the ethylene flame for repeated cycles lasting up to an hour and

can potentially sustain it indefinitely. The flameholder was additively manufactured out of Inconel

718 with internal cooling passages incorporated throughout and strategically designed to minimize

residual stresses. This work presents the first published methodology for additively manufactured

scramjet combustor components and the first conversion of a direct-connect, high-speed combustion

wind tunnel to a semi-free jet configuration.

A critical element necessary for understanding the combustion physics of high-speed compressible

1



Abstract 2

flames is accurate and precise velocimetry. A methodology to successfully implement high-resolution

two-components two-dimensional Particle Image Velocimetry (PIV) in the particularly challeng-

ing environment of a high-speed, high-enthalpy flow with free stream seeding is presented and

demonstrated. The objective is to resolve the finer scales for accurate boundary-conditions in direct

numerical simulations. A three-pronged approach consists of predicting the particle image size for a

range of setups, enhancing the noisy raw signal with the innovative use of a logarithmic transform,

and quantifying uncertainties. The methodology effectiveness is demonstrated with synthetic PIV

and experiments conducted in a dual-mode scramjet combustor for which a velocimetry resolution

of 355 µm is achieved.

The high-speed inflow to the immersed model and a scaled-down cavity flameholder is subse-

quently characterized with high-resolution PIV. The effects of varying the shock train location and

heat release are analyzed. While varying heat release does not affect the velocimetry statistics,

varying the shock train location increases the root-mean-square values between 10 and 35%. Key

flow structures are identified, including stagnation points, boundary-layers, and pre-heat zones to

inform numerical simulations. The new flowpath design is validated by the absence of flow spillage or

separation at the cavity inflow plane. This represents the first velocimetry dataset for a DNS-friendly

inflow to a cavity flameholder, and the first velocimetry for free stream-seeded dual-mode scramjet

flows.

Finally, combined PIV-PLIF measurements in a dual-mode scramjet combustor are conducted

and constitute the first experimental database of its kind on a DNS-friendly dual-mode cavity

flameholder. The knowledge of both the instantaneous flow velocities and the flame products

locations enables deeper insights into the turbulence-chemistry interactions. The duct flow above

the cavity remains mostly unchanged relative to the inflow to the cavity. The shear layer originating

at the cavity leading edge is unsteady, hosts the reaction front, and generates periodical vortical

structures wrinkling the flame. Under the shear layer, an elliptical re-circulation zone hosts two

large eddies promoting mixing of cavity-generated combustion products with the premixed flow

at the shear layer. Combustion in the cavity is unsteady and a hypothesis on pulsed combustion

is suggested based on instantaneous PIV-PLIF and previous work. The hypothetical combustion

cycle at the cavity starts with a trapped re-circulation vortex in the cavity which accumulates

mass and heat. This unsustainable configuration triggers the sudden detachment of the shear layer
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from the cavity ramp. Combustion products and the downstream cavity eddy escape through a

streamtube contained between the cavity ramp and the shear layer. Decreasing mass and heat levels

in the cavity stretch the flame thin until local extinction. The loop is closed when the shear layer

re-attaches and again traps the re-circulation zone. The described oscillations, coupled with the

shock train, are of critical importance to accurately prescribe DNS boundary conditions and reliably

operate scramjet engines.
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Introduction

Problem statement

A
s high-speed air-breathing propulsion generates growing interest for high-speed military flight,

fast civil transportation, and low-cost access to space, understanding of fundamental physics

governing cavity flameholders becomes ever more critical. Much of this interest is focused on flight in

the Mach number range of 4 to 8. This range is associated with a decrease in gas turbine and ramjet

efficiency, which calls for a particular type of scramjet known as a dual-mode scramjet. Dual-mode

scramjets allow the combustion process to be either subsonic, supersonic, or a combination of the

two. The engine consists of an inlet, an isolator, a combustor, and an exhaust nozzle. These engines

have the ability to operate with a subsonic combustor — with a precombustion shock train located

in the isolator — or with supersonic combustion predominantly without a shock train.

Cavity flameholders are a commonly-considered solution for hydrocarbon-fueled dual-mode

scramjets. Hydrocarbon fuels are easier to store and handle than e.g. hydrogen and therefore

considered more practical. At the high flow speeds associated with dual-mode scramjets, fuel

residence time in the flowpath is however short. Hence a cavity flameholder is often used to create a

recirculation region to anchor the flame. Radical species needed for flame stabilization can then be

generated due to the extended molecular residence time. Stabilization of the flame reaction front is

controlled by intricate coupling of shear flow dynamics, turbulence-chemistry interactions, and mass

exchange between the main flow and the cavity flow. These complex flow physics span a wide range

of length and time scales, requiring experimental measurement techniques and numerical prediction

tools that can capture these broad scales. Current capabilities are limited to the upper range of the

turbulent spatio-temporal spectra, i.e. integral scales and larger intermediate-scales. This results

in varied accuracy of the numerical tools and the need for new experimental data. In addition

5
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to applications in scramjet combustors, cavity flameholders are valuable means for fundamental

research on high-speed combustion by establishing in the free stream a flame with a relatively large

normal velocity.

The present work is part of a larger collaborative effort to deepen the fundamental understanding

of both the effects of flow compressibility and heat release on turbulent flame structure, regimes, and

stabilization mechanisms. To that end, Direct Navier-Stokes simulations (DNS) are applied. DNS

simulations provide a complete representation of the flow through all temporal and physical scales,

currently yielding the most accurate simulations available over other model based methods such as

Large Eddy Simulation (LES) and Reynolds-Averaged Navier–Stokes (RANS) (Rauch et al., 2018).

The computational cost of DNS is however very high, at an estimated 75 million CPU hours for

∼ 8, 000 cubic millimeters in the present study, and hence current capabilities are limited to small

volumes. This demands an experimental validation database with both small geometrical scales and

well-defined boundary conditions. In turn, this has prompted the use of a new minature flameholder,

high resolution Particle Image Velocimetry (PIV), subsequently combined with Hydroxyl (OH)

Planar Laser-Induced Fluorescence (PLIF) in the University of Virginia Superosonic Combustion

Facility (UVaSCF). This facility is an electrically-heated, long-duration wind tunnel that is capable

of generating conditions to adequately simulate dual-mode scramjet flight conditions with a Mach

number near 5 (McDaniel et al., 2005). The present dissertation documents the implementation of the

first immersed model for a DNS-friendly domain in the UVaSCF, the highest resolution velocimetry

in a high-speed high-enthalpy flow using a novel pre-filtering technique, the first characterization

of the flow boundary conditions for DNS on cavities, and the first study of the instantaneous

interaction between the flame and the flow in a cavity flameholder. These results not only give

unprecedented insights into the flow physics of cavity flameholders, but also enable the initialization

of DNS, which will contribute to the investigation of flow characteristics inaccessible to experiments

and will enhance general turbulence sub-models used in LES and RANS simulations.

Goals and contributions to the field

Considering the need for a new experimental database, based on a miniature scramjet flameholder,

and developed with comprehensive high-resolution diagnostics, three main goals are proposed for

this study:
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First goal: The broad range of combustor Mach numbers, coupled with a high heat flux environ-

ment, places a particularly constraining set of design requirements on the flameholder of a dual-mode

scramjet. In this particular study, flameholding capability must be balanced against the reduction in

geometrical scales, forced by the companion numerical studies, and an array of interactions between

hardware and thermofluids (heat transfer, streamline distortions, choking, etc.). As will be discussed

in this dissertation, these requirements become even stricter for a flameholder that is immersed in the

mainstream flow as opposed to a flameholder that is traditionaly located in the wall of the scramjet

engine combustor. However, new additive manufacturing techniques offer novel design approaches

that can push the design envelope further and enable unique experimental geometries. The first

goal is therefore to design and demonstrate operation of an immersed cavity flameholder with a

DNS-friendly-small-scale geometry, well-defined boundary conditions, and adequate experimental

diagnostic access.

Second goal: With the new flameholder designed and demonstrated to sustain the facility’s harsh

conditions, the second goal of this proposed work is to adequately quantify the boundary conditions

relevant to the DNS computational domain. Since shear flow dynamics, turbulence-chemistry

interactions, and mass exchange are largely driven by convection, the velocity field is viewed as

critical for experimental characterization. In particular, the inflow velocity field must be accurately

quantified using Particle Image Velocimetry (PIV). Given the small geometrical scales of both the

flameholder and the DNS, these measurements need to be performed at high resolution, preferably

with resolutions as close as possible to the DNS. The second goal of this work is therefore to assess

the uniformity of boundary-conditions for the new flowpath for DNS and quantify the inflow velocity

field at high resolution using PIV.

Third goal: The use of DNS simulations yields an unprecedented level of detail in the combustion

process which intertwines fluid mechanics and chemistry down to the smallest spatio-temporal

scales. This provides motivation to obtain detailed complementary experimental measurements

in parallel. One way to experimentally quantify interaction of the fluid mechanics and chemistry

is through simultaneous measurements of PIV and Planar Laser Induced Fluorescence (PLIF).

PLIF enables, amongst other outputs, to identify the location of the flame and the associated
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heat release. Therefore, the third goal of this work is to quantify the key characteristics of a

high-speed chemically-reacting flow field associated with the velocity field and the concurrent heat

release field. To that end, simultaneous Particle Image Velocimetry (PIV) and Hydroxyl (OH)

Planar Laser-Induced Fluorescence (PLIF), hereafter PIV-PLIF, are conducted on a high-speed

reacting cavity flow. The benefits are threefold relative to separate PIV and PLIF acquisitions:

flow-chemistry coupling is investigated with instantaneous measurements, bias towards reactants in

regions of intermittent presence with products are alleviated, and complementary validation metrics

are provided to companion CFD work.

The results presented below therefore constitute the first published reference dataset on a

DNS-friendly high-speed reacting cavity flow.

Outline

This dissertation is organized in four chapters. Chapter 1 corresponds to the first goal; chapters

2 and 3 present the methodology and the velocimetry required for goal 2; and chapter 4 presents

the chemically-reacting flow field characteristics of goal 3. Finally, a conclusion summarizes the

completed work and outlooks for future investigations. It is anticipated that each of the four chapters

of the present dissertation will form an individual journal publication.



Chapter 1

Design and Testing of an Additively

Manufactured Flameholder for

Scramjet Flows
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1.1 Introduction

As the need grows for high-speed military flight, fast civil transportation, and low-cost access to

space, interest in hypersonic air-breathing propulsion (e.g. scramjets) is increasing. Much of this

interest is focused on flight in the Mach number range of 4 to 8. This flight regime is associated

with a decrease in gas turbine and ramjet engine efficiency and calls for a particular type of scramjet

known as a dual-mode scramjet. Dual-mode scramjets provide for the transition between subsonic

and supersonic combustion processes. The engine consists of an inlet, an isolator, a combustor,

and an exhaust nozzle. When operating in the subsonic mode, the pressure difference between

the inlet and the combustor is accommodated by a pre-combustion shock train in the isolator. At

higher Mach numbers, the shock train is diminished and the combustor flow remains predominantly

supersonic. The resulting broad range of combustor Mach numbers, coupled with a high heat flux

environment, places a particularly constraining set of design requirements on the flameholder of a

dual-mode scramjet. At the same time, recent advances in additive manufacturing (AM) techniques

and available materials are driving new approaches to design and fabrication that have direct

implications for scramjet flameholders and may lead to improved engine performance. The uniquely

harsh conditions encountered in hypersonic air-breathing engines combined with AM present both

novel opportunities and challenges that are the subject of this chapter .

To date, published applications of AM to hypersonic flight systems have been largely limited

to impulse facilities with a low temperature increase within the material or topology optimization

studies (Berridge et al., 2018; Liu et al., 2017; Rêgo et al., 2016). In a notable study exploring

the potential of an additively manufactured part, Liu et al. (2017) 3D printed in aluminum and

numerically simulated a nose cone model for a hypersonic vehicle using topology optimization

and computational fluid dynamics (CFD) analysis. The model included an internal convective

cooling system consisting of channels following the nose cone contour. Internal lattices significantly

reduced the weight and the nose cone was printed in two halves to avoid interior support structures.

Numerous other applications of additively manufactured parts have been reported, although not

generally in peer-reviewed publications. For example, Orbital ATK announced having tested a

3D-printed hypersonic engine combustor at high-temperature hypersonic flight conditions, including

“one of the longest duration propulsion wind tunnel tests ever recorded for a unit of this kind”
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(Kidder, 2018). Orbital ATK is also using AM for hypersonic warheads of more complex geometries

than conventionally feasible (Judson, 2018). Reaction Systems, Inc. is working on an additively

manufactured endothermic fuel catalyst and heat exchanger for scramjets (Anderton, 2017) and

the Air Force Research Laboratory is investigating 3D-printed ceramic for hypersonic applications

(Cooper, 2018). Extensive research is also being conducted on additively manufactured rocket

engine components, including nozzles, fuel injectors, turbopumps, and combustion chambers (Gradl,

2016; Gradl et al., 2018). In particular, NASA is planning to integrate 3D-printed components in

the Space Launch System RS-25 engines (Harbaugh, 2017) and Aerojet Rocketdyne successfully

tested a thrust chamber assembly for the RL10 rocket engine(Rocketdyne, 2017). Jet engines and

gas turbines have achieved significant milestones in efficiency with additively manufactured parts

(Madara and Selvan, 2017). The Power and Gas Division of Siemens demonstrated the use of turbine

blades 3D printed out of a powdered polycrystalline nickel-based superalloy in 2017 (Siebert, 2017).

Finally, General Electric broke the net efficiency record for a power plant gas turbine by enhancing

fuel/air mixing in the gas turbine with the use of complex geometries enabled by AM and their

operational GE9X jet engines currently include 3D-printed fuel nozzles (Kellner, 2018).

At the high flow speeds associated with dual-mode scramjets, fuel residence time in the flow

path is short, on the order of milliseconds. Further, practical considerations such as energy density

and fuel storage motivate the use of hydrocarbon fuels that have relatively slower reaction rates

as compared to hydrogen fuel. To compensate for the longer reaction times and allow for steady,

stable combustion, hydrocarbon fuels may be premixed upstream of the combustor and a cavity

flameholder is typically employed to create a recirculation region over which to anchor the flame

(Ben-Yakar and Hanson, 2001; Gruber et al., 2018). Radical species needed for flame stabilization

can then be generated thanks to the extended molecular residence time. Stabilization of the flame

reaction front is then controlled by an intricate coupling of shear flow dynamics, turbulence-chemistry

interactions, and mass exchange between the main flow and the cavity flow. These complex flow

physics span a wide range of length and time scales, requiring experimental measurement techniques

and numerical prediction tools that can capture these broad scales. Current experimental and

numerical capabilities are limited to the upper range of the turbulent spatio-temporal spectra, i.e.

integral scales and larger intermediate scales, resulting in varied accuracy of the numerical tools

and the need for new experimental data.
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As part of an effort to better understand the dynamics of cavity-stabilized, high-speed flames,

a small-scale cavity flameholder for scramjet flows has been designed, additively manufactured,

and tested in the University of Virginia Supersonic Combustion Facility (UVaSCF). This facility

is an electrically-heated, long-duration wind tunnel that is capable of generating a Mach 2 flow

with a total temperature of 1200 K and a total pressure of 300 kPa - conditions representative

of a dual-mode scramjet engine inlet for a vehicle operating at a flight Mach number of 5 and

an altitude of approximately 20 km (McDaniel et al., 2005). At these temperatures, commonly

used super alloy materials can approach thermal limits. With additional thermal energy from

combustion, static temperatures in the flow can easily reach values over 2600 K, which can lead

to catastrophic structural failures without adequate cooling. For this study, the flameholder was

designed to sustain a premixed ethylene flame with static temperatures in excess of 2600 K in a

Mach 0.6 to 0.8 flow. This Mach number range is representative of the conditions downstream of

an isolator shock train when the dual-mode combustor is operating in the subsonic mode. This

work is part of a collaborative study that seeks to further the fundamental understanding of the

effects of flow compressibility and heat release on turbulent flame structure, combustion regimes,

and stabilization mechanisms. To that end, direct numerical simulation (DNS) CFD simulations are

being conducted in a parallel activity to the experimental work discussed in this chapter Rauch et al.

(2018). For this flow regime, accurate DNS requires an experimental validation database of flame

structure with both small geometrical scales and well defined boundary conditions. As a result,

an immersed wind tunnel model was conceived for the flameholder that would reduce the DNS

computational domain and minimize boundary layer growth upstream of the cavity. Minimizing

aerodynamic blockage and managing heat loads were then the primary design drivers and needed to

be addressed within strict constraints imposed by both the facility and diagnostic methods.

This chapter has three objectives: 1) present the methodology developed for the design and

fabrication of an air-breathing hypersonic propulsion flameholder using AM, 2) validate the design

with experimental results, and 3) provide recommendations for future designs that are to be

additively manufactured. The chapter documents the development and demonstration of a new

capability enabling the study of high-speed flameholders at the scale of DNS and presents, to our

knowledge, the first published methodology for the design and fabrication of additively manufactured

scramjet combustor components. This study also represents the first conversion of a direct-connect,
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high-speed combustion wind tunnel to a semi-free jet configuration. Finally, results are presented

for the longest duration test of an additively manufactured cavity flameholder supporting a flame in

real high-speed flow conditions.

The chapter is structured as follows. In the first part, the methodology and setup are presented,

including the design requirements, constraints, and the iterative design process. The latter was

supported with Finite Element Analysis (FEA) by Robert Rockwell (Lieber et al., 2018a) and

preliminary wind tunnel testing. In the second part, results from the fabrication process and

performance results are assessed, in particular wind tunnel tests at operating conditions are

presented. Recommendations are also provided for the design of similar parts. Finally, a summary

and suggested future work are presented in the conclusion.
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1.2 Design Requirements and Methodology

A methodology was developed as part of this work using CFD and FEA analysis, iterative AM,

and preliminary wind tunnel testing. The design requirements and constraints, chosen fabrication

process, and the final experimental setup are presented below.

1.2.1 Design Requirements

The most critical design requirement was to optimize the flameholder for both numerical simulation

and experiments, while making fabrication reliable and economical. DNS simulations promise a

complete representation of the flow through all temporal and spatial scales, yielding the most

accurate CFD simulations available over other model-based methods such as Large Eddy Simulation

(LES) and Reynolds-Averaged Navier–Stokes (RANS) (Rauch et al., 2018). Unfortunately, the

computational cost of DNS is very high, at an estimated 75 million CPU hours for the 8,000 cubic

millimeter volume considered for this study. Hence, current DNS capabilities are limited to small

volumes. This constraint precludes simulation of any significant portion of the upstream flow path

including any isolator shock train and upstream boundary layers. Instead, experimental velocity

and turbulence measurements as close to the cavity as possible are needed to generate appropriate

DNS inflow conditions.

Thus, a strut-supported flameholder was conceived that would serve to simplify characterization

of the cavity inflow condition and minimize the DNS computational domain. Using a strut allows the

original wall boundary layer to be bled ahead of the DNS computational domain and the calculation

can be initialized from that point. Several key features of the adopted flow path geometry and the

dual-mode operating regime are illustrated in Fig. 1.1. These include (a) fuel premixing upstream

of the flameholder, (b) establishment of a shock train in the isolator section, which reduces the

Mach number of the flow from 2 to approximately 0.6 to 0.8 depending on the length of the shock

train, (c) generation of flow turbulence of various length scales and frequencies due to fuel injection

and shock-boundary layer interactions, (d) the cavity flameholder supported away from the wall

in the diverging section, and (e) an air throttle to back pressure the combustor and control the

shock train location in the isolator. Two rows of fuel injectors placed just downstream of the facility

nozzle allow for premixing of the fuel with the main air flow upstream of the flameholder.
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Figure 1.1: Schematic of the facility flow path with small-scale cavity flameholder identifying
important flow features.

The critical cavity size, or corresponding cavity residence time, that supports flameholding

depends on many factors including local fuel equivalence ratio, temperature, pressure, mass exchange

rate or mixing between the cavity and the main flow, and shear layer dynamics. In addition to cavity

residence time, two leading factors affecting flameholding are mixing rates between combustion

products and the main flow and local static temperature. Ignition delay analysis was performed

to assess both effects and a scaling factor of one-third relative to a previously investigated cavity

flameholder (Rockwell et al., 2017) was chosen as a compromise between the DNS computational

cost and reduced residence time. The residence time of the previously studied large cavity was

estimated to be about 2 ms (Ramesh et al., 2018) and the scaled-down cavity has an estimated

residence time of 0.6 ms. The original 22.5 degree ramped cavity of Ref. (Rockwell et al., 2017) is

hence scaled down in length and depth to L = 18 mm and H = 3 mm, respectively (Fig. 1.2). The

original span of W = 38 mm is preserved to extend across the entire width of the duct, maintaining

approximate two-dimensionality in the core flow.
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Figure 1.2: Flameholder insert geometry with key dimensions. Cooling passages are in yellow,
orange, red, magenta, and cyan; fuel lines in green; thermocouples in red; and pressure taps in dark
grey.

Details of the strut-supported flameholder design are shown in Fig. 1.2. A round leading

edge followed by a surface of length 10*H produces a new boundary layer ahead of the cavity.
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Downstream, the 2.9 degree divergence from the combustor wall (Rockwell et al., 2017) is matched

over a length of 27*H to delay thermal choking. The resulting simulation-friendly geometry consists

of a raised insert that is immersed in the original direct-connect flow path. The insert leading edge

is located at half the local duct height (14.5 mm) in order to capture the premixed region of the

flow (Cantu et al., 2016a) while remaining offset from the boundary layers.

Additional requirements were imposed by the facility test-section hardware and application of

several advanced laser-based measurement techniques. The UVaSCF combustor was designed as a

modular setup consisting of a rectangular cage and four walls (Rockwell et al., 2014). The part

designed in this study constitutes one of the latter walls, which are sealed with a flange compressing

O-rings against the outer surface of the cage. The combustor side walls can be fitted with large

fused-silica windows (Rockwell et al., 2014) for particle image velocimetry (PIV) (Kirik et al., 2017;

Rice et al., 2015) or planar laser induced fluorescence (PLIF) (Cantu et al., 2016a). The windows

are interchangeable with air-purged slotted walls for coherent anti-Stokes Raman spectroscopy

(CARS) measurements (Cutler et al., 2018, 2014). The nature of the test-section construction means

access for cooling and instrumentation in the flameholder is restricted to one side of the flow path.

The CARS slots constrain the design even further by setting four measurement planes as fixed

locations in the combustor. The flameholder was therefore positioned in the combustor with CARS

measurement planes immediately upstream of the leading edge, as well as in and downstream of

the cavity (Fig. 1.3). Pressure taps and thermocouples were subsequently distributed upstream

of, in, and downstream of the cavity for monitoring of the flame location and hardware conditions

(Fig. 1.4). Ceramic paper gaskets glued onto the sides of the insert provide insulation between the

insert and the combustor sidewalls and also serve to isolate the streamtubes above and below the

flameholder.

Flow

1 2 3 4
ExtenderNozzle Isolator Extension Combustor

35 in. (889 mm)1 in. (25.4 mm)

0.6 in. (14.5 mm)

Figure 1.3: Side view of the flow path showing the immersed flameholder. The previous configuration
outline with the larger cavity is shown in dashed grey. CARS measurement planes are indicated in
green.



1.2 Design Requirements and Methodology 17

Figure 1.4: Centerplane section with pressure taps in grey, thermocouples in red, and fuel line in
green. The part is oriented at 45◦ as during manufacturing.

Finally, the facility ignition procedure involves injecting hydrogen directly into the cavity to

achieve autoignition. Ethylene is then introduced through the upstream fuel injectors and the

hydrogen is turned off once an ethylene equivalence ratio within the stable range is reached (Rockwell

et al., 2017). Four fuel injectors were therefore included on the surface of the cavity close-out ramp.

These injectors are spaced symmetrically about the ramp centerline, 0.75 mm above the cavity

floor (see Fig. 1.2). They are supplied by a common fuel line and injection is parallel to the cavity

floor. The injectors are designed as rhombi with 45 degree corner angles to create vertical-enhanced

mixing. Pure ethylene or an air-ethylene mixture can also be fed through these lines in order to

directly fuel the cavity and potentially increase the flame angle relative to the free stream.

The design requirements for the new flameholder can then be summarized as follows:

1. Enable DNS through small experimental geometric dimensions and well-defined inflow boundary

conditions at the cavity,

2. Provide access for a variety of experimental diagnostics, including sensors and advanced,

laser-based measurement techniques,

3. Provide a means of ignition for the cavity-stabilized flame and direct-cavity fuel injection to

potentially increase the flame angle into the free stream,

4. Limit flow path blockage to permit supersonic start of the main facility nozzle and establishment

of Mach 2 flow in the isolator, and
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5. Survive thermal and structural stresses under a premixed ethylene flame for repeated cycles

lasting as long as an hour.

The last two requirements relate to the safe operation of the facility over long-duration testing. As

will be seen, heat removal from the geometry shown in Fig. 1.2 is a significant challenge and, in this

case, must be achieved through the narrow cross-section of the strut.

1.2.2 Additive Manufacturing

The shapes and geometrical scales imposed by the constraints of DNS and the facility would be very

expensive to achieve using conventional fabrication techniques, e.g. drilling, milling, and brazing or

injection molding. In contrast, AM progressively add material to form a solid part. The nature of

this technique enables a wide range of new designs and features. For example, building a part from

the inside out permits complex internal geometries that can serve as cooling passages for high heat

flux applications such as a scramjet combustor. Interlocked or embedded assemblies may be “grown”

in a single fabrication step and efficient construction approaches such as thin shells and lattices that

reduce material cost and weight can be employed. Finally, AM enables the easier use of materials

such as Inconel and Monel that are very difficult and expensive to machine conventionally.

As the AM industry adds more available material types and improves the quality of finished

parts, advanced applications that may have been impossible or cost prohibitive with conventional

machining are emerging. Saunders sorted the benefits of AM into a staircase model as follows

(Saunders, 2015):

1. Rapid prototypes and tooling (manufacturing while designing, injection molds, etc.),

2. Direct part replacement (easier assembly, material savings, etc.),

3. Part consolidation (joints-free parts, complex features out of a simple process, etc.),

4. Designed for AM (optimized designs taking full advantage of AM including 1-3 above).

It is step 4 that holds the greatest potential for hypersonic propulsion applications, with new

possibilities such as porous volumes, lattices of varying stiffness, and increased heat transfer through

optimized geometries.
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AM in metal is increasingly used for prototyping and production of aerospace components and is

particularly applicable to the present study due to the high heat fluxes associated with hypersonic

propulsion. A common printing technique is Direct Metal Laser Sintering (DMLS), which uses a

focused laser to sinter layers of metal powder together (Frazier, 2014). The part is grown up from a

build plate with layers of fresh powder progressively stacked in the powder bed. Print times are on

the order of 10-20 hours for the current design. Typical layer thicknesses are 0.0008 in. (0.02 mm)

and print resolutions within a layer can reach 0.0012 in. (0.3 mm). DMLS provides higher print

resolutions than alternative metal AM techniques such as electron beam printing (Frazier, 2014).

While AM enables new geometries and features, the technique also has specific constraints for

the designer and the manufacturer. First, each printed layer must have a solid support underneath

it. A general manufacturing guideline restricts overhangs to angles greater than 45 degrees relative

to the horizontal or to radii greater than 0.06 inches (1.5 mm). Beyond these limits, a support

structure in the form of a lattice must be incorporated into the design. The lattice is in some cases

difficult or impossible to remove, e.g. within intricate interior cavities. Second, the process involves

the sudden heating of one localized spot in order to sinter the powder, which can result in residual

stresses as the sintered spot cools down. Undesirable deformations or even cracks may result if

these stresses are not managed properly. The extent of this phenomenon is specific to each design,

although it is generally recommended to minimize the sintered area of each layer, which can be

achieved through print orientation, use of hollow volumes, or splitting the construction into several

parts. Another potential consequence of localized heating is laser burn. As heat propagates away

from the sintering spot, it can partially sinter neighboring powder resulting in a rough surface,

loose agglomerates, or even stalactites. Such features may be a concern, for example, with internal

cooling channels where flow rates are critical. Third, unsintered powder may be trapped inside

hollow sections of the part during the printing process and is typically removed by tumbling or

flushing the part. With critical internal features such as cooling lines, it is therefore important

to ensure adequate escape passages for the powder at the design stage prior to printing. Finally,

less common issues such as thin walls, excessive porosity, printing head positioning errors, variable

powder diameters, or the size of the printer further condition the feasibility of a print. AM is

therefore not appropriate for every application and should be considered on a case-by-case basis.

Considering the small dimensions, intricate internal and external geometry, a need for high strength



Chapter 1 Design and Testing of an Additively Manufactured Flameholder for Scramjet Flows20

material such as Inconel, and the unit volume production of this study, DMLS was selected as both

the most economical and feasible fabrication method. The manufacturing process was contracted

with GPI Prototype, which used an EOS M290 machine with a standard Inconel 718 powder and a

mean grain size in the 30 to 80 µm range.

Once printed, the additively manufactured part must be post-processed before delivery. Cleaning

of powder can involve bulk removal, brushing, tumbling, shaking, and flushing. Depending on

requirements, surface or heat treatments can be applied. Conventional machining is required to

remove support structures and add specific features such as threads. Post-print machining, however,

was found to be a risky process, as distortions from residual stresses can lead to machining errors

and shavings can become lodged in complex geometries such as internal channels or lattices.

1.2.3 Transformation into a semi-free jet configuration flow path

The introduction of the raised flameholder into the UVaSCF direct-connect combustor flow path

effectively transformed the facility into a semi-free jet configuration with an immersed tunnel model.

This represents a significant change in the facility operation and an array of challenges ensued,

including dealing with tunnel blockage as well as increased thermal loads and stresses.

The additional tunnel blockage was extensively studied experimentally. Initial attempts to

support the flameholder from the downstream end of the combustor as a cantilevered sting led to a

full tunnel unstart. It was concluded that while the effective minimum flow path area dictates the

shock train location, local flow features including boundary layers and separated flow regions choked

the strut-side streamtubes, which in turn led to full unstart. An area relief was therefore added

to the wall section below the flameholder and elliptically-contoured in order to avoid separated

flow and stagnation points (see Figs. 1.2 and 1.3). This area relief also provided more flexibility

in the design by accommodating the strut, which alleviated bending and vibrations due to local

pressure variations around the cantilevered insert. The strut was also contoured with ellipses in

order to smoothly divert the flow and was compensated by a larger area relief into the wall (Fig.

1.2). Integration of sensors and cooling was then straightforward through the strut. Three pressure

taps and five thermocouples were included to provide live monitoring of the experimental hardware

as well as reference data for optical diagnostics (Fig. 1.2).
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Thermal loads and stresses were expected to be significantly higher in an inserted part due

to thin immersed volumes, high temperatures, and strong thermal gradients across the immersed

part. Thus, internal cooling channels were designed using detailed thermal-structural FEA at

each design iteration. FEA was performed in ANSYSTMby Robert Rockwell using conventional

thermal-structural elements. For full details on the techniques and the heat flux boundary conditions

from a previous collaborative CFD-FEA study, the reader is referred to (Rockwell et al., 2014). A

series of design iterations led to a cooling loop arrangement with four independent loops (Fig. 1.5)

to balance geometrical constraints, heat removal demand, and coolant flow pressure drops across

the channels.

Figure 1.5: Isometric view highlighting the cooling channels arrangement in yellow, orange, red,
and purple.

Despite extensive internal cooling, Inconel 718 was required to manage the thermal loads and

mechanical stresses, in particular along the leading edge of the insert and strut (Fig. 1.6). Figure

1.6a shows the predicted surface temperature of the insert with exposure to a stagnation temperature

of 1200 K in a M=0.6, non-reacting flow, with no coolant flow rate. Figure 1.6b shows the same

with the designed coolant flow of 50/50 ethylene glycol and water at approximately 1 gallon per

minute (3.8 L/min) per cooling channel. These results are consistent with experimental images

shown in Fig. 1.8a and 1.8b, respectively, and gave confidence in the coolant flow and material

models used in the FEA. It should be noted that the cooling passages were initially designed as

circular tubes with a 1 mm diameter. Following very low coolant flow rates (see section 1.3.1), the

passages were expanded to fill much of the internal volume of the flameholder with 0.05 in. (1.27
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mm) exterior walls (Fig. 1.2). The strut was actively cooled by acting as a junction between the

flameholder and ports outside the tunnel connected to the facility cooling system.

(a) Surface temperatures with no coolant flow rate
and no combustion.

(b) Surface temperatures with designed coolant flow
rate and no combustion.

(c) Surface temperatures with designed coolant flow
rate and combustion.

(d) Equivalent stresses (MPa) with designed coolant
flow rate and combustion.

Figure 1.6: FEA calculation of the Inconel 718 cavity flameholder by Robert Rockwell(Lieber et al.,
2018a) .

Figure 1.6c shows the predicted surface temperature with an ethylene flame anchored on the

cavity. Although the flow static temperatures are highest in the combusting region of the flow,

the proximity of the cooling passages keeps temperatures largely below 550 K. The flow-facing

extremities at the flameholder and strut leading edges have the highest expected temperatures

with a maximum of 967 K along the flameholder leading edge. This temperature is below the

reported maximum operating temperature of 980 K for Inconel 718, although the low margin

suggests inspection and monitoring of the leading edges during testing. Additionally, differential

thermal growth of the upstream portion of the insert produces a significant mechanical stress as

shown in Fig. 1.6d. The maximum equivalent von-Mises stresses in the FEA is about 10% below
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the material yield strength of 1075 MPa. Again, inspection and monitoring of the part is suggested.

Fortunately, this high stress area is also highly localized and experimental usage has demonstrated

that these stresses are below rupture even for repeated cycles. Lastly, lateral thermal growth of the

inserts was a concern due to the presence of fused silica windows on either side of the flameholder.

Gaps of 7.5/1000 in. (0.19 mm) between the sides of the insert and the windows were included to

account for thermal growth while preserving the integrity of the windows.

1.2.4 Modularity

A modular design was conceived for the present study. This consisted of splitting the main wall

along its span and clamping the flameholder strut in between (Fig. 1.7). Splitting large parts has the

potential to lower printing costs by providing flexibility in the arrangement of parts on the printing

plate: wide or high pieces can be laid out more efficiently. Additional benefits of the modular design

include the ability to easily swap flameholder geometries, adjust the height of the flameholder into

the flow path, and distribute the risk of fabrication failure across three parts. The two main wall

parts are labeled in the following upstream and downstream wall respectively. Sealing from the

flow path was ensured with a flange, as well as compressed O-rings and silicone room temperature

vulcanizing sealant.

6 

Fig 5. Modular design and assembly into the UVaSCF flowpath. 

Lattices were considered in the cooling passages as both a structural support and an enhancement to the heat exchange
by providing more surface area and increasing turbulence in the coolant flow. FEA studies, however, proved them 
both structurally and thermally unnecessary (Figure 3). In addition, a careful design along with a 45-degrees 
inclination on the printing plate avoided overhangs with support structures (Figure 4a). In order to optimize powder
removal and coolant flow rates, the cooling passages were therefore designed as cavities instead of lattices, filling the 
entire inner volume of the flameholder and strut with a skin thickness of 50/1000th in. Guide walls were used to force 
the coolant into sides and corners (Figure 4b). This “hollow volumes” concept was extended to the two wall parts in 
order to reduce both residual stresses and fabrication costs. 

Post-printing machining was necessary for threads and geometrical accuracy on key dimensions: the printed 
flameholder showed significant bending and shrinking of its aft (see section 2.a). This is common in additive
manufacturing of metals, as the thermal stresses originating from the laser spot compound over layers and distort the 
part. To compensate for these geometrical errors, a layer of material was added to all upper surfaces in the CAD 
model, which was then milled off to the required geometry. Because deformations in AM can be severe, a new
reference frame for machining may be needed, otherwise excessive removal of material may result. A comparison of 
the CAD geometry with the printed geometry revealed that geometries closest to the build plate matched design 
dimensions best. This is consistent with the known trend of the print accuracy which decreases away from the build 
plate. 

The above methodology and setup were the result of several iterations in fabrication, with improvements added after 
tests were performed on each part. Section 2 presents this work and demonstrates the validity of the final design with 
results from extensive tunnel testing. 

3. Output and Experimental Validation 
This section presents results from the fabrication process, including failures, and assesses the final design through a 
report of tunnel testing at operating conditions. 

1. First two prints
The two initial fabrication attempts failed due to bending of the part from residual stresses. This resulted in post print 
machining that breached fuel and cooling lines. These two designs were printed flat on the build plate as one part
instead of three inclined parts, as in the modular design. Hence residual stresses from the large cross-sectional areas,
compounded over several layers, were probably very high. This led to cracks and geometrical distortions. Furthermore, 

Fuel 

Flow 

Figure 1.7: Modular design and assembly into the UVaSCF flow path.

Lattices were considered in the cooling passages as both a structural support and an enhancement

to the heat exchange by providing more surface area and increasing turbulence in the coolant flow.

FEA studies, however, predicted such structures to be both structurally and thermally unnecessary.

In addition, a careful design along with a 45-degrees inclination on the printing plate avoided

overhangs with support structures (Fig. 1.4). In order to optimize powder removal and coolant
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flow rates, the cooling passages were designed as cavities, filling the entire inner volume of the

flameholder and strut. The external skin thickness is 0.05 inches (1.27 mm). Guide walls were used

to force the coolant into sides and corners (Fig. 1.2). This “hollow volume” concept was extended

to the two wall parts in order to reduce both residual stresses and fabrication costs.

Post-print machining was necessary for threads and geometrical accuracy on key dimensions:

the printed flameholder showed significant bending and shrinking of its aft (see section 1.3.2). This

is common in AM of metals, as the thermal stresses originating from the laser spot compound over

layers and distort the part. To compensate for these geometrical errors, a layer of material was

added to all upper surfaces in the CAD model, which was then milled off to the required geometry.

Because deformations in AM can be severe, a new coordinate system for machining may be needed,

otherwise excessive removal of material may result. A comparison of the CAD geometry with the

printed geometry revealed that geometries closest to the build plate matched design dimensions

best. This is consistent with the known trend of the print accuracy which decreases away from the

build plate.

The above methodology and setup were the result of several iterations in fabrication, with

improvements added after tests were performed on each part. Section 1.3 presents this work and

demonstrates the validity of the final design with results from extensive tunnel testing.
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1.3 Design Iterations and Results

This section presents results from the fabrication process, including failures, and assesses the final

design through a report of tunnel testing at operating conditions. Table 1.1 summarizes the design

iterations and test results.

Table 1.1: Design iterations of the flameholder insert.

ITERATION STATUS DESCRIPTION

1 Thermal failure Single part flameholder comprising the insert, strut, and fa-
cility wall. Circular cooling lines of diameter 0.039 inches (1
mm).

2 Thermal failure Single part flameholder comprising the insert, strut, and facil-
ity wall. Circular cooling lines of diameter 0.045 inches (1.14
mm).

3 Operational Three parts modular shell design.

1.3.1 First two prints

Iterations 1 and 2 of table 1.1 failed due to bending of the part from residual stresses. This resulted

in post print machining that breached fuel and cooling lines. These two designs were printed flat

on the build plate as one part instead of three inclined parts, as in the modular design (Iteration

3). Hence residual stresses from sintering large cross-sectional areas, compounded over several

layers, were suspected to be very high. Furthermore, severe blockage of the circular cooling lines —

from sintered residual powder present in the form of either surface roughness, stalactites, and/or

agglomerates — prevented adequate cooling flow rates throughout the part.

Repairs and modifications enabled test runs with these parts in an attempt to demonstrate

flameholding. The tunnel is run at a total temperature of T0 = 1200 K and total pressure of

p0 = 300 kPaa. The local flow Mach number at the cavity is M ∼ 0.6 and the ethylene-air mixture

has a global equivalence ratio Φg ∼ 0.4. Figure 1.8 shows several photographs taken during the

test run of the second printed part, with larger circular cooling lines of diameter 1.5 mm. Figure

1.8a shows the part prior to ignition. The entire flameholder plate was glowing from insufficient

coolant flow rates but the strut was notably cooler (darker) and additional cool spots were observed

in the middle of the plate in the vicinity of the cooling lines. Based on the color of the glowing part,

the surface temperature was estimated to be on the order of 1000 to 1100 K, which is consistent
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with the FEA prediction for these conditions with no cooling in the strut or plate. FEA for these

conditions (following ignition) predicted the part’s failure. However, it was deemed to be valuable

to see if the geometry was capable of flameholding for even a short period. Figures 1.8c and 1.8d

show the part during and soon after ignition. Ethylene ignition was successfully achieved by first

injecting hydrogen in the cavity, which self-ignited and anchored a flame onto the leading edge,

then ethylene upstream of the isolator. Upon reaching a given ethylene equivalence ratio, hydrogen

was to be turned off and the ethylene flame sustain itself. Soon after ignition, however, melting

was observed on the top surface of the insert in the vicinity of the ramp close out and the test was

terminated. The cool region on the right of Fig. 1.8d is due to the increase in coolant flow rate

through a breach in the cooling line. Post-test inspection revealed that complete blockage of several

cooling lines occurred during the test either from displaced residual powder, thermal collapse, or

some combination of the two.

(a) Failed design glowing due to almost no coolant
flow rate.

(b) Successful design with required coolant flow rate.

(c) Ignition of the failed insert. (d) Post-ignition melting of the failed insert.

Figure 1.8: Visible light images acquired during test runs.

1.3.2 Third print: modular insert assembly

The above issues motivated the three-parts hollow design shown in Fig. 1.7. A shell design with

cooling cavities taking most of the internal volume (in yellow, orange, red, and magenta in Fig. 1.2)

solved this problem with flow rates of about 1 gallon/minute, i.e. ten times the minimum flow rate.
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Furthermore, this third design was made modular by manufacturing the facility wall in two pieces

and clamping the flameholder insert in between as illustrated in Fig. 1.7. An added benefit of the

modular design is the ability to swap immersed geometries with lower costs and delays. The three

parts were additively manufactured at an inclination of 45◦ to alleviate excessive residual stresses.

While no structural failure nor insufficient flow rates occurred from residual stresses, the latter

remain present and distorted the part. Figure 1.9 present the outline of the fabricated flameholder

insert in solid grey over the CAD geometry in white. The primary discrepancies were: a rear-facing

step angle larger than 90 degrees; a step discontinuity on the divergence past the cavity ramp; a

progressive bend towards the aft; and a shorter overall length. The insert width was within 0.007 in.

(0.18 mm) as specified. The two wall parts experienced worse distortions up to 0.035 in. (0.089 mm)

due to its larger number of print layers. Machining, sanding, and sealing however ensured a good fit

into the tunnel cage.

1

10 X/H 27 X/H

H = 3.00 mm

L = 6H
Y

X

Figure 1.9: Modular design and assembly into the UVaSCF flow path.

The above listed distortions on the insert flameholder geometry prompted a new fabrication

where 0.05 in. (1.27 mm) were added to the cavity-side surfaces, exceeding the maximum difference

in dimensions observed with iteration 3. Top surfaces were machined using Electric-Discharge

Machining (EDM) with a specified surface roughness of 32 µin (0.8 µm). Since the top surfaces

were most critical, the referential for machining was set on the leading edge with one axis normal to

the surface between the leading edge and the cavity. This corresponds to the surface closest to the

building plate, which was observed to incur the least distortion. This fabricated part was validated

with caliper measurements and will be tested in the tunnel in the near future.

Tunnel runs validated the successful flameholding and operation of the design. All runs were set

at a total temperature of T0 = 1200 K and total pressure p0 = 300 kPa. Measurements included

static wall pressures and temperatures, as well as chemiluminescence. CH is a combustion radical in

the reaction of ethylene, which chemiluminescence in the blue indicates the flame presence. Figure

1.10 displays its chemiluminescence acquired at a global equivalence ratio of Φg = 0.434 and depicts



Chapter 1 Design and Testing of an Additively Manufactured Flameholder for Scramjet Flows28

stable flameholding. The observed reaction front angle remained nearly the same as the previous

full-sized cavity flameholder with H = 9 mm, L = 50 mm Rockwell et al. (2017). No signal is

detected upstream of the cavity or under the insert, demonstrating that chemical reactions are solely

initiated at the cavity and anchored over the cavity. The insert remained intact after many hours of

operation over several months. As expected due to the smaller geometrical scales, the operability

range as a function of the equivalence ratio Φg was narrower when compared with the previously

used large cavity flameholder. The measured axial pressure distributions were consistent with

dual-mode scramjet operation in the subsonic mode, ie. supersonic inflow and subsonic combustion,

separated by a shock train. Pressure traces 1 and 2 in Fig. 1.11 show initial conditions with a fully

started flow path up to the flameholder insert; a minimum backpressure is imposed with the air

throttle to enable flame stabilization. The upper limit of global equivalence ratio of the facility

is primarily dictated by the thermal choking occurring downstream of the cavity, typically at a

location where the area ratio is about 1.44. For the scale-down cavity insert, this higher limit

occurred at a global equivalence ratio of about 0.434, corresponding to pressure trace 3 with the

shock train pushed upstream to X/H ∼ −140. The resulting Mach number at the insert is M = 0.66

using a one-dimensional Fanno flow and shock train analysis (Heiser et al., 1994; Rockwell et al.,

2017) based on experimental pressure data. Previous work had shown a limit of 0.42 with the large

cavity (Rockwell et al., 2017). The lowest global equivalence ratio Φg that was able to anchor a

flame in present configuration was about 0.365, which is higher than the lower limit of 0.28 for the

large cavity (Rockwell et al., 2017). Since only one-half of the injectors were turned on in present

experiment (i.e. only the injectors on the top wall in Fig. 1.1), the local equivalence ratio (Φl) at

the cavity insert is nearly the double of the global equivalence ratio. In other words, the scaled down

cavity requires a much higher local equivalence ratio to flamehold at similar local flow conditions,

i.e. Mach number, static temperature, and pressure. The corresponding pressure trace 4 shows the

shock train located X/H ∼ −100, leading to a Mach number of M = 0.74. When maintaining this

low equivalence ratio while pushing the shock train back to X/H ∼ −140, pressure traces overlap

(trace 5 vs. 3) and the Mach numbers of Φg = 0.434 and Φg = 0.365 match. These extreme flow

conditions define cases 1, 2, and 3 of the test matrix summarized in table 1.2 with key parameters

detailed in table 1.3. They respectively correspond to a low Mach number/high heat release, high

Mach number/low heat release, and low Mach number/low heat release case. These cases will in
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turn enable the study of discernable trends in combustion dynamics relative to flow compressibility

and heat release. Case 4 is identical to case 1 with the exception of a non-ignited flow in order to

isolate the effect of heat release on turbulence in future studies.

Figure 1.10: CH chemiluminescence of a premixed ethylene-air flame stabilized over the scaled-down
cavity of iteration 3 of table 1.1 with inflow conditions at M = 0.6, T0 = 1200 K, p0 = 300 kPa
and an equivalence ratio Φg = 0.43.

Figure 1.11: Pressure traces with the flameholder insert. The X-axis is normalized by the cavity
height (H = 3 mm). pref is the corresponding pressure immediately past the converging-diverging
nozzle for each trace. X/H = 1 data taken below the insert.

Table 1.2: Test matrix.

High heat release Low heat release No heat release

High Mach number - Case 2 -
Low Mach number Case 1 Case 3 Case 4
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1.4 Discussion and Recommendations for Designs of Additive Man-

ufactured Parts

Based on the results of this study, guidelines are proposed to render the above iterative process more

efficient in the design and fabrication of additively manufactured parts in air-breathing hypersonic

propulsion.

Internal channel blockage was the primary cause for failure in our application. While the circular

channels on iterations 1 and 2 were designed for adequate cooling rates within allowed the diameter

range for additively manufactured internal channels, the cumulation of residual powder, laser burns,

and partially sintered powder along the channel length mostly or completely blocked the cooling

passages. Attempts to flush powder out were insufficient to prevent failure. As predicted by the

FEA for the measured flow rates, the part quickly reached glowing temperatures as the tunnel heat

up and exceeded the melting point of Inconel 718 with the flame on. Should there be no access to

the internal features for post-print machining, planning for powder escape routes, building angular

overhangs, or maximizing the cross-sectional area is recommended. For the latter, AM allows the

fabrication of complex shells as long as the tangent to internal surfaces does not exceed 45 degrees

relative to the horizontal plane.

The second main issue encountered was residual stresses. These occur when several dense layers

of sintered metal powder are compounded over several layers, e.g. a solid part printed flat on the

surface. Residual stresses lead to bending or cracks and critical problems during machining can

ensue. The difficulty in predicting them with e.g. FEA motivates more general guidelines including

printing long blocks at an angle to decrease the cross-sectional area, splitting one part into several

to be assembled, and printing shells/lattices.

In summary, AM enables novel designs and efficient prototyping but comes with a set of

restrictions. The following guidelines will help alleviate issues and mitigate risks:

1. Prepare for the fabrication process ahead of designing:

(a) Survey of the full range of benefits provided by AM to know all available options. In

particular, hollow internal volumes or lattices are unique solutions provided by AM for

high heat flux applications
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(b) Trade study of the above benefits over constraints specific to AM (Conner et al., 2014)

(restricted range of materials and their properties, residual stresses, rough imprecise

internal features, support lattices which must be removed, etc.)

(c) Survey of available printer sizes, accuracies, powder sizes, and post-print processes

including their associated risks. Current powder bed build plates are limited to 11 x 11

inches (280 x 280 mm) and may require fabrication at an angle (increasing costs) or a

split into several parts.

(d) Selection of a CAD software adequate for new complex parts enabled by AM, with

topology optimization if relevant (Liu et al., 2016).

2. Avoid severe distortions and residual stresses by minimizing the sintered area in each layer.

This can be achieved with strategic orientation of the part on the printing plate, hollow

volumes, or a split into several parts.

3. Avoid rounded overhangs (e.g. for cooling channels), especially with diameters outside the

0.06 in. - 0.13 in. (1.5 – 3.3 mm) range. Build angular overhangs instead, inclined by more

than 45 degrees relative to the horizontal plane.

4. Take into account laser burns and powder evacuation when designing parts with an internal

flow rate requirement by maximizing the cross-sectional area or adding powder escape routes.

5. Regarding internal cooling, consider channel geometries unconventional for machining such

as rhombi or shells. In the latter case, a range of lattice geometries is available to provide

additional properties to the shell, e.g. structural strength. The benefits of lattices may however

be outweighed by excessive pressure drops, in particular when combined with turns in the

channel path, and difficulty removing the residual powder. Shell geometries often require

guide walls to force the coolant into sides and corners.

6. For geometries specified with tolerances, add excess material to account for printing distortions

and errors. Subsequently post-machine them down to specifications.
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7. Orient the part for printing with the surfaces to be machined closest to the printer referen-

tial/build plate. Else define a new referential for machining in order to account for distortions

during the build.
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1.5 Conclusion

Hypersonic air-breathing propulsion ground testing capabilities are extended by the use of additive

manufacturing in the UVaSCF to enable the study of high-speed flameholders at the scale of DNS.

AM allows for the novel transformation of the original direct-connect flowpath into a flowpath

enabling semi-free jet testing for high-speed combustion. The first published methodology for the

design and fabrication of additively manufactured scramjet combustor components is presented

and experimentally validated in the UVaSCF. Recommendations for future designs to be additively

manufactured are provided.

In essence, a host flowpath is developed for an immersed model with a small cavity flameholder.

The mid-duct immersed model creates new boundary-conditions and includes a small-scale cavity

to enable the first studies of high-speed flameholders with DNS and other well-validated CFD

approaches. The resulting tunnel blockage and thermal loads are addressed with the use of

contoured wall geometries and active convective cooling. Several design iterations stemmed from

an inter-disciplinary collaboration including CFD, FEA, and in-situ testing. An iterative design

process was conducted until the new parts could sustain an ethylene flame for repeated extended

cycles lasting up to an hour. The final design consists of an Inconel 718 shell of 0.05 in. (1.27 mm)

thickness with internal cooling loops running an ethylene-glycol solution throughout the flameholder.

The design is modular for operational flexibility and efficient fabrication. Repeated tests in the

tunnel demonstrated that the concept met, or exceeded, design requirements: low tunnel blockage,

resistance to cycles of thermal loads and structural stresses, ignition and flameholding, as well

as access for optical and sensors-based diagnostics. To the author’s knowledge, this experiment

constitutes the longest test duration for an additively manufactured cavity flameholder under a

flame in real high-speed flow conditions.

In the next chapters, the characterization of the inflow boundary-conditions and the cavity flow

with PIV is presented. These will be used to prescribe inflow boundary conditions to the DNS

computation, which will yield the temporarily and spatially resolved flame structure. Based on

these results, appropriate sub-models for LES will be implemented. The fourth iteration with a

machined cavity-side geometry was also recently experimentally validated in the UVaSCF. In the

longer term, the current hardware enables the integration of virtually any immersed model into the
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flowpath by replacing the flameholder with a new design on the strut.
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Figure 2.1: Schematic of the facility flow path with the small-scale cavity flameholder identifying
important flow features.

2.1 Introduction

2.1.1 Motivation and research question

Steady, efficient combustion in high-speed flow is a necessary condition for ramjets and dual-mode

scramjets. Hydrocarbon fuels are prime candidates due to their ease of storage and handling.

In these engines, the residence time of hydrocarbon fuel molecules is however shorter than thir

characteristic reaction time, requiring the use of fuel/air premixing and a cavity flameholder (Ben-

Yakar and Hanson, 2001; Gruber et al., 2018). Radical species needed for flame anchoring are

generated in the cavity, which is sized for a sufficiently-long molecular residence time. Stabilization

of the flame reaction front is thus controlled by an intricate coupling of shear flow dynamics,

turbulence-chemistry interactions, and mass exchange between the main flow and the cavity flow.

These complex flow physics span a wide range of length and time scales, requiring high-resolution

experimental measurement techniques and numerical prediction tools. Current capabilities are

limited to about 1 mm, i.e. the upper range of the turbulent spatio-temporal spectra, i.e. integral

scales and larger intermediate scales, resulting in varied accuracy of the numerical tools and the

need for new experimental data.

To address this, high-resolution Direct Numerical Simulations (DNS, Rauch et al. (2018)) are

applied to the high enthalpy flow of the University of Virginia Supersonic Combustion Facility

(UVaSCF) to better understand the dynamics of cavity-stabilized, high-speed flames. An immersed

small-scale cavity flameholder for scramjet flows was designed render DNS computation times

feasible (Lieber et al., 2018b). The UVaSCF is an electrically-heated, long-duration wind tunnel

generating a Mach 2 flow with a total temperature of 1200 K and a total pressure of 300 kPa. These

conditions simulate a flight Mach number of 5 and an altitude of approximately 20 km (Krauss and

McDaniel, 1992; McDaniel et al., 2005). Figure 2.1 illustrates the new flowpath configuration.

DNS simulations can resolve all flow scales, from the largest integral scales o(10) mm down to
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the smallest Kolmogorov micro-scales o(10) µm. In order to reproduce the flow of experiments, these

numerical simulations need accurate boundary-conditions including the gas mixture composition and

velocimetry. NO-mixing PLIF measurements by (Cantu et al., 2016a, Figure 5, p. 378) characterize

fuel premixing and show on average a homogeneous concentration over the half duct height for a

single-sided injection with the shock train upstream. One other key input for DNS is high-resolution

velocimetry. In particular, the turbulence characteristics of the incoming flow are to be captured

over the widest possible range of the turbulence spatial spectrum. The goal of the present work

is to quantify with the highest feasible resolution the mean profile and turbulence characteristics

at the upstream boundary of the domain of interest, i.e. immediately upstream of the insert and

cavity leading edges. These characteristics will be compared at a later point against DNS-generated

boundary-conditions in order to assess their conformity to the experimental flow.

Increasing the spatial resolution of PIV over previous measurements, however, conflicts with

trade-offs imposed by the harsh environment encountered in the UVaSCF combustor, e.g. high

seed densities, localized seeding (potentially causing measurement bias in mixed regions), and low

magnifications. Achieving the above goal therefore requires the investigation of novel methodologies

and digital signal processing filters. Uncertainties will be estimated as comprehensively as possible

to enhance the reliability of comparisons between simulations and experimental data. The principle

of PIV and its application to high-speed flows will be presented next, before a survey of previous

work illustrating state-of-the-art capabilities and a statement of objectives.

2.1.2 Flow velocimetry in high-speed flows

An array of velocimetry techniques has been developed to diagnose flows, Each technique has

its set of advantages and disadvantages that first must be carefully considered. The extreme

speeds, temperatures, and sensitivity to disturbances of the present flow prevent the use of intrusive

techniques, e.g. probes such as hot wires (Tropea et al., 2007), due to survivability and flowfield

disturbances. Optical velocimetry methods are, in contrast, non-intrusive. These include Laser

Doppler Anemometry (LDA, Petrie et al. (1986)), and Doppler Global Velocimetry (DGV, Fischer

(2017); Meyers (1995)), Molecular Tagging Velocimetry (MTV, Gendrich et al. (1997)), Particle

Tracking Velocimetry (PTV, Schanz et al. (2016)), Laser Speckle Velocimetry (LSV), and Particle

Image Velocimetry (PIV, Raffel et al. (2007)). PTV enables very high spatial resolutions by tracking
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individual particles rather than an ensemble (Schanz et al., 2016). However, PTV requires excellent

signal quality, a series of more than two images or pre-processing with PIV, and controlled low

seeding densities. These conditions are impossible to achieve in the present flow with current

capabilities. Another arising technique in the field of flow velocimetry is optical flow velocimetry

based on the principle of pixel brightness conservancy (Horn and Schunck, 1981). Recent work

(Schmidt and Sutton, 2018) demonstrated this technique on PIV image pairs with a density of one

velocity vector per pixel. However the technique is still in its early development stage and requires

further characterization and guidelines before advanced applications. It also remains highly sensitive

to signal disturbances present in the UVaSCF flow (varying particle seeding density and luminosity,

strong divergence, gas density gradients) and requires low pixel displacements (e.g. 3 px in Schmidt

and Sutton (2018)), which significantly clips the wide dynamic range of velocities found in cavity

flows. The extreme conditions of the present high enthalpy, high speed flow make Particle Image

Velocimetry (PIV) particularly adequate to resolve it non-intrusively, in multiple spatial dimensions,

and to build large samples over time (Raffel et al., 2007; Westerweel et al., 2013).

PIV is however a complex technique inherently relying on significant signal processing and with

limitations. Its fundamental principle of cross-correlating two consecutively-acquired images to

derive the motion of a particle group is based on key assumptions including homogeneous particle size,

density, and brightness; a small proportion of particle loss of pairs; small but & 2 px particle image

diameters; and low background noise. Departures from these conditions can generate significant

random and systematic errors. Finite discretization of the flow motion in time and space mean that

the output velocity vectors constitute the temporal mean of the flow motion between the two laser

pulses and the spatial mean of the flow domain within the interrogation window (IW). Hence while

the spatial density of the vector field depends on the IW overlap, the velocimetry spatial resolution

is only dependent on the IW size and the imaging scale factor. For example, a 50% overlap for 48 px

IW yields a density of 1 vector every 24 px; however, the cross-correlation method does not resolve

flow structures below 48 px and hence the velocimetry resolution remains 48 px. Hence scaling

and timing must be astutely adjusted to minimally trim the broad spatial spectra of high-speed,

high-enthalpy turbulent flows.

Extensive PIV work has been conducted in compressible and thermally-convective flows with

a selection of publications listed in table 2.1. Issues specific to these flows for optical velocimetry



2.1 Introduction 41

were reported early on in the literature. In particular, optical distortions from density gradients,

velocity gradients, and weak signal-to-noise ratios have been reported. Spatial resolutions have been

kept at ∼ 1 mm to maintain feasibility, with a few exceptions reaching 0.5 mm, and seeding was

often contained to the boundary-layer or core flow to avoid window fouling — potentially causing

measurement bias in global statistics. High resolution PIV has also remained a challenge for these

flows due to hardware limitations stemming from cameras and optics, e.g. the sensor pixel size and

the laser timing limits, relative to the flow temporal and length scales. Early digital PIV studies

include Urban and Mungal (2001) who measured turbulent mixing layers with a resolution of ∼ 1

mm. Scarano and Oudheusden (2003) investigated the compressible flow in the wake of a blunt

base in a Mach 2 supersonic flow. They used interrogation window deformations and multi-grid

methods to improve the spatial resolution to 420 µm, resolving a wider range of spatial scales.

Williams and Smits (2012) applied PIV to measure turbulence within the boundary layer of a Mach

7.4 flow. The authors reached resolutions down to 480 µm and noted the presence of large density

and velocity gradients, which reduced seeding uniformity and skewed the correlation peaks. Higher

resolutions have been achieved for PIV in high-temperature reacting flows with an open test section

and low velocities. For example, Foley et al. (2015) applied PIV on shear layer stabilized flame with

a preheat temperature set at 533 K and a bulk flow velocity of 35 m/s. The spatial resolution was

∼ 220 µm in-plane with a laser sheet thickness of ∼ 1 mm in thickness.

Scramjet combustor flows are characterized by high enthalpies, high speeds, and high turbulence

intensities, adding significant challenges to the application of PIV. These flows are also usually

contained within a metallic duct. Weisgerber et al. (2001) reported PIV and LDV measurements

in a Mach 2 supersonic flow and highlighted the sensitivity of these measurements to the tracers.

The PIV resolution was reported to be 0.5 mm/vector. Goyne et al. (2001) obtained early PIV in

a scramjet combustor. A hydrogen fuel jet was seeded with 0.3 µm alumina powder and injected

into a Mach 2 flow with a total temperature of 1200 K. The velocimetry resolution was 1.2 mm

in-plane and 800 µm in depth. In a subsequent study, Scheel (2004) used 12 nm Aerosil R812

tracers (a SiO2-based particle) to compare flameholding performance of scramjet fuel injector

geometries with a 200 µm-thick laser sheet and a 31 µm/pixel resolution. Stereoscopic PIV was

first applied in a scramjet combustor flow by Smith (2011), who measured the two counter-rotating

vortices that are induced by the ramp fuel injector. The laser sheet in these experiment was
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particularly thick to resolve the third component at 2.6 mm, while the in-plane resolution was 1

mm. Relatively lower resolutions are also found when adding the third physical dimension with

e.g. tomography PIV (Dominik and Noel, 2016; Weinkauff et al., 2013). Rice (2014) extended the

application of SPIV to the dual-mode combustion regime, finding that the average velocity fields

compared within 10% difference to hybrid LES/RANS predictions downstream. RMS velocities were

however over-predicted. The discrepancy in RMS velocities between experiments and simulations

was confirmed by CARS measurements which indicated an over-reactive mechanism in the CFD.

Inaccurate turbulence modeling in the LES was identified as its cause, highlighting the need for

accurate boundary-conditions from PIV. Tuttle et al. (2014) applied PIV to a hydrocarbon-fueled

supersonic reacting flow in a cavity flameholder and in the nearby freestream. These authors

observed significant out-of-plane motion from pathline convergence/divergence in the cavity but not

in the freestream. Using spherical TiO2 particles and short combustion runs of 30 seconds each,

they alleviated severe window obscuration and achieved a velocimetry spatial resolution of 1.81 mm

in-plane and 0.5 mm in depth. Kirik et al. (2014) and Peltier and Carter (2015) applied PIV to

a scramjet cavity flameholder to investigate the effects of inlet distortion. The spatial resolution

was ∼ 1 mm in all dimensions. Previous in-house work by Kirik et al. (2017) achieved PIV in

the reacting cavity flow of a dual-mode scramjet by using graphite nanoflakes as tracers. These

tracers alleviate window fouling observed with other types of particles. While the laser sheet was

0.3 mm thick, the in-plane velocimetry resolution was 1 mm, clipping the turbulent kinetic energy

spectrum near the integral length scales. In addition, seeding density was kept very high to avoid

spurious vectors at the cost of higher uncertainties from broader correlation peaks. The present

work builds upon the solution of graphite nanoflakes to improve the resolution and accuracy of PIV

in high-enthalpy ducted flows.

2.1.3 Objectives and Contributions

Enabling high-resolution PIV in high enthalpy, high speed, and high turbulence intensity flows

requires a careful study of the setup and measurement signal to maintain velocimetry with minimal

bias errors. The measurement conditions in this work are exceptionally harsh. Table 2.2 lists key

flow characteristics for the test cases of table 1.3, estimated from previous work and CFD studies

(Kirik, 2017; Nielsen et al., 2018; Ramesh et al., 2018). The disturbances induced by the present
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high-speed, high-temperature flow on the above characteristics accumulate with disturbances from

imaging at high resolutions as well as in a small ducted metal test section. The first part of the

present work is therefore a trade-off study for a high-resolution setup satisfying PIV guidelines for

dual-mode scramjet flows.

Second, signal disturbances occurring at higher resolutions are analyzed and addressed with

a documented methodology minimizing or avoiding them. The development and demonstration

of a novel pre-processing filter enabling PIV on images with strong particle intensity variations,

e.g. flakes or laser sheets, to enable the recovery of lost signal and the removal of systematic errors

is documented. Finally, detailed a posteriori uncertainties are computed in order to quantify the

precision, enhance the resolution, and enable thorough comparisons of measurements. This chapter

has three objectives: design the PIV measurement technique and conduct a trade study in order

to improve the spatial resolution and to explore limitations of high-resolution PIV in a scramjet

combustor; explore and implement approaches to improve the quality of the PIV to minimize

experimental uncertainties; and quantitatively estimate a posteriori cross-correlation errors and

propagate them into uncertainties for turbulence statistics.

The chapter is structured as follows. In the first part, the setup and its optimization are

presented, including the timing and imaging setup, and the PIV post-processing routines. In the

second part, images acquired from tunnel runs are assessed for their quality, and the sources of signal

disturbances are identified. Third, results on both synthetic PIV and real measurements using the

above methodology are analyzed and compared against a conventional approach. The computation of

uncertainties is described. Finally, a summary is presented in the conclusion. This study represents

the highest resolution velocimetry available thus far in a high-speed compressible environment, at

355 µm, allowing the broader capture of the spatial turbulent kinetic energy spectrum to prescribe

accurate CFD boundary-conditions.
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Table 2.2: Key flow characteristics for the present measurements representing operation at the
maximum fuel equivalence ratio Φg = 0.47± 0.03.

Mach number [-] 0.66
Total temperature [K] 1200
In-plane UAV G [m/s] ∼ 350
In-plane URMS [m/s] ∼ 50
Out-of-plane Ū [m/s] ∼ 6
Out-of-plane URMS [m/s] ∼ 40
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L AFlow

Figure 2.2: Fields of views of the present work up to scale relative to the model insert.

2.2 Experimental setup

The available hardware is described in this section along with a method to identify an adequate set

of setup parameters for high-resolution PIV. The objective is to measure key turbulence statistics

including the velocity mean and root-mean-square in the fields of views (FOV) L and A (figure 3.1),

i.e. immediately upstream of the leading edge and of the cavity, at the highest resolution feasible.

These fields of view define the boundary-conditions for the accompanying numerical work (Nielsen

et al., 2018; Rauch et al., 2018)).

2.2.1 Summary and hardware specifications

The test section and flameholder model are summarized first and described in greater details in

Lieber et al. (2018b) . The test section is a ∼ 1.5 ∗ 1.5 in2 rectangular duct with the flameholder

set halfway into the freestream as shown in figure 2.1. Ethylene is injected as a 90◦ cross-flow jet

in the isolator, upstream of a shock train promoting efficient mixing and decreasing the flow to

subsonic speeds. Results in this chapter have been acquired at a global fuel equivalence ratio of

Φg = 0.47± 0.03 (6.6%) and a Mach number of 0.66 corresponding to case 1 of tables 1.2 and 1.3 .

The PIV system described below consists of a seeder with graphite nanoflakes, a laser, one

camera, and LaVision’s data acquisition hardware and software. A 500 mJ/pulse, double-cavity

Spectra Physics PIV-400 Nd:YAG laser delivers two pulses at λLaser = 532 nm, separated by a set

time interval ∆t of 300 ns and at a repetition frequency of 10 Hz. 95% of the energy is dumped using

beam splitters to maintain the fluence at the downstream mirrors and model below the damage

threshold. The beams are transformed by cylindrical telescoping optics into a laser sheet of constant

height ∼ 25 mm and converging thickness. The latter is characterized with a 2D beamprofiler at a

FWHM of ∼ 140 µm at its focus and a depth of focus — i.e. a
√

2-factor increase of its waist — of 6

mm. The laser sheet is inserted into the test section through a fused silica window, is co-planar with
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the tunnel center plane, and its focus coincides with the center of the imaging field of view. Graphite

nanoflakes of mean length 1.1 µm and thickness 16 nm (Kirik et al., 2015) are levitated in a fluidized

bed seeder (Howison and Goyne, 2010) and injected at 35 psi above tunnel pressure in the isolator,

upstream of the fuel injectors and on the centerline. The cross-flow jet penetrates approximately

halfway into the duct and is thoroughly mixed with the freestream by turbulent convection amplified

by the isolator shock train. One LaVision Imager Pro X 2M CCD 14-bits camera captures the

illuminated particles. Due to the camera rotation by 4◦ about the tunnel streamwise axis, reflections

off the model metal surfaces are clipped by the model edge. A Scheimpflug lens adapter rotates the

focal plane back to coplanar with the laser sheet. The camera’s 1600*1200 array of LPixel = 7.4 µm

square pixels is 55% quantum efficient at 532 nm. A Micro-Nikkor 105mm f/2.8 lens set at a

magnification m = 1 : 1 and an aperture of f/8 images the measurement volume through the test

section’s 9.5 mm-thick planar fused silica window. A 532± 10 nm-wide bandpass filter mounted

on the lens alleviates spurious light from e.g. radiation or combustion. The imaging system is

calibrated using a pinhole mathematical model with first-order radial distortions and a dotted grid

of 125 µm discs separated by 250 µm. The following below further detail the setup and the tradeoffs

stemming from high-resolution PIV in a high-speed high-temperature environment.

2.2.2 Tracer properties and seeding

Kirik et al. (2017) demonstrated PIV of a cavity flameholder in dual-mode scramjet conditions

using graphite nano-flake tracers. The latter prevent window fouling over other typical PIV tracer

materials (Al2O3, TiO2, SiO2, Chen and Liu (2018); Melling (1997)), which suppressed optical

access, through a combination of lower adhesion rates and combustion in stagnant areas. The

flakes flow tracking ability is predicted adequate from theoretical analysis using its Stokes number

(Kirik et al., 2015). An experimental demonstration of their flow tracking capabilities may be found

in appendix 3.6. The flake nature of the tracers is necessary due to unavailability of spherical

graphite particles with adequate Stokes numbers. Diffraction-limited imaging leads to particle

images in the form of Airy disks on the camera sensor, which approximate as Gaussians and thus

are cross-correlated identically to spherical particles. Tracers seeding is particularly difficult for

nano-particles in a high-enthalpy tunnel and in particular in the free stream. In this work, a

fluidized bed seeder (Howison and Goyne, 2010) suspends 50-100 mL of particles from a porous
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plug. Agglomerates breakup is promoted by using ultrasonic and turbine vibrators but remain

unavoidable. Pulsing the air supply is necessary to achieve seeding duration exceeding 10 s at the

cost of constant density through time. In addition, the seeder supply pressure not only impacts

the bed fluidization but also the jet penetration depth in the tunnel. Good seeding is achieved

at 3.4 atm, at which the cross-flow jet penetrates up to halfway into the duct to seed the entire

measurement domain (figure 2.1). Mixing across the streamtube of interest occurs mostly through

turbulent convection generated by the isolator shock train. Overall, uniform seeding density and

mono-disparity requirements are not met in the measurement domain and further stress the need

for a posteriori error estimates.

2.2.3 Laser timing and sheet characteristics

A 10 Hz double-cavity Nd:YAG laser able to deliver two 500 mJ, 532 nm pulses is used for tracers

illumination. Nano-graphite flakes require substantial amounts of energy for acceptable signal levels

due to their small size and low reflectance. As a result, background noise from laser reflections off the

metal duct walls is significant and must be taken into account during post-processing. Inter-pulse

timing is adjusted to capture independent velocimetry samples as follows. Turbulence time scales

are estimated on the order of 1 µs. These time scales are to be much lower than the interval between

velocimetry samples in order to ensure statistical independence, and greater than the inter-frame

time ∆t in order to approximate the frozen flow hypothesis. ∆t = 300 ns satisfies this criterion

while allowing particle displacements o(1) px for the minimum velocities. Laser sheet formation is

addressed next. High-resolution PIV, in addition to achieving high in-plane resolutions, implies the

highest possible resolution normal to the plane, i.e. a thin laser sheet. Indeed, as the sheet is made

thicker, the resulting velocimetry corresponds to a broader average across the sheet cross-section.

A minimum thickness is however to be maintained to sustain dense particle images and minimize

particles loss of pairs. Consequently, a trade-off in laser sheet thickness is found at four times

the maximum cross-plane displacement (Keane and Adrian, 1990; Nobach and Bodenschatz, 2009;

Tropea et al., 2007) or 103 µm. A telescope of equivalent focal length fLS = 600 mm creates the

converging laser sheet with its beam waist at the camera’s FOV center. The beam waist thickness is

measured before each experiment using an optics train consisting of a glass beam splitter and neutral

density filters directly imaging the laser sheet onto a CCD sensor at the plane of focus. Figure 2.3
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Figure 2.3: Laser sheets cross-sectional intensity profiles.

shows the cross-sectional intensity profile of the dual-cavity laser sheets, showing Gaussian profiles

with a FWHM of 150 and 135 µm for laser 1 and 2 respectively. An asymmetry on the right side of

the laser 1 profile however increases the relative width, causing systematic loss of pairs. The beam

50 mm depth of focus being much larger than the 12 mm-long FOV, the laser sheet thickness is

approximated as constant.

2.2.4 Imaging setup optimization

Due to the combination of geometrical particle images smaller than 1 px, the flow high velocities,

and the high imaging magnification, the setup must be carefully designed in order to achieve good

signal to noise ratios. A theoretical model is built to identify adequate sets of setup parameters

for particle images between 2.5 and 3.5 px and to assess the signal sensitivity to these parameters.

Inputs are representative of the real experimental conditions.

Theoretical model

A mathematical model specific to the present test conditions was designed to output an array of PIV

imaging setups satisfying all constraints. Inputs are collected from experimental and CFD results

as well as manufacturers. The model enables anticipation of departures from ideal PIV conditions

and defines a solution space using application-specific constraints as well as guidelines found in
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the literature, including Westerweel (1997), Raffel et al. (2007), Scarano (2013), Sciacchitano et al.

(2015), and Tropea et al. (2007).

The following challenges were identified as primordial for the present application:

• The geometrical particle size is � 1 px;

• A very wide dynamic range of speeds and strong gradients:

– from ∼ 600 m/s in the freestream down to ∼ −100 m/s in the cavity over a shear layer a

few millimeters thick;

– with azimuthal fluctuations of ∼ 10 m/s in the smallest eddies of diameter ∼ 100 µm

(estimates based on results from Naka et al. (2016));

– causing particle image distortions due to density variations;

• A very wide range of length scales from integral length scales on the order of millimeters down

to Kolmogorov length scales ∼ 10 µm (Kirik, 2017).

Inputs

The simulation uses the above setup characteristics in addition to:

• a range of magnifications m,

• a range of depths of measurement volume Dz, equal in practice to the laser sheet Full Width

Half Maximum (FWHM), and

• a set of numerical apertures N

to generate a three-dimensional matrix of parameter combinations representing all possible setups.

The flow is then modeled with the reference velocities given in table 2.2 based on previous

measurements Kirik et al. (2017) and numerical simulations Nielsen et al. (2018). The maximum

displacement is estimated with Umax = UAV G + 3 · URMS . The minimum displacement would

be the azimuthal displacement of the finest eddies found in the flow. Tanahashi et al. (1997),

Tanahashi et al. (2004), and Naka et al. (2016) investigated these structures both numerically and

experimentally. Fine scale structures are universal in turbulence due to their unity Reynolds number
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Table 2.3: Inputs for the theoretical model described in section 2.2.4 to identify enhanced setups.

Magnifications m [-] 0.5 - 1 x
Depth of Measurement Volume Dz [mm] 0 - 0.5
f-numbers N [-] {5.6; 8; 11; 16}
In-plane UAV G [m/s] 350
In-plane URMS [m/s] 50
Out-of-plane Ū [m/s] 6
Out-of-plane URMS [m/s] 40

and take the form of coherent tube-like eddies. Key findings include the fine eddy diameter and

the azimuthal velocity being dθ = 8ηK and uθ = 1.5uK , respectively and approximately. In this

application, while uθ = 12 m/s corresponds to a detectable displacement of 0.7 px, dθ ∼ 80 µm

is well below the achievable velocimetry resolution. Hence dθ is much too small for current PIV

capabilities and the turbulence spatial spectrum must necessarily be clipped at high wave numbers.

Computations and filtering

The imaging magnification and aperture is found based on the predicted particle image size, both at

the center and at the edges of the laser sheet cross-section. Diffraction, smearing, and focusing blur

are taken into account in the dp calculation. Criteria for the rejection of parameters combinations

are based on literature guidelines found in Keane and Adrian (1990); Raffel et al. (2007); Scarano

(2013); Sciacchitano et al. (2015); Tropea et al. (2007); Westerweel (1997) including:

• a minimum particle image diameter dp of 2.5 px and a maximum of 4 px, based on the most

suitable diameter of slightly more than 2 px for a Gaussian fit error of < .01 px;

• a maximum streak length of 1 px;

• and a maximum first-pass IW size of 128x128 px combined with a maximum particle displace-

ment of 25% of the IW.

The geometrical particle image dimensions are the graphite flakes dimensions projected onto the

sensor without any imaging effects except magnification. For an imaging magnification of 1:1,

the geometrical particle image is 0.15 px in length and 0.002 px in thickness. To keep estimates

conservative, dGeom = 0.002 px in the following. Sub-pixel particle sizes cause peak-locking, i.e. skew

the pixel displacement distribution towards integer values, since conditions for sub-pixel Gaussian
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interpolation are not met (Tropea et al., 2007). As a result, peak-locking causes large systematic

errors. Diffraction and blur can however be astutely used to increase the required particle image

diameter dp.

The following imaging effects are quantified in terms of equivalent diameters and combined with

dGeom into dp:

Diffraction spot For a combination of an aperture N and a magnification m, the diffraction spot

diameter is estimated as

dDiff = 2.44 · λLaser ·N · (1 +m). (2.1)

Blur circle The blur circle is estimated at the edges of the measurement volume along its depth

dimension Z with

dBlur = Dz/2 · f2C/(fC/m+ fC)2/N, (2.2)

where fC is the focal length of the camera lens.

Streak The streak drawn by a particle during the duration of one laser pulse is calculated with

LStreak = Umax · δt ·m. (2.3)

Particle image diameter The above is combined into two extrema for the particle image

diameter, dp,focus at the focal plane and dp,edge at the measurement volume edge, using the Euclidean

norm

dp,focus =
√
d2Geom + d2Diff + L2

Streak; (2.4)

dp,edge =
√
d2p,focus + d2Blur. (2.5)

Finally, dp in pixels is computed for each term as:

d∗p = dp/LPixel. (2.6)



2.2 Experimental setup 53

2.5
0.5 400

0.4 500

3

DOMV [mm]

PIV resolution [um/vector]

d* p [p
x]

0.3 600
0.2

3.5

700

8
11

fc/N

Figure 2.4: Solution space for PIV setups in the UVaSCF flow. The chosen solution is the highlighted
vortex.

Outputs

The developed Matlab model creates three-dimensional solution spaces for d∗p,focus and d∗p,edge. Both

are tested for the rejection criteria listed in section 2.2.4. Input combinations failing the test are

removed. d∗p,edge is subsequently plotted as a function of the f-number N , the velocimetry resolution

— directly related to the imaging magnification by LIW ∗ LPixel/m where LIW = 48 px is the IW

length — and the Depth Of Measurement Volume (DOMV), as shown in figure 2.4. Experiments

demonstrate excellent agreement between the model’s predictions and measurements. While the

DOMV doesn’t significantly affect the particle image diameter, an increase in aperture or resolution

display a non-linear relationship with the particle image diameter. A most suitable set of setup

parameters is chosen by the user taking into account the gradients and offsets of the surface plots.

Results in this chapter used the data point highlighted in figure 2.4 as a compromise between a high

PIV resolution corresponding to a magnification of 1:1 and a particle size less than 3 px. The chose

setup f-number is 8, the DOMV= 150 µm, and the PIV resolution is = 355 µm/vector, resulting in

d∗p = 2.9 px

Magnifications greater than 1:1 are possible with extension tubes or long-distance microscopes.

However tests at m = 1 : 1 revealed additional disturbances occurring when magnification is

increased, including locally streaked and out-of-focus particle images. Similar effects were observed

in compressible or thermally-convective flows by Tuttle et al. (2014). These phenomena have no
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Table 2.4: Relevant setup characteristics for the present high-resolution PIV experiments.

Reproduction ratio R [-] 1:1
Scale factor [px/mm] 135.1
Scheimpflug angle [deg] 5
FOV length - X-axis [mm] 11.8
FOV length - Y-axis [mm] 8.9
Maximum displacement [px] 15.2
First pass IW size [px] 128x128
Last pass IW size [px] 48x48
Velocimetry resolution [µm] 355.2
Streak size [px] 0.7
Velocity resolution1 [m/s] 2.5
d∗p,edge [px] 2.90

DOMV [µm] 150

correlation in time nor uniformity in space. Some frames are also completely in focus with no

streak. In addition, pairs of frames always look very similar. It is therefore proposed that these

effects are due to randomly-distributed, convected flow structures causing a lensing effect leading to

the out-of-focus blur, or a dynamic ray deviation tracing a streak onto the camera sensor. These

disturbances are hypothesized to distort the propagation of both the laser sheet and the light

reflected off of the particles. The low angular displacement of the light rays would only be detectable

at high magnifications. In effect, this artificially increases the particle image diameter d∗p along one

axis or radially. The uncertainty resulting from a larger particle image diameter can be captured

by the a posteriori technique described in section 2.4. Disturbances at m = 1 : 1 are considered

acceptable but it was decided not to further increase the magnification to limit the severity of this

effect.
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Figure 2.5: Signal of a common PIV pair of frames acquired in the flow of table 2.2 and in region L
of figure 3.1. The correct displacement is ∆X = 13.5 px and ∆Y = 1.5 px.

2.3 Signal enhancement

Once the PIV measurements have been acquired with the setup described in section 2.2, the signal is

pre- and post-processed with software in an attempt to compensate for hardware and environmental

shortcomings still preventing reliable velocimetry.

2.3.1 Raw signal quality assessment

Despite the high quality setup presented above, the raw signal out of the camera does not satisfy

the criteria for high quality PIV signals listed in section 2.1.2. Figure 2.5 shows a cross-correlation

map from PIV signal acquired upstream of the model insert leading edge. The presence of many

spurious peaks in the cross-correlation map and their low amplitude raise the concern for bias

errors in the form of spurious vectors, as exemplified in the example cross-correlation map where

the maximum value doesn’t match the correct displacement. Spurious vectors can be filtered out

with e.g. a median filter but only if they locally constitute a minority. Due to the large number of

spurious vector, a solution involving pre-filtering the raw signal is necessary as described further in

this chapter .

A close-up view of a typical pair of frames in figures 2.6a and 2.6b displays the intensity

sub-range below 1000 pxcounts. The FOV histogram is shown in figure 2.6c. A wide dynamic

range is observable, ranging from ∼ 100 pxcounts to saturation (16,383 pxcounts). This wide

dynamic range is present across the entire image, ranging from dim particles (region 1 of frame 1)
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Figure 2.6: Raw PIV frames.

to saturated particles or agglomerates (region 2 of frame 1). The particle signal is also overlapped

with background noise. The histogram of figure 2.6c displays a distribution with a single peak

and high kurtosis indicating low signal-to-noise ratio likely due to a combined small particle size

(Dellenback et al., 2000) and high background noise from the nearby metallic duct. This is verified

assuming a Gaussian background noise distribution (Masullo and Theunissen, 2017; Westerweel,

2000) peaking at the histogram maximum. One may then separate the histogram into background

noise and particles signal as in figure 2.6c. Under these assumptions, the background noise intensity

profile is characterized as a Gaussian curve with µnoise = 177 pxcounts and σnoise = 16 pxcounts,

overlapping with the particle signals peaking at 210 pxcounts.

Seeding is determined as uniform on average based on the homogeneous standard deviation of

pixel intensities across the FOV. Mixing is however highly unsteady and images may have areas

with little to no particle present while others reach a saturated pixel density. Instantaneous seeding

inhomogeneities have a direct effect on bias and random errors. In particular, the cross-correlation

uncertainty becomes specific to each interrogation window, stressing the need for a posteriori

uncertainty quantification described in section 2.4.

Strong variations in particle luminosity, both in space and time, are also observed and constitute

another source of cross-correlation noise. Brightness changes can be explained by the use of flakes

to track the flow. While the use of graphite particles re-established optical access, flakes add three

rotational degrees of freedom relative to spherical particles. The amount of scattered light for a fixed

source and observer is thus dependent on the particle angle. The angular frequency is likely higher
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than the inter-frame frequency due to the highly turbulent flow. In turn, the intensity of the same

particle may strongly vary between frames, typically by 600%. Particles across the FOV display

this behavior (particles circled in red in figure 2.6). Other particles show the expected behavior in

PIV, i.e. identical brightness (circled in green in figure 2.6). The particle labeled 1 changes from

dark to very bright, opposite to particle 2. Particle 3 undergoes a smaller change in intensity. A

group of particles in region 4 all undergo a large intensity variation between frames. While in- and

out-of-plane motion explains these intensity variations to some extent, their significant proportion

in areas of denser seeding and in very thick laser sheets point to additional causes. Moreover, the

hypothesis of a large discrepancy in laser sheet overlap is ruled out based on beam profiles, from

which overlap is verified with an accuracy of ∼ 10 µm before and after every experiment. It is

therefore suggested that the flake nature of the tracers cause these abrupt intensity variations. The

intensity of light reflection off a flake being dependent on the flake orientation in space, should the

particle rotate between frames, the intensity varies accordingly. Whether the drop or increase in

intensity is caused by in- and out-of-plane motion, poor laser sheet overlap for dual-cavity lasers, or

change in particle reflectance due to tumbling, the effect of intensity variations in the raw signal is

investigated next with synthetic PIV.

2.3.2 Diagnosis with synthetic PIV

Synthetic PIV signals are first generated with parameters representative of real measurements

and allow to gain control over all signal parameters. The diagnosis of the root cause of the signal

noise observed in figure 2.5 is presented next, before designing filters to address it and enable high

first-to-second peak ratios in cross-correlation maps.

Setup

A 128x128 px canvas is populated with 30 synthetic particle images randomly distributed across.

The particle locations, intensities, and diameters are also randomly distributed. Particles are

simulated as Gaussians of FWHM itself distributed as a Gaussian distribution (µFWHM = 2 px and

σFWHM = 0.85 px). Particle intensities also follow a Gaussian distribution with (µintensity = 750

pxcounts and σintensity = 200 pxcounts). A set proportion of these particles are simulated with

an intensity amplitude change of 600% between frames, either as an increase or decrease. This
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Figure 2.7: Synthetic 14-bits PIV image pairs for the three simulation cases described in section
2.3.2.

models the intensity changes observed in section 2.3.1 and likely caused by the nanoflakes rotation.

Additive Gaussian noise is simulated with parameters µnoise = 185 pxcounts and σnoise = 19

pxcounts. Finally, a set proportion of particles will disappear and contribute to particles loss-of-pairs.

Figure 2.7 shows the input images for 75% of particles experiencing an intensity amplitude change

between frames and 10% affected by loss-of-pairs. All parameters are representative of the real

signal acquired in this work, however the latter is significantly heterogeneous due to seeding. These

synthetic PIV images are used next to diagnose the root cause behind the multiple peaks seen in

the cross-correlation maps.
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Figure 2.8: Cross-correlation maps for one identical set of particles with three different combinations
of signal disturbances.

Diagnosis of the noise root-cause

Figure 2.8 displays the cross-correlation maps sharing the same synthetic set of particles and uniform

motion (∆x = 5 px, ∆y = 10 px) but having different combinations of disturbances. The maximum

peak and the correct peak are highlighted in each map. These cross-correlations are repeated over

2,500 samples and the proportion of matching maxima and correct peaks is measured for each case.

The first map (figure 2.8a) corresponds to a signal with relatively minimal disturbances, i.e. 50%

of particles are 600% brighter than the initial Gaussian distribution due to forward-facing flakes and

10% are lost in one of the two frames (particles entering and exiting the laser sheet). Despite these

disturbances, the local maximum corresponds to the correct displacement and the resulting vector

is correct. Note that the peak has a finite width and is surrounded by small peaks due to partial

overlap between the two frames at displacement values other than the correct displacement. In

figure 2.8b, background Gaussian noise is added relative to figure 2.8a, peaking at 25% of the mean

particle intensity. The base is now lifted above 0 and the peak broadened, which decreases the peak

correlation value. The correct peak remains however unambiguously selected. Observations from

the experimental data of figure 2.5 are reproduced when the bright particles (with intensities 600%

brighter than their attributed value from the initial Gaussian distribution) undergo an intensity

variation between frames. This phenomenon would occur when the nanoflakes would rotate between

frames. The corresponding correlation map is shown in figure 2.8c. The addition of intensity

variations either lead to the selection of the wrong peak, as in figure 2.8c, or low first-to-second peak

ratios, causing low confidence in the velocimetry. In conclusion, the primary source of spurious peaks
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in cross-correlation maps for the present test conditions is identified as strong particle intensity

variations between pairs. It is suggested that the most likely causes for the latter are:

1. Flakes rotation;

2. Partial particle loss-of-pairs (i.e. the particle remains visible but dim);

3. Laser beam steering by density gradients;

4. Agglomerate break-up;

5. Misalignment between the laser sheets and difference in beam divergence due to the use of a

double-cavity laser.

Nobach and Bodenschatz (2009) studied the effect of individual particle image intensity variations

between two consecutive frames, however with lower amplitudes. These authors concluded that

the phenomenon introduced an additional error in displacement estimates when particle images

overlap, limiting accuracy to the order of 0.1 pixel. The particle number density was shown to have

a negligible effect on the added error.

The root-cause for the large number of spurious peaks being identified, a newly-developed

Logarithmic Contrast Stretch (LCS) filter applied to pixel intensities is demonstrated next to

significantly decrease the spurious peaks amplitudes in cross-correlations.

2.3.3 Logarithmic Contrast Stretch filter design

Following the above diagnosis that low signal-to-noise ratios in cross-correlation maps are caused

by large intensity changes for a same particle between frames, signal pre-processing filters are

tested on synthetic and recorded images. Improvement of PIV input signal using post-processing

filters on the acquired data is common. For example, Theunissen et al. (2006) used adaptive PIV

interrogation windows in a hypersonic flow to improve the resolution and decrease the signal-to-noise

ratio. Dellenback et al. (2000) studied pre-processing filters on PIV images for contrast-enhancement,

including direct transfer functions, histogram modification methods, and sharpening. In particular,

these authors found that ”the logarithmic transfer function enhanced the low-contrast edges

of the histogram by expanding the gray scales there, provided a constant SNR, and transformed



2.3 Signal enhancement 61

multiplicative noise into additive noise.” This method significantly decreased the number of erroneous

vectors for low seed densities by up to 60% for turbulent duct flows. As a result, the method

provided desensitization of PIV to seed density, increasing the optimum seed density range by

5–30%. Masullo and Theunissen (2018) developed a MP-PIV (multiple peak PIV) method to resolve

velocimetry when multiple peaks are present in the cross-correlation map due to strong velocity

gradients. The authors noted that ”SNR is defined as the ratio between the highest and the second

highest peak and can be indicative of measurement quality. However, a SNR below the threshold

does not necessarily imply unreliable peaks. Multiple correlation peaks can be of equal height and

well above the noise level.” The phenomenon observed in this work also incurs low signal-to-noise

ratios and multiple peaks but due to strong intensity changes instead of velocity gradients or low

contrast. The above methods are therefore not adequate. A methodology to extract the correct

peak when significant particle image intensity variations are present is suggested next.

To address the observed large intensity changes, two approaches are considered: leveling all

intensities above a given threshold, or compressing the dynamic range. PIV relies on the spatial

information and the pixel intensities of the tracers to output the displacement. Hence clipping the

histogram often leads to errors by changing spatial distributions from e.g. a Gaussian to a top-hat

profile. The objective of the targeted filters is therefore to compress the upper dynamic range of

images more than their lower dynamic range. The higher intensities correspond to particles, while

the lower correspond to the background noise. Hence filters with a gradient do/di proportional to

1/iα are tested, where o and i respectively correspond to the output and input pixel intensities, and

α is a constant.

Pre-processing transform filters with a gradient ∝ 1/iα are therefore suggested here, in particular

a Logarithm Contrast-Stretch (LCS) filter. It consists of passing the intensities of an image stack

through a logarithm function and stretching their histogram across the full 16-bit range. In the case

of high background noise, e.g. in a flame, the image can be normalized by the background noise

prior to filtering; pixels equal or dimmer than the background would therefore have a nil output

and will not contribute to the cross-correlation matrix. Background normalization is a tolerable

histogram clipping since it does not significantly clip the particle signal itself. However, removing

the background by substraction or normalization alters the particle signal itself and should thus

be avoided when the noise is tolerable, e.g. in the free stream vs. in a flame. Figure 2.9 displays
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Figure 2.9: Logarithm-contrast-stretch (LCS) filter transform. (*) Markers denote the intensities
used in the example above.

the shape of the LCS filter relative to the input intensity. Its gradient ∝ 1/i upscales the lower

intensities (noise) less than medium intensities (dim particles), which themselves are less amplified

than high-intensities (bright particles). Consider as a realistic example: a 2,000 pxcounts particle

rotating into a 400 pxcounts image in the second PIV frame. The background noise is 80 pxcount.

In the original image, the dim particle image is 80% darker than the bright image in the other

frame, and the background is 80% darker than the dim particle image. In the LCS-filtered image,

the dim particle is only 27% darker than its bright counter-part. The background noise is however

also only 37% darker than the dim particle image. Despite amplifying background noise, the LCS

filter transform improves PIV processing since random background noise has a weaker — and

most importantly quantifiable a posteriori — effect on the cross-correlation error as demonstrated

in section 2.3.2. The LCS filter is demonstrated in section 2.5 on both synthetic PIV and real

measurements. It is shown to produce the best results on the present signal relative to other filters

with a ∝ 1/iα gradient.

2.3.4 Cross-correlation and vectors post-processing

Once processed with the LCS filter, a pair of frames goes through a multi-pass cross-correlation

process iteratively using 128 x 128 px interrogation windows down to 48 x 48 px windows. Below this

size, uncertainties significantly increase and the number of vectors after post-processing decreases.

A 75% IW overlap in the final passes minimizes truncation errors. The first-pass interrogation

windows are weighted by an elliptical Gaussian with its major axis along the streamwise component;

subsequent passes use automatically-deformed interrogation windows to account for gradients in
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the flow (Scarano, 2002; Scarano and Oudheusden, 2003). An array of post-processing filters

is applied to remove spurious vectors. The quality of the final dataset is assessed through the

dominance of the correct peak in the cross-correlation map and the complete removal of spurious

vectors as indicated by the temporal distribution of velocities and their random uncertainties: the

velocity distribution is expected to approximate a normal distribution and uncertainties a log-normal

distribution (Sciacchitano and Wieneke, 2016). The temporal mean and Root Mean Square (RMS)

are then outputted at each vector location. The RMS vectors are separated into flow fluctuations

and random errors as discussed in section 2.4. The former is retained as uRMS and its uncertainty

is updated following the method of Sciacchitano and Wieneke (2016).
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2.4 Signal Uncertainties

Finally, uncertainties were computed in order to quantify the measurement precision and accuracy,

to balance the velocimetry resolution versus reliability, and to enable thorough comparison studies

between different flows. Uncertainties of the hardware are combined for each vector with a posteriori

cross-correlation error estimates, based on the correlation statistics method developed by Wieneke

(2015). The latter relies solely on the source PIV images to output an error estimate using a

statistical analysis of the correlation map itself. The detected errors contain residuals from the

calibration, seeding-related errors (density, particle shape, size, intensity), the background noise, in-

and out-of-plane motion, and particle disparity from fluctuations within the interrogation window.

Sciacchitano et al. (2015) compares the correlation statistics method to other a posteriori error

quantification methods and measured its accuracy to exceed all others at over 85% of the correct

RMS value corresponding to the above-listed errors. The uncertainty maps generated by the

correlation statistics method are propagated to statistical quantities assuming uncorrelated variables.

A 95% confidence interval is then provided by multiplying the random component of the standard

deviation by the factor 1.96. This corresponds to a 95% likelihood that the considered statistical

quantity falls within ±1.96 ∗ σerror. This assumes normal distributions visually checked for each

data sets.

2.4.1 Sources of Uncertainties and Signal Noise

Conventional methods and recent improvements for instantaneous random errors quan-

tification

Uncertainty estimates have been proven difficult to assess in PIV due to its long chain of processes,

the signal discretization in time and space, and its inherent multi-dimensionality. From the real

flow motion to the computation of the instantaneous vectors to the statistical quantities of interest,

dozens of elementary computations occur based on assumptions. Extensive care in setting up

experiments (section 2.2) cannot always prevent the signal being subject to an array of disturbances

accumulating into both significant systematic and random errors. PIV uncertainties have typically

been estimated using a reference numerical simulation, values from the literature, or the parallel use

of a second setup (Sciacchitano et al., 2015; Tuttle et al., 2014; Wagner et al., 2010; Westerweel,
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1997). PIV uncertainty quantification methods were however recently made available (Sciacchitano

et al., 2015) and the correlation statistics method of Wieneke (2015) — implemented in the LaVision

software DaVis 8 — is used in the present work. This method accounts for the random errors

contained in the image, stemming from e.g. Gaussian noise, particle image size and density, as well

as in- and out-of-plane motion. It does not account for systematic or bias errors, including timing

errors, calibration errors, turbulence spectrum clipping, strong velocity gradients, particle slip, and

statistical convergence. Some of the latter are addressed next and combined with the random

uncertainties. The final output should be interpreted as a lower bound of the real uncertainty due

to the assumptions and non-quantifiable errors described in the following.

Turbulent Kinetic Energy spectrum clipping

One objective is to minimize Turbulent Kinetic Energy (TKE) spectrum clipping. Previous work

(Kirik, 2017) estimated the tunnel’s Kolmogorov temporal frequency at fK = 1/τK = 500 kHz and

spatial frequency at ηK = 10 µm−1, where τK and ηK are the Kolmogorov time and length scales

respectively. In order to fully resolve the flow, the Nyquist-Shannon sampling theorem requires a

temporal resolution of νreq = 2 ∗ fK = 1 MHz and a spatial resolution of kreq = 2/ηK = 200 mm−1.

These numbers far exceed the capabilities of the most advanced hardware available at the time of

writing. Sutton (2013) reports currently achievable PIV resolutions with well-designed experiments

of & 250 µm. The present experiments, pushing the limits in resolution of high-performance

hardware, have a temporal resolution of νPIV = 10 Hz and kPIV = 2 mm−1. This results in

necessary clipping of the lower tail of the TKE spectrum, introducing an error in all statistics

related to the flow fluctuations. This error cannot be quantified in our case due to non-isentropic,

non-homogeneous turbulence.

Velocity gradients and particle slip

Particle slip was extensively studied theoretically by Kirik et al. (2017) who used the same particles.

These authors found an average aerodynamic slip uncertainty of 5.1E-5% of the mean velocity

magnitude. The results of an experimental test on their flow tracking capability are presented in

appendix 3.6. In addition, Samimy and Lele (1991) concluded that the RMS error stemming from
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aerodynamic slip was less than 1% for St < 0.1, which is the case for nano-graphite particles. Hence

particle slip is taken into account with a 1% bias error added to the RMS velocities.

Imaging distortions

The residual error from image dewarping is propagated into statistical quantities as a systematic

error. Density gradients in thin flow structures, facility windows, and along the laser beam path in

the facility surroundings induce refraction index gradients and thus distort light propagation. This

optically inhomogeneous medium results in virtual particle displacements, particle image blurring,

and illumination plane deflection. The latter effects have been previously identified and studied

by several authors (Elsinga et al., 2005a; Schlüßler et al., 2014; Tuttle et al., 2014). Elsinga et al.

(2005b) performed a detailed analysis of aero-optical distortions in PIV, sorting them in three

categories: particle image blur, position and velocity errors. The latter two lead to systematic

errors while particle image blur decreases the SNR and broaden the correlation peak, leading to

additional random errors. Since pairs of frames in this work always look similar, it is assumed that

the refractive index is frozen over the inter-frame time interval ∆t. Distortions hence may incur an

increase in random and vector location uncertainties whereas uncertainties in velocity magnitudes

and direction can be neglected. Random uncertainties from blurring can in turn be estimated using

the software built-in method. Vector location shifts could be corrected with the information of

density gradients across the FOV with e.g. simultaneous Schlieren measurements. However, their

small apparent magnitude o(1) pixel relative to the interrogation window size of 48 px support the

assumption of negligible effects on the velocimetry.

Change of relative intensity between particle images and LCS

The change of relative intensity between particle images between the first and second exposure was

demonstrated to be the source of large errors by Nobach and Bodenschatz (2009) in the case of

overlapping particle images. In the present case, this phenomenon is worsened by large intensity

variation amplitudes, incurring bias errors for all particle images. The LCS filter was demonstrated

to reduce the occurrence of bias errors by amplifying the correct peak in the cross-correlation map

in section 2.3.2. Spurious vectors will however remain and the remainder is removed using post

cross-correlation filters.
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2.4.2 RMS correction and uncertainties propagation

Uncertainties are combined using adequate propagation assumptions. The measured displacement

RMS can then be corrected to separate the flow fluctuations from noise fluctuations according to

Sciacchitano and Wieneke (2016):

uRMS,flow = uRMS,total − σu,noise (2.7)

In the following, uncertainties are presented in the form of confidence intervals assuming normal

distributions for the random errors. The confidence level is chosen at 95%, corresponding to ±1.96σ

intervals. For example, a typical uncertainty for the streamwise mean is ±4 m/s.



Chapter 2 High-Resolution PIV Capability for High-Speed High-Enthalpy Flows 68

Setup optimization:
- spatial resolution 
- particle image size
- timing

Signal pre-processing:
- Calibration
- LCS �lter

Cross-correlation
- Multipass
- Deformed IW

Signal post-processing:
- Median �lters
- Correlation value
- Random uncertainties

Statistics:
- Average
- Corrected RMS
- Uncertainties
- TKE, TI, ILS...

Figure 2.10: Setup design and processing steps for high-resolution PIV in a high-speed flow.

2.5 Discussion and recommendations for high-resolution velocime-

try in high-speed combusting flows

The entire process described above, from the setup design to the final statistical fields, is summarized

in figure 2.10. Results of this approach on both synthetic PIV and real measurements are presented

in the following.

2.5.1 LCS results on synthetic PIV

The LCS filter effectiveness is illustrated with the cross-correlation map of figure 2.11a. This

cross-correlation uses the same synthetic PIV images as the cross-correlation map of figure 2.8c. In

this example, the use of the LCS filter successfully prevents the selection of a spurious peak. This is

however at the cost of increased random errors stemming from peak broadening. Increased random

errors are nonetheless much preferable to the biais error of a spurious vector and quantifiable with

the correlation statistics method of Wieneke (2015).

An infinity of alternative functions with a gradient proportional to 1/iα may be considered by

varying the value of α. Two alternative options are explored: a filter with gradient o =∝ 1/i0.5,

corresponding to a square-root function-based filter, and a filter with gradient ∝ 1/i2, corresponding

to a negative inverse function-based filter. The 1/i0.5-gradient filter will induce a weaker compression

of the dynamic range than the LCS filter, which enhances the signal in case of higher background

noise but worsens it for identical or stronger particle intensity variations. On the other hand, the

1/i2-gradient filter will induce a greater compression of the signal dynamic range, which worsens

the cross-correlation map in case of equal or higher background noise but enhances it for greater

particle intensity variations. Tests run on synthetic PIV show that, for the present case, the LCS

filter strikes a good balance between the two and outputs the highest number of correctly identified
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Figure 2.11: Performance comparison of pre-processing filters with a gradient do
di ∝

1
iα for conditions

identical to figure 2.8c, where o is the output pixel intensity, i the input pixel intensity, and α a
constant.

peaks. This is highly dependent on conditions including the seeding density, which in practice

vary throughout an acquisition. Other inverse-gradient filters should therefore be considered for

each specific application. As an example for a case representative of the present experimental

conditions, the LCS filter applied to 2,500 image pairs led to 98.3% of correctly identified peaks

while the square-root-based filter led to 97.5% of correct peaks, the negative inverse-based filter to

48.7% of correct peaks and cross-correlation without any pre-filtering led to 20.9% of correct peaks.

Note that the correct peaks without pre-filtering still have very low peak ratio values, leading to

unreliable velocimetry. These numbers highlight the need for LCS pre-filtering since commonly-used

post-processing filters would likely fail to remove all spurious vectors. Indeed, considering the

previous example, the peak ratio filters would only keep the 20.9% of correct peaks at best, leading

to low sample sizes and low spatio-temporal signal continuity. Median filters would also fail to all

remove spurious vectors given that 79.1% of the sample is erroneous. In contrast, LCS outputs

97.5% of correct peaks and the remaining 2.5% of spurious peaks can be filtered out using peak ratio

and spatio-temporal median filters. The dramatic improvement in signal quality is demonstrated

next on experimental datasets.

2.5.2 LCS results on real PIV measurements

The above observations from tests on synthetic PIV are confirmed by applying the LCS filter on

experimental acquisitions. Figure 2.12 displays the correlation peak for the same image as in figure
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Figure 2.12: Cross-correlation map of the signal of a common PIV pair of frames (see figure 2.5)
acquired from experiments in the flow of table 2.2 and in region L of figure 3.1.

2.5. The spurious peaks present in the unfiltered signal are all significantly decreased in amplitude

and the correct peak stands out for its unambiguous selection by the algorithm. The width of the

peak is again broadened from the greater influence of random background noise.

A stack of PIV image pairs acquired at a flow Mach number of M ∼ 0.6 and a global ethylene

equivalence ratio of Φg ∼ 0.48 is processed using the LCS filter and the operations chain of figure

2.10. The L FOV (figure 3.1) is located immediately upstream of the Insert Leading Edge (ILE) and

above its Upstream Surface (US). The tunnel wall opposite to the flameholder is represented with

the continuous line at Y/H = 4.8. A sub-sample of average velocity vectors are displayed with white

arrows to show flow directionality. Streamlines in purple originate from each vector. The mean and

RMS velocity fields are computed from the stack of instantaneous velocity fields and presented in

figure 2.13. The velocimetry shows no evidence of biais errors: the mean and RMS distributions

are continuous, display expected trends, and have similar values to comparable velocimetry (Kirik

et al., 2017). The velocity streamwise-component profile in figure 3.2a, taken at a remote streamwise

location from the leading edge, shows a thick boundary-layer extending down to the leading edge

location. The average velocity fields of figures 3.2a and 3.2b show significant disturbance from

the immersed model up to X/H ∼ −11.5. The rounded leading edge creates a stagnation point

immediately under the US y-location and diverts the incoming upward with transverse speeds up

to ∼ 60 m/s. The Turbulence Intensity is in the range of 10.6 - 14.6 % with relative uncertainties

of ∼ 3%, steadily decreasing across the boundary-layer. The turbulence intensity plotted in figure

2.13c shows a consistent trend with a fully developed pipe flow, steadily decreasing from higher
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Figure 2.13: Velocimetry highlights for a flow Mach number of M ∼ 0.6 and a global ethylene
equivalence ratio of Φg ∼ 0.48 acquired immediately upstream of the model leading edge.

values near the wall down to the US and levels off to an approximately constant value of 10.7 %.

These trends and values provide the basis to validate the DNS simulations setup by comparing the

coarsened DNS-generated boundary-conditions to fully characterized PIV results. Additional data

and further analysis are provided in chapter 3.



Chapter 2 High-Resolution PIV Capability for High-Speed High-Enthalpy Flows 72

2.6 Conclusion

A new methodology is presented to enable high-resolution PIV in high-speed high-enthalpy flows.

These flows are particularly challenging due to an array of setup constraints and disturbances

specific to compressible and thermally-convective flows. The approach is three-pronged: first a setup

is designed using a theoretical model for trade-offs. Data acquired with this setup remains affected

by strong disturbances that are addressed post-acquisition with software. In particular, a Logarithm

Contrast-Stretch (LCS) filter is demonstrated as a novel application to PIV to decrease the amplitude

of spurious peaks in cross-correlation maps. The origin of these spurious peaks is attributed to

strong change in particle image intensity for the same particle between frames. Occurrence of this

phenomenon is suggested to be primarily caused by the tracer flakes tumbling. In- and out-of-plane

motion, laser sheet mismatch, light distortion by density gradients, and agglomerate break-ups are

probable secondary causes. Finally, the velocimetry is characterized with an uncertainty analysis

solely based on setup specifications and the acquired data. This approach is demonstrated to output

reliable results with synthetic and experimental data at a 355 µm velocimetry resolution. These

results encourage further use of computing-intensive methods to extend the capabilities of PIV

towards harsher flows.

Next is presented a detailed analysis of the velocimetry acquired before the insert and cavity

flameholder leading edges using the methodology described in the present chapter.
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3.1 Introduction

The dynamics of cavity-stabilized, high-speed flames generate significant interest for the development

of dual-mode scramjets. Hydrocarbon fuels are an attractive solution for these engines due to ease of

handling and storage. The residence time of hydrocarbon fuel molecules in these engine is however

small relative to their reaction time and must be extended using premixing and a cavity flameholder

to enable flame anchoring (Ben-Yakar and Hanson, 2001; Gruber et al., 2018). Cavity-stabilized

flames also enable the fundamental study of the physics governing compressible, premixed, and

turbulent flames with a significant velocity component normal to the flame front.

The present work is part of a collaborative effort seeking deeper understanding of flow compress-

ibility and heat release on turbulent flame structures with an array of experimental and numerical

capabilities. The study leverages high-resolution diagnostics to capture a wider range of the turbu-

lence spatial spectrum. Prediction tools and diagnostics include Direct Numerical Simulations (DNS,

Rauch et al. (2018)), Large Eddy Simulations (Nielsen, 2019), Planar Laser-Induced Fluorescence

(PLIF, Geipel et al. (2019)), Coherent Anti-Stokes Raman Spectroscopy (CARS), and Particle Image

Velocimetry (PIV). While high-speed combustion has been extensively studied (Chen and Liu, 2018;

Laurence et al., 2015; Le Pichon and Laverdant, 2016; Rockwell et al., 2014), cavity flameholders in

high-speed flows have been the subject of fewer studies. The large geometrical scales employed so far

prevent the DNS-modelling of the experimental flows. Tuttle et al. (2014) conducted an early study

of these flameholders by applying PIV to a hydrocarbon-fueled ramped cavity in a supersonic flow

as part of a multi-disciplinary AFRL research task to develop scramjet propulsion. The cavity used

was 16.5 mm deep and 73 mm long. Kirik et al. (2014) and Peltier and Carter (2015) investigated

with this same setup the effects of scramjet inlet distortion using PIV. In a subsequent study, Kirik

et al. (2017) achieved PIV in the reacting flow of a dual-mode scramjet cavity. The latter was part

of a collaborative effort combining an array of experimental and numerical diagnostics (Rockwell

et al., 2017). The cavity was 9 mm deep and 54 mm long. The dimension of these cavities, and the

cross-sectional area of the flowpath require DNS computational times exceeding current capabilities.

In order to reach feasible DNS computational times, an immersed small-scale cavity flameholder for

scramjet flows has been designed, additively manufactured, and tested in the University of Virginia

Supersonic Combustion Facility (UVaSCF, McDaniel et al. (2005)). The cavity depth and length are
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one third of the cavity presented in Rockwell et al. (2017), while the span was maintained to match

the full tunnel flowpath width. The new cavity and flowpath are detailed in Lieber et al. (2018b).

This chapter has three objectives: to characterize the inflow to prescribe boundary-conditions

for numerical models by measuring key flow statistics upstream of the flameholder insert and its

cavity; to first characterize the inflow to an immersed model in a direct-connect facility converted

to a semi-free jet rig and validate the flowpath design requirements described in chapter 1; and to

determine trends when varying the shock train location and heat release with statistical models

taking into account the estimator uncertainties. The present study provides 355 µm resolution

velocimetry, constituting the highest resolution velocimetry available yet in a high-speed compressible

environment and enabling a broader capture of the spatial turbulence spectra to provide reasonably

accurate turbulence intensity estimates. Turbulence intensity is a critical parameter that governs

the propagation of the flame (Cantu et al., 2016a). In addition, the inflow to an immersed model in

a direct-connect facility converted to a semi-free jet rig is studied for the first time and the first

database for DNS modelling of a cavity flameholder is created.

The chapter is structured as follows. In the first part, the method and setup used are summarized.

Results are then presented starting with the main case to be numerically simulated. This case sets

the flow at a relatively low Mach number with a high equivalence ratio and is analyzed both at

the insert and cavity leading edges. These measurements are then compared with other cases to

investigate the effect of heat release and the shock train location. Finally, a summary is presented

in the conclusion.
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3.2 Method and Setup

The PIV setup and post-processing involved in the present chapter experiments are identical to

those of chapter 2. Uncertainties will be additionally used in the following for thorough comparisons

between cases using statistical tests. Details about the flowpath may be found in chapter 2. Cases

referred to below are detailed in the test matrix of tables 1.2 and 1.3.

Measurements are acquired in the fields of views (FOV) immediately upstream of the leading

edge and of the cavity (L and A of figure 3.1, respectively). These fields of view define the

boundary-conditions for the accompanying numerical work (Nielsen et al. (2018), Rauch et al.

(2018)).

L AFlow
Y

X

Figure 3.1: Insert close-up displaying the coordinate system and fields of views L and A.

In the calculation of the turbulent kinetic energy (TKE), the third Root-Mean-Square (RMS)

component is assumed to be the average of the streamwise and transverse components. This is

however a rough approximation since the flow is highly anisotropic. Parallel LES work has shown

that the three-components turbulent intensity (TI) would increase o(1) % while the TKE would

decrease o(100) m2/s2 (Nielsen, 2019).



3.3 PIV at the model leading edge 77

3.3 PIV at the model leading edge

Velocimetry acquired in the tunnel freestream and upstream of an immersed model is presented

for the first time. Data are acquired at a flow Mach number of M = 0.66 and a global ethylene

equivalence ratio of Φg = 0.47 ± 0.03 corresponding to case 1 of table 1.2. The FOV is labelled

L in figure 3.1, located immediately upstream of the Insert Leading Edge (ILE) and above the

plane of the Cavity Leading Edge (CLE). In all figures, the tunnel wall opposite to the flameholder

is represented with the continuous line at Y/H = 4.8, i.e. Y = 14.4 mm, for scale. The ILE

has a radius of 0.38 mm and its tip is located at Y/H = -0.13. The bounded areas in line plots

represent the 95% confidence intervals. Temporal sample sizes are in excess of 2,000 counts. These

measurements enable validation of flowpath design objective achievement (see chapter 1) , including

locally-contained leading edge disturbances to the main flow and smooth divergence of the lower

streamtube under the insert. Taking into account the difference in measurement location in the

UVaSCF combustor, all values presented below agree very well with previous data reported by Kirik

(2017).

3.3.1 Means

The mean velocity fields for each component x and y are presented in figure 3.2. Furthest upstream

(figure 3.2c), the flow is characterized as a fully developed duct flow (ReD o(10, 000− 100, 000)�

Retransition, Schlichting and Gersten (2017)), with the opposite wall boundary-layer extending

down to the ILE location corresponding to the mid-duct point. The streamwise mean velocity

remains constant while the 2.9◦ divergence on the lower facility wall (Y/H∼ −4.8) induces a negative

transverse component o(1) m/s. As the flow approaches the ILE starting X/H ∼ −11, significant

disturbance from the immersed model is encountered. The rounded leading edge creates a stagnation

point at its tip and splits the flow into two streamtubes with transverse speeds of up to ±60 m/s

(figure 3.2d), corresponding to maximum local angular deviations of 13◦. The change in sign of

Uy, AV G occurs at the ILE tip location (Y/H = -0.13). Streamlines depicted in continuous purple

lines in figure 3.2a show no evidence of flow separation near the leading edge, validating a critical

design requirement for the wall area relief.



Chapter 3 High-Resolution PIV for Characterization of the Inflow to a Cavity for High-Speed Flameholding78

Wall

-12 -11 ILE
X/H [-]

3

2

1

CLE

Y
/H

 [-
]

290

300

310

320

330

340

350

360

370

380

[m
/s

]

Uncertainty for a 95% confidence interval

(a) Streamwise mean veloc-
ities Ux, AV G

Wall

-12 -11 ILE
X/H [-]

-40

-30

-20

-10

0

10

20

30

[m
/s

]

Uncertainty for a 95% confidence interval

(b) Transverse
mean velocities
Uy, AV G. Uncer-
tainties ∼ 1.5%.

300 320 340 360 380
[m/s]

CLE

1

2

3

Wall

Y/
H

 [-
]

-50 -40 -30 -20 -10 0
[m/s]

Ux,AVG
Uy,AVG

(c) Profiles of the means at X/H=-12.4
plotted with 95% confidence intervals.

240 260 280 300 320 340 360
[m/s]

CLE

1

2

3

Wall

Y
/H

 [-
]

-100 -50 50 1000

U
x,AVG

U
y,AVG

[m/s]

(d) Profiles of the means at X/H=-10.2 plot-
ted with 95% confidence intervals.

Figure 3.2: Mean velocimetry for a flow Mach number of M = 0.66 and a global ethylene equivalence
ratio of Φg = 0.47 acquired upstream of the flameholder insert.

3.3.2 Root-Mean-Square velocities

RMS velocities are shown in figure 3.3. Figure 3.3c displays the uncertainties for the RMS corrected

with the method of Sciacchitano and Wieneke (2016) and described in section 2.4. Overlayed is the

contour plot of the sample size in purple. The sample size has a direct impact on the uncertainty of

the RMS as well as the edges of the measurement domain, more significantly affected by loss-of-pairs

and distortions. These causes are often combined and induce discrepancies in the RMS fields

near the edges, which should be treated with caution for samples below ∼ 2, 100 vectors where

uncertainties may exceed 10%. Both the streamwise and transverse components remain constant

along the x axis until X/H ∼ −11 (figure 3.3d), where the presence of the insert incurs a gradual
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drop o(1) m/s. Anisotropy is demonstrated with the streamwise component of figure 3.3a 55 to

85% greater than the transverse component of figure 3.3b. Ux, RMS is also expected to be greater

than Uz, RMS . Furthest upstream, the transverse RMS remains constant across the duct height at

Uy, RMS ∼ 30 m/s while the streamwise RMS velocities decrease across the boundary layer from

Ux, RMS ∼ 55 m/s to ∼ 47 m/s mid-duct. Overall, the RMS velocities of the streamtube captured

by the insert, representing boundary conditions for numerical simulations, are unaffected by the

insert presence upstream of X/H = −11. They are constant in space except for Ux, RMS along the y

axis, which decreases with Y. Therefore, CFD domain boundaries for the inflow to the insert should

be located upstream of X/H = −11 and conditioned with anisotropic turbulence representative of a

boundary-layer extending mid-duct.

3.3.3 Turbulent Kinetic Energy and Intensity

The TKE and TI plots are computed using the corrected RMS and mean velocities analyzed above

and shown in figure 3.4 to prescribe CFD boundary conditions. The turbulence intensity lies in the

range of 10.6 - 14.6 %, steadily decreasing across the boundary-layer, with relative uncertainties of

∼ 3%. The turbulent kinetic energy starts at a level of ∼ 3,000 m2/s2 before steadily decreasing

down to Y/H = 0. Both the TI and TKE level off to an approximate constant value of 10.7 % and

2,500 m2/s2 respectively.
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Figure 3.3: Corrected root-mean-square velocimetry for a flow Mach number of M = 0.66 and a
global ethylene equivalence ratio of Φg = 0.47 acquired upstream of the flameholder insert.
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Figure 3.4: Turbulent Kinetic Energy (TKE) and Intensity (TI) for a flow Mach number of M = 0.66
and a global ethylene equivalence ratio of Φg = 0.47 acquired upstream of the flameholder insert.
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3.4 PIV at the cavity inflow

The inflow to the cavity is measured next as a direct boundary-conditions measurement for the

companion DNS domain starting at X/H = -2.4, located in FOV A of figure 3.1. Furthermore,

insert design requirements are verified: the boundary layer originating from the ILE is kept thin

(for improved mass exchange across the cavity shear layer) and no re-circulation region from flow

separation at the insert leading edge is observed. This constitutes, to the author’s knowledge, the

first dataset on inflow velocimetry to a dual-mode premixed cavity flameholder. In the following

figures, the insert leading edge is located upstream at X/H=-10 and the cavity leading edge (CLE)

downstream at X/H=0, both at Y/H=0. The surface in between is flat and 30 mm long. The

tunnel wall opposite to the flameholder is represented with the continuous line at Y/H = 4.8 and

the cavity floor is located at Y/H = -1. Sample sizes are in excess of 3,000 vectors across most of

the FOV. In two-dimensional velocity fields, a sub-sample of average velocity vectors are displayed

with white arrows to show flow directionality; streamlines in purple originate from each vector.

3.4.1 Mean velocities

Mean velocities are shown in figure 3.5. A thick facility wall boundary-layer extends down to Y/H

∼ 0.5, at which point it merges with the boundary-layer of the flameholder wall. This corresponds to

a ∼ 1.5-mm thin boundary-layer immediately upstream of the cavity. Omni-directional streamlines

in purple demonstrate the absence of separated flow in the cavity inflow. The streamwise velocity

gradually decreases as the flow approaches the cavity while the transverse component increases

in the streamtube closest to the flameholder. These trends are consistent with the presence of

the premixed flame starting at X/H = 0, which locally expands the flow. The change due to the

cavity proximity begins at X/H ∼ −2, validating the DNS domain boundary location at X/H=-2.4.

Negative transverse velocities in the center of the constant area duct can be explained through

residual flow adjustments from the deviation at the ILE, geometric discrepancies in the flowpath, or

an error in the image rotation relative to the walls. The relative magnitude between components

indicates a maximum error of 1◦ assuming freestream vectors in reality parallel to the flowpath

walls.
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Figure 3.5: Mean velocity components for a flow Mach number of M = 0.66 and a global ethylene
equivalence ratio of Φg = 0.47 acquired upstream of the cavity.

3.4.2 RMS velocities

RMS velocities in figure 3.6 reveal increasing fluctuations from the insert to the opposite wall (figure

3.6d) with similar profiles to FOV L and non-isotropic turbulence. RMS values in the duct core are

similar to previously found values upstream of the leading edge. Since in FOV L Ux, RMS decreases

approximately linearly at a rate of
∂Ux, RMS

∂x ∼ −540 s−1, Ux, RMS is expected to be lower than 40

m/s. Therefore, Ux, RMS ∼ 53 m/s indicates turbulence production by the flow diversion over the

leading edge. Figure 3.6e shows Uy, RMS remaining constant along X at ∼ 20 m/s while Ux, RMS
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Figure 3.6: Corrected RMS velocity components for a flow Mach number of M = 0.66 and a global
ethylene equivalence ratio of Φg = 0.47 acquired upstream of the cavity.

decreases o(1) m/s between X/H = -3 and -2 before plateauing. This corresponds to the location

where the transverse component becomes positive, indicating expansion of the boundary-layer from

the downstream combustion process starting at X/H. As discussed in section 3.3.2, edge values

should be considered cautiously as the uncertainties for the corrected RMS are significantly higher

(figure 3.6c).
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Figure 3.7: TKE and TI for a flow Mach number of M = 0.66 and a global ethylene equivalence
ratio of Φg = 0.47 acquired upstream of the cavity at X/H=-1.6.

3.4.3 Turbulent Kinetic Energy and Intensity

The TKE and TI distributions display similar trends and values to measurements upstream of the

insert leading edge (figure 3.4b). The TKE and TI increase across the streamtube height as Y/H

increases, from ∼ 2, 800 to ∼ 1, 700 m2/s2 and 14% to 9% respectively. Both display a constant

trend along the tunnel axis.
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3.5 Comparison between flow conditions

Investigation of the effect of the shock train location and heat release on the flow characteristics is

performed by comparing the turbulence statistics of all the table 1.2 cases. Flow conditions are

compared using the difference in average velocities and the normalized difference in RMS velocities

upstream of the insert (FOV L). Uncertainties are propagated accordingly and differences in RMS

are tested using the F-test. The F-test outputs statistical significance to reject a nil hypothesis, e.g.

H0 : Ux, RMS, case 1 = Ux, RMS, case 2 (3.1)

and accept the alternative, e.g.

H1 : Ux, RMS, case 1 > Ux, RMS, case 2. (3.2)

In this study, a p-value of 0.05 is used, meaning in the following that a statistical significance greater

than 95% indicates that inequality between cases is most likely.

3.5.1 Variation in global fuel equivalence ratio Φg

Cases 1 and 3 are compared first to identify effects of varying the global fuel equivalence ratio Φg

from 0.47 to 0.37 at a constant Mach number of 0.66. Difference in average velocities are verified

with PIV to be within o(1) m/s. Figure 3.8 presents the F-test results on the nil hypothesis

H0 : Uβ, RMS, case 1 = Uβ, RMS, case 3, (3.3)

where β is the vector component x or y. The results are largely negative across the FOV, in

particular for the transverse RMS. The streamtube between Y/H = 1 and 2 may experience a slight

increase from the increased Φg. Primarily negative tests on

H0 : Uβ, RMS, case 1 = 1.01 ∗ Uβ, RMS, case 3 (3.4)

reveal that any increase in this region may be considered negligible. It is therefore concluded that the

flow properties are relatively insensitive to the equivalence ratio value. This matches expectations:
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Figure 3.8: F-test results on case 1 versus case 3. Increase in mean velocities are o(1) m/s.

the cross-flow fuel jet is 180 cavity heights upstream and behind the shock train, hence turbulence

generate by the jet should be negligible relative to the shock train. In addition, the added mass and

momentum is small relative to the main flow, o(1) % and o(0.01) % respectively. Finally, influence

of the combustion-generated heat onto the flow upstream of the cavity was previously shown to be

limited to 2*H, thus the present area spanning from X/H∼ −10 to −12 should not be affected.

3.5.2 Variation in the shock train location

Differences between the flow of cases 2 and 3 of table 1.2 are considered next to investigate the

effect of the shock train location on turbulence. The global fuel equivalence ratio Φg is maintained

constant at 0.37 and the tunnel backpressure is adjusted to translate the shock train and vary the

Mach number from 0.66 to 0.74. Average velocities in the core flow (Y/H=0) increase by 25% to

∼ 500 m/s. A marked increase in RMS velocities is visible in figure 3.9, displaying positive values

for the normalized difference defined by

Ux, RMS,2

Ux, RMS,3
− 1. (3.5)

across the FOV for both components with two regions delimited by Y/H∼ 1. Streamwise RMS

velocities experience a greater change than the transverse component. This is confirmed with the
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F-test which output a 95% median statistical significance across the FOV when testing

H0 : Ux, RMS, case 2 = 1.35 ∗ Ux, RMS, case 3

and

H0 : Uy, RMS, case 2 = 1.20 ∗ Uy, RMS, case 3

, corresponding to a 35% increase in the streamwise RMS and a 20% increase in the transverse

RMS. This strong increase is confined within the upper streamtube for Y/H> 1, where the RMS

velocity increase remains constant (3.9c). Following a transition, the RMS increase drops between

Y/H=2 and 0 before plateauing again for both components. Weaker hypotheses of

H0 : Ux, RMS, case 2 = 1.15 ∗ Ux, RMS, case 3

and

H0 : Uy, RMS, case 2 = 1.1 ∗ Uy, RMS, case 3

are rejected across the entire FOV, indicating minimum increases of 15% and 10% for Ux, RMS

and Uy, RMS respectively. Hence a change in Mach number will incur significant effects on the flow

turbulence attributed to the mixing region of the pseudo-shock described by Matsuo et al. (1999).

The pseudo shock encountered in case 3 is measured on figure 1.11 (trace 5) 70H to 80H in length

based on the pressure gradient reversal at X/H=-65. This length is in the lower portion of the

expected 80H to 160H range based on compiled experimental results by Matsuo et al. (1999). The

pressure trace of case 2 (trace 4) shows a 35H to 40H downstream shift of the shock train leading-edge

but no pressure gradient reversal due to the flowpath divergence beginning at X/H=-36. The shock

train length is in turn assumed to be longer than for case 3 due to the additional boundary-layer

growth between the facility nozzle and shock train leading-edge Matsuo et al. (1999). Assuming

a shock train length of 80H to 90H, the mixing region of the pseudo shock would end in the PIV

FOV. The weaker turbulence decay in this area would explain the greater increase within the facility

boundary layer, above Y/H∼ 1. Hence the increase values of 15% for Ux, RMS and 10% for Uy, RMS

are retained for this investigation. The increase in turbulent fluctuations is attributed to the shorter
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Figure 3.10: F-test results on case 1 versus case 3.

distance from the main turbulence source, i.e. the shock train, hence decreasing the decay of the

turbulent fluctuations. In summary, this test demonstrated that the turbulence characterisics are

very sensitive to the shock train location, increasing RMS velocities when the shock train is shifted

downstream.
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3.5.3 With and without heat release

Finally, the influence of heat release on the inflow to the insert is tested by comparing the case of

maximum heat release with no heat release. Two experimental cases are compared, between which

the global equivalence ratio of Φg = 0.47 and Mach number of M = 0.66 are kept identical. The

premixed flow is however not ignited in case 4 and the shock train is placed at the position of the

combusting case with the air throttle, which simulates the heat release. Applying the F-test on

H0 : Ui, RMS, case 1 = Ui, RMS, case 4

returns unequivocally negative results across the domain and retains the H0 hypothesis. Therefore

the heat release occurring downstream, in the cavity and beyond, does not affect the boundary

conditions of the CFD domains. This result is consistent with the observations in region A of section

3.4, where the heat release from the cavity is found not to affect the flow velocity fluctuations

upstream of X/H=-2.
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Table 3.1: Integral length scales measured from PIV data

Case ηxx ηyy

1 9.0 mm 3.7 mm
2 > 6.6 mm 3.0 mm
3 > 6.6 mm 4.0 mm

3.5.4 Integral Length Scales

Integral length scales at the inflow are computed using a space correlation at a measurement point

located upstream of the insert leading edge at X/H = -12 and Y/H = +2. The correlation is

repeated over the entire stack and the mean curve outputted. The integral length scale is taken

as the length from this point at which the correlation value reaches 1/e. For cases 2 and 3, the

ηxx correlation curve did not reach 1/e over the shorter available FOV width and thus is given as

greater than the latter (6.6 mm). Results are summarized in table 3.1 for the different cases of

table 1.2. In all cases, the turbulence is observed to be highly anisotropic with ηxx � ηyy. While

expected for this flow and consistent with the difference in RMS components, another contributing

factor large scale axial oscillations unrelated to turbulence such as thermoacoustic waves observed

by Allison et al. (2017). While trends are expected to be similar between ηxx and ηyy, only ηxx

will be considered in the following analysis. Increasing the flow Mach number at a set equivalence

ratio (case 2 versus 1) is seen to decrease ηyy by 20%, a trend which is consistent with the shorter

distance from the turbulence source (the shock train) limiting its decay. Conversely, decreasing

the equivalence ratio at a set flow Mach number increases ηyy. This may be due to the weaker

cross-flow jet of fuel in the isolator, however the small difference relative to the method accuracy

would warrant further investigation to confirm this trend.
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3.6 Particle Flow Tracking Assumption

Accurate flow tracking with minimal bias errors is a critical assumption in PIV to ensure reliable

velocimetry. The problem is two-fold: the tracers must accurately follow the gas phase, and the

post-processing algorithm must accurately track the tracers. The latter is detailed in chapter

2 on both synthetic and experimentally-acquired PIV. In particular, the LCS pre-filtering is

demonstrated in section 2.5.1 to significantly decrease bias errors to levels manageable by commonly-

used post-processing filters, e.g. median and peak ratio filters. Random errors are increased by

LCS pre-filtering but are captured by the a-posteriori estimator of Wieneke (2015). The tracers

flow-tracking assumption is more challenging to test as it implies prior knowledge of the gas velocity.

This assumption is usually tested with a theoretical study or a numerical simulation. No particle

perfectly tracks any flow due to the two-phase nature of the problem, resulting in a particle lag

or lead characterized by a particle response time. The response time can however be decreased

to acceptable levels for the purpose of a specific measurement by selecting an adequate particle

material and geometry as detailed below.

3.6.1 Background on the graphite nanoflakes selection and flow tracking theory

Commonly-used PIV tracer materials for reacting flow studies include oxides of aluminum, titanium,

and silicon (Al2O3, TiO2, SiO2, Chen and Liu (2018); Melling (1997)). These tracers are spherical

and the theory on the particle response time of spheres is well developed and tested. The theoretical

Stokes drag model can be applied to the graphite nanoflakes and SiO2 particles used in this study

since their dimensions are o(1) µm or lower. Details and derivations for the equations below may be

found in Kirik et al. (2017) and Loth (2008). Two key quantities include the particle slip velocity,

defined as the difference between the instantaneous particle velocity ~up and the fluid velocity ~uf at

the same location:

( ~up − ~uf ) = −
(
ρpd

2
vol

18µf

)
~up

d ~up
d~x

(3.6)

The other quantity is the particle response time, defined as the time needed for a particle to reach

of the flow velocity past a step change.

τp =
mp

3πdvolµf
(3.7)
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f is the Stokes correction factor (ratio of the particle drag to that of a spherical particle of the same

volumetric diameter dvol, dependent on particle geometry only and equal to 1 for a sphere. For the

graphite nanoflakes, particles are modeled as an oblate spheroid). To relate the particle response

time to the flow fluctuations, the Stokes number is a non-dimensional number used to assess flow

tracking:

StD =
τp
τD
, (3.8)

where τp is the particle relaxation time when responding to a step acceleration of the fluid, and τD

the domain timescale.

The commonly-used PIV tracers above are however not suitable for velocimetry in the cavity and

freestream of high-enthalpy flows due to gradual window fouling in regions where the residence time

and temperature are high, e.g. in the re-circulation region of the cavity. Adhered particles quickly

accumulate on windows to the extent of suppressing optical access. Kirik et al. (2017) demonstrated

PIV of a cavity flameholder in dual-mode scramjet conditions using graphite nano-flake tracers.

The latter prevent window fouling through a combination of lower adhesion rates and combustion in

stagnant areas. The flakes were measured to a length of 1.1±0.12 µm and a thickness of 16±2.4 nm

for 95% confidence intervals (Kirik et al., 2015). Particle slip was extensively studied theoretically

by Kirik et al. (2017) who used the same particles. The graphite nanoflakes are assumed adequate

for this application since the Stokes number St = 0.023 (based on the integral length scale and

maximum shear layer mean velocity) remains below the 0.25 rejection criterion suggested by Samimy

and Lele (1991). In addition, Samimy and Lele (1991) concluded that the RMS error stemming from

aerodynamic slip was less than 1% for St < 0.1, which is verified for the flows of this dissertation.

Hence particle slip is taken into account with a 1% bias error added to the RMS velocities. The

flake nature of these particles is necessary due to unavailability of spherical graphite particles with

St < 0.25. Indeed, the smallest commercially available spherical graphite particles were found to be

3 µm in diameter, resulting in Stokes numbers of StD = 2.8 and StK = 35 above the 0.25 threshold.

Diffraction-limited imaging however compensates for the irregular flake shape. Particle images result

in Airy disks on the camera sensor as described in section 2.2.4, which approximate as Gaussians

and can be cross-correlated identically to spherical particles.
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3.6.2 Comparison experiment between tracers

Experimental setup

Previous work in the UVaSCF used 250 nm spherical SiO2 to seed a hydrogen fuel jet in the core

of the freestream (Rice et al., 2015), avoiding exposure of the windows to the particles and thus

fouling. The Stokes number of the SiO2 nanospheres based on the turbulent integral length scale

is 0.031 i.e. 35% larger than the Stokes number of graphite nanoflakes. Since accessing the gas

phase velocity is impossible with the available capabilities, velocimetry acquired with the graphite

nanoflakes is compared with SiO2 results, considered a reference. In order work with a common

flow configuration and match the latter as closely as possible to the experiments in this dissertation,

measurements are conducted in the UVaSCF at its isolator exhaust.

Figure 3.11 illustrates the experimental setup. The PIV hardware and its arrangement are

identical to those described in chapter 3, section 3.2. The combustor and downstream sections are

removed, leaving the flowpath as a 16 inches-long straight rectangular duct. A Mach 2, T0 = 1200

K flow is established at the converging-diverging nozzle exit. Particles are injected in the upstream

portion of the isolator, immediately before nitrogen jets simulating fuel injection. The absence of

air throttle locates the shock train further downstream than in experiments, with its leading edge

between 20 and 50 mm before the exit plane. The exhaust jet is perfectly expanded to atmospheric

pressure and creates a shear layer with the ambient air along which the flow is decelerated and

velocity fluctuation gradients are broadened. The PIV measurement plane is located in the shear

layer where the high level of turbulence and decelerating axial velocities constitute a robust test on

the tracers flow tracking. The particles with the best flow tracking are expected to have greater drag

and thus display more intense fluctuations further out into the shear layer. This would correspond to

a relatively larger gradient in the mean and larger RMS values at a given location. Post-processing

for the graphite particles is described in chapter 3, section 3.2 and is identical for the SiO2 with the

exception of no LCS pre-filtering.

Results and discussion

Figure 3.12 overlays the mean axial velocity profiles along the transverse axis. Both exhibit an

s-shaped profile with a strong gradient, which is characteristic of a high-speed shear layer. The
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Figure 3.12: Comparison of the average velocities between the graphite nanoflakes and the silicon
dioxide nanospheres. H is a reference dimension corresponding to the cavity height of 3 mm.

silicon dioxide nanospheres exhibit a relatively greater gradient, indicating that the particles do not

adjust to the strong changes in velocity through the shear layer as quickly as the graphite nanoflakes.

This trend is confirmed with the following analysis on the RMS values. Figure 3.13 displays the

comparison of the axial RMS values between the two tracers. Similar trends are observed for the

transverse RMS. The two datasets had to be acquired on separate days due to safety restrictions.

The location of the tunnel exhaust shifted by about 2.5 mm along the y axis as seen in the RMS

fields of figure 3.13a and 3.13b. Hence the plots of SiO2 in figure 3.13c are shifted by 2.5 mm for

ease of comparison. It is possible that the tunnel exhaust position shifted in other dimensions,

however the following conclusions are demonstrated to be independent of potential shifts. Figure

3.13c displays the axial RMS profiles taken at two axial locations separated by 7.5 mm and plotted

along the tunnel y-axis. Both the graphite and silicon dioxide tracers exhibit the expected trends of

a jet shear layer: a bell-shaped gradient in the RMS velocities is observed across the shear layer.

Along the shear layer, the RMS velocities are spreading and their peak value diminishing. The
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RMS velocities of the silicon dioxide are consistently lower than the graphite nanoflakes. Higher

values are indicative of better tracking of local fluctuations and support the hypothesis that graphite

nanoflakes have higher drag than the silicon nanospheres. While lower RMS values could be due to

a streamwise shift of the tunnel exhaust relative to the PIV camera, the greater broadening of the

graphite particles RMS profile relative to the silicon dioxide between the same two measurement

points is indicative of better flow tracking capabilities for the graphite nanoflakes. Greater RMS

velocities at the edges of the shear layer indeed indicate a shorter response time of this particle to

the local increase in flow fluctuations. This is consistent with the 35% higher Stokes number of

SiO2 relative to graphite nanoflakes, which, given the identical flow timescales, corresponds to a

35% shorter particle response time to a step change in velocity for the graphite nanoflakes.

3.6.3 Conclusion

In conclusion, experimental tests confirm the theoretical analysis of the tracers flow tracking accuracy.

While the particle response time of spheres has been extensively studied, the approximations used

for flakes raised concerns about their actual flow tracking capability. However, the measurements

in the exhaust shear layer of the UVaSCF confirm that the graphite nanoflakes used in this study

exceed the flow tracking capabilities of the proven spherical silicon dioxide tracer. This conclusion,

combined with the demonstration with synthetic PIV in section 2.5.1 that the LCS filter significantly

decreases velocimetry bias errors, adds confidence in the adequacy of the uncertainty model used to

assess measurement quality. The latter uncertainty model assumes a RMS bias error of 1% based

on the study of Samimy and Lele (1991) for particles with a Stokes number less than 0.1.
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dence level. H is a reference dimension corresponding to the
cavity height of 3 mm.

Figure 3.13: Comparison of RMS velocities between the graphite nanoflakes and the silicon dioxide
nanospheres.
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3.7 Conclusion

The inflow to a cavity flameholder in a high-speed continuous flow facility has been characterized

using the highest resolution velocimetry available yet for high-speed thermally convective flows,

achieving 355 µm. The dataset captures a broad range of the spatio-temporal turbulence spectra

to constitute a more comprehensive reference for high-resolution numerical simulations. Different

inflow planes, shock train locations, and heat release rates are considered and form a dataset to

prescribe boundary-conditions to DNS models of cavity flameholders. In addition, the present

work represents the first characterization of the inflow to an immersed model in a direct-connect

facility converted to a semi-free jet rig and validates critical design constraints. The inflow to the

immersed model is characterized by the two facility boundary layers extending to mid-duct. Smooth

divergence of the flow around the thin leading-edge was verified with no flow separation detected,

validating the immersed model design. Key values at this inflow plane include the turbulent intensity

increasing from 10% mid-duct to 14% three cavity heights above the insert. Past the model leading

edge and at the boundary location of the companion DNS work, the flow is unaffected by the

heat release occurring in the cavity validating DNS initialization with a channel simulation (Rauch

et al., 2018). Turbulent statistics are shown constant along the streamwise axis up to two cavity

heights upstream of the cavity leading edge. The boundary-layer at the insert remains thin at half a

cavity height in thickness, allowing for the formation of a thin shear layer over the cavity promoting

combustion radicals mixing and flame wrinkling. Variations of the heat release rate showed no

significant difference in the velocities at the model inflow plane. However, a further downstream

shock train location leads to an increase o(10)% in RMS values across the entire FOV. Hence, in

reproducing experiments in numerical simulations, matching the Mach number and shock train

location is important to accurately mirror the turbulent statistics and combustion physics while

slight variations in fuel equivalence ratio may not significantly influence turbulence characteristics

at the boundaries.

In the following chapter, velocimetry at the cavity is presented along with simultaneous OH

PLIF in an effort to better understand cavity flow and combustion dynamics.
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4.1 Introduction

As high-speed air-breathing propulsion and pollutant emission reduction in aircraft gas turbines

generate growing interest, understanding of fundamental physics governing cavity flameholders

becomes ever more critical. In particular, cavity flameholders are a commonly-considered solution

for hydrocarbon-fueled dual-mode scramjets. Hydrocarbon fuels are easier to store and handle

than hydrogen and therefore considered more practical. In the absence of a flameholder in the

engine, the longer reaction times of these fuels inhibit the complete release of their chemical energy

before exiting the scramjet. Cavities solve this problem by locally increasing the residence time,

creating a shear layer and flow recirculation (Ben-Yakar and Hanson, 2001). Combustion radicals

are produced in the cavity before being diffused through turbulent fluctuations across the shear layer

and intermittently ejected into the main flow (Kirik, 2017). In addition to applications in scramjet

combustors, cavity flameholders are valuable means for the fundamental research on high-speed

combustion by establishing in a premixed free stream a flame with a relatively large normal velocity.

The intricate interactions between the flow unsteadiness and chemical reactions are however not fully

understood and warrant further investigation. In particular, combustion instabilities in pre-mixed

dual-mode scramjet flowpaths with a cavity flameholder have been a phenomenon not yet fully

understood (Wang et al., 2014). The problem is critical to enable operational engines and reliable

CFD simulations.

The present work is part of a larger collaborative effort to deepen the fundamental understanding

of cavity-stabilized combustion including its relation with flow compressibility and heat release

rates. To that end, simultaneous Particle Image Velocimetry (PIV) and hydroxyl (OH) Planar

Laser-Induced Fluorescence (PLIF), hereafter PIV-PLIF, are conducted on a high-speed reacting

cavity flow. The benefits are threefold relative to separate PIV and PLIF acquisitions: flow-chemistry

coupling is investigated with instantaneous measurements, bias towards reactants in regions of

intermittent presence with products are alleviated, and complementary validation metrics are

provided to companion CFD work. In particular, direct numerical simulations (DNS, discussed

in Rauch et al. (2018)) are being conducted parallel to the present experimental work to gain

insights at the finest spatio-temporal scales. The results presented below therefore constitute the

first published reference dataset on a DNS-friendly high-speed reacting cavity flow.
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Scramjet combustors with flush or ramp injectors have been extensively studied (Chen and Liu,

2018; Laurence et al., 2015; Le Pichon and Laverdant, 2016; Rockwell et al., 2014). High-speed cavity

flameholders have constituted a more recent topic of interest. Tuttle et al. (2014) published the first

study of these flameholders operating in scram-mode by implementing PIV and comparing results to

a separate PLIF study to study the dependence of velocity behavior on the heat release in the cavity

and shear layer. These authors found a strong coupling between various velocimetry statistics and

heat release rates, noting the value simultaneous PIV-PLIF would hold in order to clarify coupling

between heat release and velocity. Research on premixed and dual-mode scramjet combustors with

a cavity flameholder is particularly recent, with the only study known to the author by Kirik et al.

(2017) conducted on the same facility as the present work but with a larger cavity and flowpath.

The investigators characterized premixed cavity aerodynamics and its relation to both the shock

train upstream location and the fuel equivalence ratio by conducting PIV and PLIF as separate

experiments. In particular, their comparison of the peak fluctuations in velocities and relative OH

levels suggest an unsteady combustion process whereby pockets of combustion products produced

near the ramp are intermittently ejected into the main duct flow. Allison et al. (2017) performed CH*

chemiluminescence imaging on a similar cavity flameholder flowpath in the UVaSCF. These authors

found a characteristic frequency of 340 Hz in the CH* signal and flame brush, which is likely due to

acoustic waves between the shock train and flame front. Stable combustion is desired for operational

application on aircrafts, hence the mechanisms driving combustion oscillations warrant further

investigation. Wang et al. (2014) reviews recent progress on combustion oscillations in dual-mode

scramjets and highlights their variety and complexity. Thermoacoustic oscillations o(100) Hz occur

from shock train and flame front interactions while the cavity shear layer is expected to oscillate

at high frequencies, particularly for low heat release rates. Lin et al. (2010) used a high-frequency

pressure sensor and theoretical/numerical analysis to study oscillations in a dual-mode, non-premixed

scramjet flowpath. For the conditions closest to the present work with a single-sided injection

from the cavity wall, a dominant frequency of 368 Hz is measured. The oscillation is attributed to

acoustic-convective wave interactions in an injector–flame loop with a theoretical prediction. In this

case, the oscillation in local heat release rate send upstream an acoustic wave which modifies fuel

penetration and mixing and thus subsequently the combustion. Hybrid LES/RANS by Ramesh

et al. (2018) on a dual-mode premixed flowpath with a cavity flameholder observed a 357 Hz cyclic
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combustion pattern. While the oscillation may be physical, the non-satisfaction of the Rayleigh

criterion and its large amplitudes hint at a computational aberration. Their work nonetheless gives

valuable insights into interactions between the shock train and the cavity-stabilized flame. These

authors report a heat release oscillation, with reduced rates occurring with mass accumulation in the

facility combustor, a cavity pressure maximum, and an upstream-propagating normal shock wave;

maximum heat release is associated with a positive mass flow rate due to ejection events, and higher

duct flow velocities. Non-simultaneous PIV and PLIF measurements on single- and dual-mode

scramjet combustors also observed hints at an oscillatory combustion pattern. Tuttle et al. (2014)

suggest an intermittently-stable shear layer flame driving cavity combustion dynamics in a supersonic

flow, whereby heat release influences the shear layer impingement location and the formation of the

re-circulation-zone eddy structures. Kirik (2017) observed the adjacent locations of the strongest

turbulent fluctuations to high OH concentration fluctuations, hinting at the intermittent release of

high-temperature products and radical species from the cavity. Both Tuttle et al. (2014) and Kirik

(2017) noted that simultaneous PIV-PLIF would help understanding the instantaneous mechanism

behind the unsteady combustion process. Cavities without combustion have been extensively studied

and provide additional material to interpret the mechanisms behind reacting cavity instabilities.

Gharib and Roshko (1987) report on a locked vortex configuration within the cavity corresponding

to stable flow. This configuration is however established at the cost of low mass exchange between

the cavity and the duct flow. (Ben-Yakar and Hanson, 2001), in a comprehensive review about

cavity flows, described the phenomenon of longitudinal oscillations in non-combusting rectangular

cavity flow. These oscillations are driven by shear layer unsteadiness adding and removing mass

at the cavity closeout. When the freestream flow enters the cavity at the impingement point, a

compression wave propagates upstream, impacts the front wall, and generates small vortices at

the leading edge. These eddies are in turn convected downstream, being amplified along the way.

The cycle ends with vortex shedding, ejecting the mass initially added. Suppression of these cavity

oscillations may be achieved with an oblique closeout wall to prevent the reflection of acoustic waves,

as implemented in the present flowpath geometry. Low speed reacting flows in closed cavities were

studied by Xavier et al. (2016), who resolved a full instability cycle with combined kHz PIV-PLIF.

These authors highlighted the complex coupling between shear layer instabilities and the observed

pulsed combustion regime. These investigators observed a strong product ejection event as the
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pressure and equivalence ratio fluctuations become nil. A stable combustion mode was reached for

an increased free stream momentum, which contains the cavity flow and constrain combustion to

within the shear layer. They advanced the hypothesis that large velocity fluctuations between the

cavity and the main flow cause full shear layer modifications.

While separate PIV and PLIF measurements can give important insights by relating key

turbulence characteristics with combustion-related statistics, they are limited by their temporally-

uncorrelated nature. As a result, the analysis is constrained to relating independent statistical

quantities. In addition, small variations within or between runs in total pressure, total temperature,

or equivalence ratio further add to the limitations of this approach. In contrast, PIV-PLIF enable

highly-correlated measurements in time and space, providing deeper insight into the critical coupling

between combustion physics and fluid mechanics (Chen and Liu, 2018; Gamba et al., 2013; Tanahashi

et al., 2005; Xavier et al., 2016). The fundamental added value of PIV-PLIF is the knowledge

of the distribution of products and reactants relative to the velocity fields for each instantaneous

measurement, which is exploited in several ways. First, the velocity field can be divided into

products and reactants domains — i.e. conditional velocities — from which stem conditional

statistics, e.g. conditional means. Second, the instantaneous OH region boundaries from the PLIF

signal approximate the local flame curvature and angle, which can then be related to the flow swirl,

turbulence intensity, and direction. Third, knowledge of both the instantaneous flow dynamics and

flame location provides complementary knowledge to characterize the flame anchoring process in

terms of temporal dynamics. By leveraging the unique capabilities of simultaneous PIV-PLIF listed

above, the present work aims to quantify the key characteristics of the chemically-reacting flow field

of dual-mode cavity flameholders.

This work provides the first dataset of correlated velocimetry and OH distributions includ-

ing conditional velocimetry statistics for numerical studies, to better understand flameholding

mechanisms at play in cavities. In particular, the mass transfer across the cavity boundary, the

conditional velocimetry, and flame angle are investigated through mean and RMS velocity fields, the

turbulent kinetic energy, and the turbulence intensity for both the full velocity field and conditional

velocities; as well as the characterization of the cavity in terms of the recirculation regions, shear

layer impingement location, flame anchoring location and temporal dynamics. The mean flame

angle will be computed based on the mean velocities and the the flame front probability density
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distribution. In addition, the mass transfer of products and reactants at the cavity interface will be

estimated based on the average transverse conditional velocities.

The chapter is structured as follows. First, the combined setup and post-processing are sum-

marized. Second, the DNS-friendly, scaled-down, and immersed cavity flow is characterized with

statistics and key values provided as references for CFD work. Finally, combustion dynamics are

investigated with instantaneous measurements and a hypothetical cyclical combustion cycle is

suggested for dual-mode scramjet cavity flameholder instabilities.
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4.2 Method and Setup

4.2.1 Flow configuration and experimental setup

The present measurements will be conducted on the flowpath detailed in section 1.2 and depicted in

figure 1.1 . Measurements are acquired in the field of view (FOV) spanning the cavity (B in figure

4.1).

B Flow
Y

X

Figure 4.1: Field of view of the present work up to scale relative to the model insert.

The hardware and software system for the PIV-PLIF measurements is summarized next and

illustrated in figure 4.2. The PLIF setup and measurements were conducted by Clayton Geipel

and Andrew Cutler. Details may be found in Geipel et al. (2017) and Geipel et al. (2019). The

qualitative OH concentration measurement is used in this work as an indicator for combustion

product presence. Both the PIV and OH-PLIF measurements are two-dimensional, relying on the

assumption of nominally two-dimensional flow in the cavity as concluded in a previous CFD study

by Ramesh et al. (2018). The PIV and PLIF systems are run from a common external signal

generator. PIV is effectively measuring the average displacement between the two laser pulses,

thus the signal generator is set for the PLIF laser pulse to occur half-way between the two PIV

laser pulses as measured by a photodiode. The PIV laser is a double-cavity, 10 Hz Spectra Physics

PIV-400 Nd:YAG laser delivering two 532 nm-pulses of 500 mJ each, with inter-pulse delays of

∆t = 300 or 600 ns. In order to maintain the fluence at the mirrors and model below damage

thresholds, 95% of the energy is dumped using beam splitters. The PIV and PLIF laser beams

are merged using a dichroic filter before the sheet-forming optics for consistency. The laser sheet

is formed with telescoping optics to a constant height ∼ 25 mm. The PIV laser sheet waists are

∼ 140 µm, while the PLIF laser sheet is 75 µm (see figure 4.3), both constant across the FOV. The

laser sheets are co-planar with the tunnel center plane.

The PIV and PLIF cameras are mounted on the same set of translational stages to measure

multiple fields of view per run. The PIV camera is a 14-bits, 1600 × 1200 px LaVision Imager
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Figure 4.3: Laser sheets cross-sectional intensity profiles.

Pro X 2M. Angled by 4 degrees about the tunnel x axis to mask laser reflections off the wall, a

Scheimpflug lens adapter adjusts the focal plane back onto the laser sheet. The camera is mounted

with a Micro-Nikkor 105mm f/2.8 lens at a magnification m = 1 : 1.8 and an f-number of 11, and a
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532± 10 nm-wide bandpass filter. The lens magnification corresponded to the maximum allowed by

the setup constraints: the PIV and PLIF cameras must image the same FOV with 105 and 100

mm lenses and the maximum angle allowed by the PLIF camera Scheimpflug angle adapter. The

PLIF camera is angled by approximately 30 degrees about the tunnel y axis to match the PIV

field of view. Due to the viewing angle, the region near the cavity ramp is shadowed to the PLIF

camera. In addition, the FOV is shifted slightly downstream of the cavity leading edge to avoid

imaging laser reflections with the PIV camera, causing clipping of the region immediately behind

the cavity backward-facing step. The imaging systems are calibrated simultaneously using a grid

with 250 µm dot spacing. FOV overlap is performed by dewarping and scaling the grid images

from both systems before overlapping a spatial marker and all dots across the images. The overlap

accuracy is estimated on the order of 10 µm.

Experimentally diagnosing combusting flows is associated with key challenges, including tem-

peratures greater than 2000 K, wide-spectrum radiation from the flame, and strong gradients in

thermo-fluid dynamic variables (Stella et al., 2001). This is compounded with the facility high-

enthalpy flow, causing the commonly-used PIV tracer materials (e.g. oxides of aluminum, titanium,

and silicon (Al2O3, TiO2, SiO2, (Chen and Liu, 2018; Melling, 1997)) to stick onto the facility

windows. This optical obscuring occurs quickly to the extent of preventing flow visualization.

Kirik et al. (2017) introduced the use of graphite nano-flakes as tracer particles for the PIV of a

cavity flameholder. These 1.1 µm-long and 16 nm-thick flakes have an estimated Stokes number of

St ∼ 0.05 Kirik et al. (2015) corresponding to RMS velocity errors of less than 1% (Samimy and

Lele, 1991). Graphite particles prevent window fouling through a combination of lower adhesion

rates and combustion on the windows. Seeding of the graphite nanoflake tracer particles for PIV

(Kirik et al., 2015) is performed with a fluidized bed seeder (Howison and Goyne, 2010). The

particles are injected upstream in the isolator, before the fuel injectors and on the centerline. The

tracer particles are diffused across the cavity-side half-streamtube.

4.2.2 Data processing

The PIV processing methodology is presented first, then the PLIF. The graphite nanoflakes used as

PIV tracers have a low, angle-dependent reflectance causing poor signal-to-noise ratios. A novel

approach solves this problem by pre-processing the images with a Logarithm Contrast-Stretch (LCS)
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transform, described in section 2.3 , in order to compress the upper dynamic range relative to the

lower dynamic range. The LCS pre-processing filter increases cross-correlation signal-to-noise ratio

in the presence of strong particle image intensity changes between frames. The cross-correlation

signal-to-noise ratio is also significantly affected by the flame luminosity. Chemiluminescence from

the ethylene flame passes through the camera bandpass filter to reach values of 800-8,000 pxcounts

depending on the seeding density. This disturbance is particularly severe in the second frame

which is constrained by design to an exposure time of up to tens of milliseconds depending on

the first frame read-out time. A moving average filter across 20 images is thus applied and each

frame normalized by the corresponding average before the LCS filter. Lens flares from strong laser

reflections off the facility walls are masked. The data set is then processed with the LaVision DaVis

8.4 cross-correlation algorithm. Instantaneous velocities are computed using multi-pass deformed

interrogation windows down to 48x48 px, corresponding to a velocimetry resolution of 643 µm.

Median filters, correlation value thresholds, and outliers detection from temporal distributions

remove spurious vectors. Adequate convergence in the velocity mean and RMS is ensured with

sample sizes of 1,000 vectors or more. The turbulent kinetic energy (TKE) is estimated by taking

the third RMS component as the average of the streamwise and transverse components. The actual

three-components turbulent intensity (TI) would increase o(1) % while the TKE would decrease

o(100) m2/s2 according to a parallel LES study by Nielsen (2019)). Uncertainties are computed

for each instantaneous velocity vector using the measurement signal with the correlation statistics

method by Wieneke (2015), and hardware specifications as detailed in section 2.4 . The RMS

velocity is corrected by substracting the random error fluctuations to isolate the flow fluctuations

only (Sciacchitano and Wieneke, 2016).

Processing of the PLIF data is addressed next. The PLIF images are scaled down to 161 µm/px

and cropped to match the PIV vector spacing and PIV coordinates. The measurements spatial and

temporal resolutions are respectively one and five orders of magnitude lower than the estimated

Kolmogorov length and time scales. While turbulence spectrum clipping in high Re flows remains

inevitable with the current technological capabilities, this effect is however mitigated for the

investigation of turbulence-chemistry interactions: Poinsot et al. (1991) noted that eddies smaller

than on the order of the flame front thickness do not quench the flame due to viscous dissipation

prior to the flame front. Previous work also demonstrated the dominance of large scale structures in
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governing the cavity-stabilized combustion process (Xavier et al., 2016). The current PLIF technique

can only provide qualitative measurements indicative of relative OH concentrations. It is however

valuable to separate flow regions into reactants- and products-preponderant domains (Cantu et al.,

2016b). An image processing algorithm has been developed to accurately contour the reactants

domain; details may be found in Geipel et al. (2019). The image is binarized with ones mapping

the product domains. The pair is multiplied with the corresponding instantaneous velocities field to

output conditional velocities for both combustion products and reactants (figure 4.2). Statistics

are finally extracted from the two stacks of velocity fields. The mean transverse velocities across

a straight line at Y/H=0 between the cavity leading and trailing edges, i.e. X/H=0 and X/H=6,

is taken as a representation of the species flux out of the cavity. Mean transverse velocities are

similarly estimates at the flame front. The mean local flame angle relative to the local flow angle is

estimated using the flame front angle relative to the tunnel cartesian coordinate system of figure 4.1,

from which the local velocity vector angle is substracted to output the mean relative flame angle.

In the following figures, CLE refers to Cavity Leading Edge. The tunnel wall opposite to

the flameholder is represented with the continuous line at Y/H = 4.8. A sub-sample of average

velocity vectors are displayed with white arrows to show flow directionality. Streamlines in purple

originate from each vector. The flame intermittency obtained from PLIF indicates the fraction

of instantaneous measurements in which a significant amount of OH is present and is shown as

overlayed white contours. On line plots, error bars indicate 95% confidence intervals; the dotted

line indicates the flame intermittency.
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4.3 Statistical results

Statistical results are presented first in order to identify the key flow features, flame topology,

and fluctuations over an ensemble of measurements. The mean and fluctuating statistics on the

velocimetry presented below are first correlated with the mean PLIF signal. Conditional velocity

means compute the means for reactants or products independently based on the instantaneous

absence or presence of OH. As will be discussed below, independent PIV and PLIF statistics agree

well with previous studies with separate acquisitions (Kirik, 2017; Tuttle et al., 2014) while new

insights about cavity dynamics are gained from the combined nature of the measurements.

4.3.1 Mean velocities

The axial mean velocity component is displayed in figure 4.4a. Uncertainties for a 95% interval are

provided in the captions. The duct flow velocimetry above the cavity (Y/H > 0) is very similar

in trends and values to the inflow to the cavity, (see section 3.4) , characterized by the opposite

wall boundary-layer spanning most of the duct height. This boundary-layer merges with the thin

shear-layer created at the cavity leading edge; the peak axial mean velocity of 360 m/s is located

at Y/H ∼ 0.75 and drops to 100-200 m/s at Y/H=0. Figure 4.4b displays the transverse mean

velocities map. Transverse means are negative in the main duct flow on the order of 1 m/s and

become nil or positive in the vicinity of the cavity between Y/H ∼ 1.5− 0.5. They sharply drop into

negative values in the shear layer. Along the shear layer, transverse velocities remain negative and

further decrease with increasing distance from the CLE, with the exception of the region nearest to

the CLE where transverse velocities are slightly positive. The nil transverse velocity point is raised

above the cavity interface as the flow goes further downstream in a trend similar to the maximum

gradient in axial velocities, indicating a broadened or lifted shear layer starting at about X/H=3.

The shear layer impinges on average onto the cavity ramp, forming a closed cavity flow as observed

on larger geometries (Kirik, 2017).

The cavity mean velocities are characterized by flow re-circulation, permitting the generation of

a chemical radical pool for flameholding. The cavity axial velocities are in the range ±50 m/s (figure

4.4a) and the transverse velocities ±30 m/s (figure 4.4b). Streamlines in figure 4.4c highlight an

elliptical recirculation region with a major axis intersecting with the CLE and a point on the ramp
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located at Y/H=-0.75 and X/H=4.25. This axis coincides with the directionality of PLIF contours

in this region. In addition, the center of the ellipse, located at Y/H=-0.5 and X/H=2.5, coincides

with the half-ellipse of the flame intermittency where the 100% flame presence probability indicates

the region of constant flameholding. Thus mixing and combustion occurs in the first half of the

elliptical recirculation zone, from the CLE side to the ramp side, and the second half re-circulates

a constantly-present pool of combustion products and radicals. As will be discussed later in this

chapter, in instantaneous measurements, two large re-circulation eddies are actually present in the

cavity; the combination of two translating clockwise-rotating eddies lead to the observed elliptical

streamlines when averaged over time.

The temporal sample size distribution of the velocimetry (see the contours in figure 4.4d)

displays a strong correlation with the flame intermittency. This correlation may indicate bias

towards reactants velocimetry in regions of mixed products and reactants. This bias would be due

to relatively frequent loss of signal in the challenging conditions of product regions as observed in

instantaneous measurements. Conditional velocities demonstrate the absence of bias by plotting

the proportion of the product velocimetry sample size relative to the total sample size (figure 4.4e).

The latter is found to closely follow the flame intermittency field. In conclusion, the bias in the

velocimetry of the products relative to the reactants is not present. This observation further stresses

the need for combined PIV-PLIF to assess each species statistics independently.

4.3.2 Fluctuations

Figure 4.5 display the field of the velocity RMS, representative of flow fluctuations. RMS values

remain unaffected in the flow above the shear layer relative to the inflow values measured at X/H=-1.6

presented in section 3.4. The main duct flow shows turbulent anisotropy with Uy, RMS ∈ [30− 35]

m/s and Ux, RMS ∈ [50− 55] m/s at Y/H=2.5. The axial RMS, indicative of mixing with the main

flow, are highest in the shear layer and lowest in the upstream cavity corner. Peak values are found

past X/H=3 above the cavity regions, hinting at disrupting product ejection events as observed in

instantaneous PLIF measurements. A large region of heightened transverse RMS velocities coincides

with the upper half of elliptical recirculation region previously described. Shear layer impingement

locations are put in evidence with the peak transverse RMS velocity in the impingement area on

the ramp, in agreement with previous observations (Kirik, 2017). Similarly to the axial RMS, the
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Figure 4.4: Mean velocities and flame intermittency for a flow Mach number of M = 0.66 and a
global ethylene equivalence ratio of Φg = 0.47.

transverse RMS drops in the cavity upstream corner where a small low-speed re-circulation region

was identified in a larger cavity (Kirik, 2017). Based on observations from Kirik (2017), this portion
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Figure 4.5: RMS velocity components for a flow Mach number of M = 0.66 and a global ethylene
equivalence ratio of Φg = 0.47.

of the cavity is expected to be filled by hot, burned gases that are forced toward the front of the

cavity by the re-circulation process. These gases provide an ignition source as for the fresh fuel-air

mixture as they are entrained by the main recirculation zone into the cavity shear layer.

The turbulence intensity (figure 4.6a) displays a strong increase along the elliptical recirculation

region axis, corresponding to the regions of highest flow curvature. Values exceeding 200% are

detected in those areas, versus the main duct flow values of 10-15%. In contrast, the turbulent

kinetic energy follows the trends of the axial fluctuations, i.e. with high values in the shear layer

and a peak in the regions of product ejection. Uncertainties fpr the turbulence intensity are ∼ 4%

in duct flow and < 10% in cavity (except on the elliptical re-circulation zone axis).

The swirling strength of vortices allows the localization of the strongest eddies independently of

the reference frame (Adrian et al., 2000). Its spatial distribution reveals concentrated high values

at the cavity leading edge where the shear layer forms. As the axial distance from the leading

edge increases, the swirling strength decreases and spreads into the cavity due to a combination of

shear layer flapping and broadening, as well as increased viscosity. Despite the clearly observed

re-circulation region located in the cavity, the swirling strength map gives no indication of such

structure. This is indicative of unsteady large eddies in the cavity shifting within a range of locations.

Overall, the cavity flow dynamics are evidenced as unsteady and will be further investigated in

section 4.4.
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(c) Swirling strength averaged over time.

Figure 4.6: Fluctuation energy indicators for a flow Mach number of M = 0.66 and a global ethylene
equivalence ratio of Φg = 0.47.

4.3.3 Conditional velocities

Conditional velocities are a core benefit of combined PIV-PLIF. By separating the velocity field into

product and reactant velocities, deeper insights into the combustion dynamics may be gained. Figure

4.7 shows the mean absolute and relative conditional velocities with overlayed flame intermittency

contours in white and mean unconditional streamlines in purple.

In general, the flow topologies between products and reactants are very similar. Both the axial

and transverse values and trends are comparable (see figures 4.7a-4.7d), with the notable exception

of the product transverse velocities above the cavity interface: products escaping the cavity and

shear layer are entrained into the duct flow with a significant transverse component relative to the

main flow. Transverse velocities are negative for both the products and reactants in regions of flame

presence (figures 4.7c and 4.7d). The similarities between the products and reactants flow topologies

prompted the calculation of relative mean velocities of figures 4.7e and 4.7f, i.e. the mean product
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velocities relative to the reactants. Both the axial and transverse mean relative velocities indicate a

counter-flow on the order of 1-10 m/s driving the combustion kinetics, whereby reactants flow into

products regions to ignite, transform into products, and expand against incoming premixed flow.

Mass transfer rates in and out of cavity are a quantity of interest. The mass flux requires

knowledge of the area (vector spacing multiplied by the laser sheet thickness) and the density,

unavailable from the present measurements. Nonetheless, the direction of mass transfer may be

suggested by means of the average transverse velocity at the cavity interface at Y/H=0, shown

in figure 4.8a. Both the products and reactants are on average flowing into the cavity with the

exception of the region closest to the CLE, where velocities are nil. The hidden region past X/H=5

is expected to follow the increasing trend seen between X/H=4-5 in figure 4.8a such that the mean

transverse flux along the entire cavity interface equals zero according to the mass conservation

principle. This demonstrates that while mass transfer into the cavity and combustion does occur in

the shear layer, mass transfer out of the cavity likely occurs further downstream, near the ramp. It

should however be noted that the measurement is two-dimensional and would not take into account

any spanwise flow. Relating this to the 60% flame intermittency at the downstream end of the

cavity interface (see figure 4.4c) hints at disrupting ejection events that compensate for the mass

and heat accumulated over the remaining 40% of the time. This is further supported by the wide

amplitude between the minimum and maximum transverse velocities detected at the cavity interface.

The cavity mass exchange is therefore unbalanced: steady inflow of reactants and re-circulation of

products occurs most of the time. This build-up would lead to a large ejection from the downstream

end of the ramp over a short time. A first estimate on the product transverse velocities at the

shear-layer flame front is computed by extracting the transverse velocities at each axial location

along the flame front and averaging them across time. The mean flame front velocities presented

in figure 4.8b are also systematically negative except at the most upstream locations, where the

flame is fully contained within the cavity. The flame is therefore on average trapped inside the

cavity. Ensemble-statistics however do not allow further investigation into the disrupting ejection

events suggested by the above results. In the following section, the problem is further studied using

instantaneous measurements.
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Wall

CLE 1 2 3 4 5 6
X/H [-]

0

100

200

300

[m
/s

]

(b) Products Ūx,P

Wall

CLE 1 2 3 4 5 6
X/H [-]

 5

 4

 3

 2

 1

CLE

-1

Y/
H

 [-
]

(c) Reactants Ūy,R
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Figure 4.7: Mean conditional velocity fields.
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Figure 4.8: Mean transverse velocities through select boundaries (cavity interface or flamefront),
indicative of mass flux.
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4.4 Combustion dynamics

Indications of an unsteady process in the velocimetry statistics and flame intermittency motivated

a closer investigation of the instantaneous measurements. The combined PIV and PLIF fields

may be used as complementary inputs to each other to gain insights into the turbulence-chemistry

interactions. Randomly-sampled periodic patterns of the OH structures are observed throughout

the dataset, which may be sorted into three main states: (i) the flame is contained within the cavity

before the ramp (Y/H< 0 and X/H< 4); (ii) the flame continuously extends past the cavity interface

and ramp; (iii) the extended flame is discontinuous. The three states support the previously-stated

hypothesis of a combustion oscillation possibly coupled with the shock-train and thermal throat

(Allison et al., 2017; Kirik, 2017; Tuttle et al., 2014; Wang et al., 2014). The combustion cycle

suggested in the following would consist of intermittent combustion product ejection by mean of

shear-layer detachment from the cavity ramp. A selection of instantaneous measurements illustrating

the above three categories and transitions between them is displayed in figure 4.9. For all three

states, the cavity flame closely abides by the shear layer, wrinkles around the shear-layer eddies

(identified by high swirling strength values in figure 4.11), and is either continuous or split in two.

The shear-layer eddies serve to exchange combustion radicals generated in the cavity with the fresh

premixed flow from the duct. These eddies are of similar size to eddies found in the free stream

(figure 4.11). In addition, large scale free stream fluctuations are observed in the streamlines and

vectors of figures 4.9 and 4.11. Measurements with the shear layer impinging on the cavity ramp are

correlated with a negative transverse momentum of the free stream flow in the cavity vicinity. The

above observations suggest that spatial scales in the cavity flame are coupled with the free stream

scales.

Allison et al. (2017) demonstrated the presence of a combustion oscillation at 340 Hz in a similar

dual-mode scramjet flowpath with a cavity flameholder using 50 kHz CH* chemiluminescence. These

authors attributed the oscillation to thermo-acoustic waves between the shock train and flame front.

They also located the greatest variations in heat release in the region of the upper flame brush

surface. The measured 340 Hz frequency is close to the 357 Hz oscillation frequency detected in the

companion LES (Ramesh et al., 2018). Evidence of a similar oscillation is observed in LES applied

to the present flowpath (Nielsen, 2019), where periodic flame structures ejected from the cavity can
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(a) t0: state 1 (b) t1: state 2

(c) t2: state 2’ (d) t3: state 3

(e) t4: state 3’ (f) State 2 with duct velocities below average

Figure 4.9: Select instantaneous PIV-PLIF frames.

also be observed. It is therefore expected that the present flow is subject to at least one dominant

thermo-acoustic oscillation between the shock train and flamefront, or more (e.g. pseudo-shock

oscillations and self-sustained cavity oscillations, see Matsuo et al. (1999) and Wang et al. (2014)).
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Figure 4.10: Diagram of the hypothetical combustion cycle. Time indices correspond to those of
figures 4.9a-4.9e.

The present PIV-PLIF acquisition frequency of 10 Hz does not permit the re-construction of cyclical

combustion patterns on the order of 100-1000 Hz. However, a hypothesis on the cyclical process

may be made based on the identification of categories of instantaneous PIV-PLIF measurements.

Given that the combustion oscillation frequency is most likely not a harmonic of the PIV-PLIF

acquisition frequency, one may assume that most of the combustion cycle is randomly captured over

the available 1,000 measurements. With the additional input of the flow directionality, theoretical

physics, and the previous investigations on cavity flows listed in the introduction, the categories of

instantaneous measurements may be sorted in a most likely order to suggest a hypothetical cycle as

presented in the following. Additional investigations would be required to confirm the cycle and the

sequence of phases described below as will be suggested in the conclusion.

The hypothetical cycle consists of three typical flow states: a cavity-enclosed flame (phase/state

1), a stretched flame extending past the cavity ramp and interface (phase/state 2), which subsequently

leads to the ejection of products (phase/state 3). This order is illustrated in figure 4.10 corresponding

to the sequence of figures 4.9a to 4.9e. Permutations into alternative orders would be in contradiction

with fundamental combustion principles and previous conclusions on hydrocarbon-fueled cavity

flows. The phase series 2-1-3 would imply that the extended part of the flame extinguishes before a

separated flame self-ignites in the main duct flow. The phase series 3-2-1 would have the separated

flame self-ignite in the duct flow and propagate against the high-speed flow to connect with the

upstream cavity flame. Thus the phase order 1-2-3 is retained for the following analysis.

In phase 1 (figure 4.9a), the cavity gases are contained within the cavity by the duct flow high
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(a) State 1 (b) State 2 (c) State 3

Figure 4.11: Select instantaneous swirling strength.

momentum, leading to shear layer impingement on the cavity ramp. The cavity re-circulation zone

consists of two large clockwise vortices, expected to grow from the merging of smaller eddies formed

at the impingement location (Kirik, 2017; Tuttle et al., 2014). Mass exchange between the duct flow

and the cavity flow is lower as it occurs mostly through the shear layer rather than along the ramp,

as discussed in section 4.3.3. Generated heat is thus mostly stored in the cavity by the trapped

re-circulation zone. During this flow state, some heat may escape at the shear layer impingement

zone along the ramp (hidden to the PIV-PLIF cameras due to setup constraints) but low flame

intermittency near the trailing edge and instantaneous PLIF signals suggest this heat transfer to be

a secondary flame-holding process.

Phase 1 is unsustainable due to the mass and heat accumulation into the cavity. The shear layer

is subsequently lifted (figure 4.9b) and detaches from the cavity ramp. An open question is whether

this event may be triggered by reaching a threshold in the cavity pressure and gas expansion, or

by large-scale flow fluctuations from e.g. shock train fluctuations. The lifted shear layer provides

an escape route for the trapped gases in the form of a sudden event (phase 2). During this event,

combustion radicals and products are ejected through a narrow streamtube between the ramp and

the lifted shear layer. The ejection event leads to a sudden transfer of heat and mass from the cavity

to the duct while stretching the reaction front. The flamefront is stretched thinnest between the

two large recirculation eddies, leading to local extinction (figure 4.9d). The above events constitute

phase 3. Transition back to phase 1 occurs as the downstream eddy is convected away into the main

flow (figure 4.9e). The shear layer attaches itself back to the ramp, trapping combustion products
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and radicals back into the cavity. Time-resolved measurements would provide additional insights

into the behavior of the remaining eddy. The pressure rise at the reattachment point may shift the

upstream eddy towards the cavity leading edge, and a new eddy is formed from the merging of

eddies created at the impingement as suggested by Tuttle et al. (2014). Alternatively, a new eddy

may be formed at the near cavity leading edge and the eddy from the previous cycle will be ejected

next.

The above process may be directly related to thermoacoustics between the shock train and the

flame or independent. The presence of both positive and negative velocity fluctuations U ′ = U−UAV G

for a same phase, e.g. phase 2 in figure 4.9f versus 4.9b, suggests a repetition of the cavity

combustion cycle within one shock train cycle. Thorough investigations with high-frequency pressure

measurements and LES are warranted to explore the driver of the observed cavity combustion

oscillation. While hypothetical, the combustion oscillation cycle proposed above may lead to answers

about the unsteady flow and combustion dynamics observed experimentally and in CFD simulations.

The presence of one or more oscillations in a complex system such as a scramjet combustor makes

it prone to chaotic behavior in the case of a trigger event. In particular, the cause for rare events

during experiments such as sudden flame-outs remain unidentified. Other phenomena may be

related to combustion oscillations, such as difficulties in igniting the cavity flame or sustaining it at

low equivalence ratios. A critical implication concerns scramjet propulsion systems. With a better

understanding of the mechanisms behind combustion unsteadiness, new geometries or active/passive

dampeners may be designed for reliable and efficient combustion and operation.
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4.5 Conclusion

The first combined PIV-PLIF measurements in a dual-mode scramjet combustor are presented, giving

unprecedented insight into the turbulence-chemistry interactions and providing the first experimental

database on a DNS-friendly dual-mode cavity flameholder. The cavity flow is characterized by an

unsteady shear layer and a re-circulation zone hosting two large eddies. Combustion intermittency

above and downstream of the cavity interface is evidenced by low flame presence probability

as well as negative transverse velocities for products and reactants at the cavity interface. A

cyclical combustion behavior in single- and dual-mode premixed scramjet open-cavity flows has been

suggested in previous experimental and numerical work. PIV-PLIF images are thus categorized

by common flamefront traits and sorted based on the companion velocimetry and fundamental

combustion principles. A cycle is suggested, starting with a trapped vortex accumulating mass

and heat into the cavity. This unsustainable flow state triggers the sudden detachment of the

shear layer from the cavity ramp followed by the ejection of combustion products. As the cavity-

contained mass and heat decrease and the flame is stretched thin, the flame is split in two and

the downstream re-circulation eddy is shed into the duct flow. The shear layer re-attaches and

resets the cavity to a trapped vortex configuration. These observations are consistent with previous

work on different cavity flows and trends in non-simultaneous PIV-PLIF statistics. Complementary

investigations are needed to better understand the combustion dynamics and their potential to

grow into instabilities. Experimental work on the order of 10-100 kHz would potentially resolve the

oscillations and may include pressure, PLIF, and laser Doppler anemometry (LDA) measurements.

Large eddy simulations would also deliver valuable insights into the oscillations across wide temporal

and spatial scales. Gaining understanding of dual-mode scramjet combustion dynamics may lead to

innovative flameholder geometries and active/passive dampeners for operational scramjet propulsion

systems.
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Conclusion

Summary

New experimental and diagnostic capabilities for hypersonic air-breathing propulsion ground testing

were developed in this dissertation. A new flow configuration was created and analyzed with

advanced measurement techniques, giving insights into the fundamental physics governing high-

speed cavity-stabilized combustion and enabling future high-accuracy numerical studies.

The ground testing capabilities for high-enthalpy flows are first extended by the use of additive

manufacturing. The latter allows for the transformation of the original direct-connect flowpath of

the UVaSCF into a flowpath enabling semi-freejet testing. In essence, a host flowpath is developed

for an immersed model with a miniature cavity flameholder. The mid-duct immersed model

creates new boundary-conditions and includes a small-scale cavity to enable high-accuracy DNS

computations. The resulting tunnel blockage and thermal loads are addressed with the use of

contoured wall geometries and active convective cooling. Several design iterations stemmed from an

inter-disciplinary collaboration including computational fluid dynamics, finite elements analysis,

and in-situ testing. Trade studies were conducted until the new parts could sustain an ethylene

flame for repeated extended cycles on the order of hours. Residual stresses and geometric distortion

are highlighted as notable concerns. The final design consists of an Inconel 718 shell of 0.05 in.

(1.27 mm) thickness with internal cooling loops throughout the flameholder. Repeated tests in the

tunnel demonstrated that the concept met, or exceeded, design requirements: low tunnel blockage,

resistance to cycles of thermal loads and structural stresses, ignition and flameholding, as well as

access for optical and sensors-based diagnostics. The design is modular for operational flexibility

and efficient fabrication. This work represents the first published methodology for the design

125
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and fabrication of additively manufactured scramjet combustor components and opens up new

opportunities e.g. advanced flameholder geometries. It also constitutes, to the author’s knowledge,

the longest test duration for an additively manufactured cavity flameholder under a flame in a Mach

5 enthalpy flow.

The adequate initialization of the direct numerical simulation requires the velocity field at

the computational domain boundary to be measured at the highest resolutions achievable. The

objective is to resolve the finer scales of turbulent flows at high subsonic Mach numbers for accurate

boundary-conditions in DNS. The selected technique is Particle Image Velocimetry, which was

recently successfully applied to scramjet cavity flows in other studies. A methodology is developed

by anticipating, compensating, and characterizing the velocimetry. Measurements are enabled

by a new processing scheme to bypass the elevated noise associated with higher PIV resolutions:

a Logarithm-Contrast-Stretch filter is developed to compress the dynamic range in the higher

intensities range, resulting in a very significant reduction in systematic cross-correlation errors.

Uncertainties are quantified a posteriori based on the input images and resulting velocimetry;

they are propagated into statistical quantities and fluctuations due to noise are removed from the

total signal fluctuations. The methodology effectiveness is demonstrated with synthetic PIV and

experiments conducted in a dual-mode scramjet combustor for which a velocimetry resolution of

355 µm is first achieved. This also represents the first velocimetry for free stream seeded dual-mode

scramjet flows thereby alleviating bias towards the seeded flow sub-domains.

The velocimetry of the inflow to a DNS-friendly cavity flameholder is subsequently accurately

characterized and analyzed for its sensitivity to the shock train location and heat release rate to

support the accurate numerical simulation of high-speed cavity-stabilized flames. While varying

heat release does not affect the velocimetry statistics, varying the shock train location increases

the RMS values between 10 and 35%. Key flow structures are identified, including stagnation

points, boundary-layers, and pre-heat zones. The flowpath design is validated by the absence of flow

spillage or separation at the cavity inflow plane. The present study represents the first velocimetry

on an immersed model in a direct-connect facility and constitutes a reference for Direct Numerical

Simulations on premixed turbulent flames in high-speed compressible flows with a large flow-normal

flame velocity component.

The diagnostic capabilities are further developed with a combined PIV and hydroxyl (OH) planar
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laser induced fluorescence technique, giving the first insights into the interactions between the flow

and flame in a dual-mode scramjet combustor. The cavity flow is characterized by an unsteady shear

layer and a re-circulation zone hosting two large eddies. Combustion intermittency past the cavity

interface is evidenced by low flame presence probability in those regions as well as negative transverse

velocities for products and reactants at the cavity interface. Pulsed combustion in single- and

dual-mode pre-mixed scramjet open cavity flows has been demonstrated in previous experimental

and numerical work. PIV-PLIF images are thus categorized by common flamefront traits. The three

resulting flow states are ordered using the corresponding velocimetry and fundamental combustion

principles. A hypothetical combustion cycle is thus suggested, starting with a trapped vortex

accumulating mass and heat into the cavity. This unsustainable flow configuration triggers the

sudden detachment of the shear layer from the cavity ramp followed by the ejection of combustion

products. As the cavity-contained mass and heat decrease and the flame is stretched thin, the

flame is split in two and the downstream re-circulation eddies is shed into the duct flow. The

shear layer re-attaches and resets the cavity to a trapped vortex configuration. These observations

are consistent with previous work and trends in non-simultaneous PIV-PLIF statistics. Pulsed

combustion is of critical relevance for operational scramjet propulsion systems, which require stable

combustion. Gaining understanding of combustion unsteadiness may lead to innovative flameholder

geometries and active/passive dampeners. Subsequent work may draw from this study to further

investigate the flow and combustion unsteadiness, design solutions to control them, and use the

additive manufacturing methodology to manufacture complex designs.

Recommendations for Future Research

The extraordinary complexity of the combustor flow in the UVaSCF warrants the investigation of

many unanswered questions. First, a key question is the significance of spanwise flow in the cavity

dynamics. Tomographic PIV and chemiluminescence may provide insights on the validity of the

primarily two-dimensional flow hypothesis used in experiments so far. Other benefits of tomographic

PIV include high resolution measurements in the third dimension, alleviation of errors from out-

of-plane velocity gradients, and 3D spatial correlations of turbulence and vortex identification

based on Q-criterion. The method is however associated with high experimental complexity and
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computational cost. Second, the unsteadiness cycle suggested above requires additional investigations

to confirm its pattern. A proposed next step is to repeat the experiment with synchronized high-

speed chemiluminescence at 50 kHz or more to resolve the cycle while having the knowledge of

the instantaneous flame structure and flow velocities. Alternatives include chemiluminescence,

OH-PLIF, and pressure measurements at 10-100 kHz to fully resolve the unsteady process. kHz

PIV is particularly difficult to attain and typically incurs spatial resolution trade-offs. 10 Hz PIV

can nonetheless be used by comparing kHz PLIF outputs to the present PLIF dataset. The present

combined PIV-PLIF data could then be robustly sorted into the same order to confirm the above

hypotheses. Higher resolutions could also be achieved with the use of longer focal length lenses on

both the PIV and PLIF camera. Higher resolutions in the velocimetry would refine the correlation

between the instantaneous flame structure and the velocity field, in particular the swirling strength.

Third, with the pulsed combustion characterized, new solutions for stable combustion may be

designed. For example, new geometries for the stable establishment of flow states 1 or 2 (see figure

4.9) may be tested, e.g. a backward-facing step of angle lower than 90 degrees to force the lifted

shear-layer configuration, a trapped-vortex configuration with continuous bleeding of the pool of

radicals and downstream injection, or a variable geometries in the spanwise dimensions transitioning

from a trapped vortex configuration to a lifted shear layer configuration.

Moreover, neglected sources of measurement error require additional attention as the accuracy

requirements become more critical, e.g. due to parallel DNS studies. Velocity errors from den-

sity gradients have been reasonably neglected in the present work. Increasing the imaging lens

magnification further would however amplify optical distortions caused by density gradients in the

flow. Elsinga et al. (2005a) noted that ”since both the velocity error and particle image blur are

related to the second derivative of the refractive index field, it is expected that the analysis of

particle image blur can be used to provide quantitative information on the velocity error related

to aero-optical distortion. In that case background oriented Schlieren measurements and 2D flow

assumption will not be necessary, which deserves further attention and research.” This approach

would enable further increases in velocimetry spatial resolution to capture finer turbulent scales.

Finally, the present work on improving diagnostics capabilities could be further developed.

In particular, a hybrid method using the LCS pre-processing filter to identify the correct peak

and the conventional cross-correlation without pre-filtering would alleviate systematic errors from
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brightness variations and decrease sensitivity to low seeding densities, while retaining the low

uncertainties of the un-filtered image pair cross-correlation map. Another idea leverages flake

tumbling for a new concept of “pulsed” streak velocimetry. Assuming measurement conditions

similar to those required for Particle Tracking Velocimetry (PTV, Schanz et al. (2016)) but with

longer illumination/exposure times, the oscillating particle brightness would draw a streak of

oscillating pixel intensities onto the camera sensor. With prior knowledge about the temporal

oscillation function, e.g. a sinusoidal function of known frequency, the two-dimensional streak and

its spatial oscillation may be transformed into a high-frequency temporal displacement function and

subsequently a temporal velocity function. Initial computations estimate the potential temporal

sampling frequency with the hardware used in this dissertation at 25 MHz, versus 10 Hz in this

work and up to 10 kHz in the literature.
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