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Abstract

The continuing miniaturization of electronic devices drives the advancement of modern

technology. As the device dimension shrinks to the nanoscale, thermal management becomes

the bottleneck for further performance improvements of these devices. The performance and

the lifetime are reliant on the efficiency of heat dissipation. Poor heat dissipation leads to

high operating temperatures, and consequently leads to device performance degradation and

device lifetime reduction. To achieve better heat dissipation efficiency in nanoscale devices,

a fundamental understanding of thermal transport at the nanoscale is essential. One of

the biggest challenges to understanding the phonon transport processes at the nanoscale is

the involvement of size effects and transport regimes. In nanostructures or low dimensional

solids, the size of a system can be comparable to the phonon characteristic lengths (phonon

mean free paths and coherence length), and consequently the thermal conductivity is highly

dependent on material sizes and transport regimes.

In this dissertation, I present the study of nanoscale size effects in three different systems

with varied levels of complexities. These three projects center around varying the most

important material transport properties: number of propagating modes, M , and transmission

per mode, T . I first discuss thermal transport from the ballistic to the diffusive regime in an

intrinsic two-dimensional material, specifically monolayer transition metal dichalcogenides

(TMDs). In this work, number of modes M will not change from the ballistic to the diffusive

regime, and the only factor that would vary with the transport regime and the material

size is the transmission T . We show that with varying sample sizes, the ordering of thermal
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Abstract f

conductivity among monolayer transition metal dichalcogenides MX2 (M: Mo, W; X: S, Se)

changes as phonon transport transits from the ballistic to the diffusive regime, driven by the

competition between the phonon conduction frequency range and the scattering strength (or

reduction of phonon transmission). Then I study size effects of thermal transport across an

impedance bridged interface, with both M and T changing from the harmonic to the strongly

anharmonic limit. In this project, we introduce a quantity called ”conserving modes” which is

the upper-bound of M that conserves momentum and energy in the harmonic limit. It shows

that in the harmonic limit, the enhancement of conductance is limited due to fewer available

channels, while in the anharmonic limit, the thermal conductance is strongly enhanced due

to added inelastic channels. In the last project, I study the size effects demonstrating phonon

coherence in superlattices. In these structures, M can be tuned by varying the periodic

dimension of superlattices to form new phonon band structures. We propose a method built in

Non-Equilibrium Green’s Function(NEGF) formalism to illustrate the scattering mechanisms

and transport regimes. In addition, we introduce phenomenological models of momentum

and phase scattering with the flexibility of adjusting the strength of these scatterings. We

find momentum scattering is the only source of thermal resistance while phase scattering

only removes wave interference and oscillations in the transmission.

These three projects we show in this dissertation extend our understanding of the size

effects in nanoscale thermal transport, and the physics behind these systems can be further

applied to other structures as well. The work in this dissertation will benefit the design of

better heat dissipation in nanoscale devices.
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Chapter 1

Introduction

1.1 Background

Heat transfer plays a significant role in modern science and technology, where the transfer

properties are the bottleneck towards many applications [1–3]. In energy conversion applica-

tions, low thermal conduction materials and structures are the most desirable to improve the

figure of merit in thermoelectric devices [4–7]; In memory applications, materials with high

thermal anisotropy are favored in order to introduce a large temperature gradient in heat

assisted magnetic recording (HAMR) [8,9]. Most importantly, high thermal conductance and

efficient heat dissipation are critical to ensure electronic/optical devices (e.g. high electron

mobility transistors, high frequency photodiodes, quantum cascade lasers and microelectronic

logic chips) operate at a reliable temperature, and to ensure proper device performance and

reliability [10–12].

“The power wall” in microelectronics is a notable example to demonstrate the importance

of efficient heat dissipation. As shown by the roadmap of microprocessors in Fig. 1.1, starting

in 2002, the single thread clock frequency stopped increasing and maximized at 3 GHz [13,14].

The limiting factor was the high power density and the resulting accumulated temperature

during the operation of the processors. The power density P is proportional to the clock

1
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frequency f : P = CV 2f (C: gate or interconnect capacitance); V : voltage bias), and

accumulated temperature ∆T is proportional to the power density: ∆T = PR (R: thermal

resistance). As a result, an increasing clock frequency leads to an inevitable increase of

temperature in the processor, threatening its performance, reliability and lifetime. For

instance, the power density generated in modern day digital circuits on a chip can reach

up to 100 W/cm2, which is 10 times greater than the power density of a hot plate and is

around the same magnitude of the power density generated on the outer cladding of a nuclear

reactor [14–16]. To achieve a better thermal management in microelectronic devices, a deep

but fundamental understanding of nanoscale thermal transport is essential.

Figure 1.1: Roadmap for clock frequency of microprocessors. [13]

Advances in nanotechnology has enabled the continuous scaling of devices to the nanoscale,

following Moore’s law [17, 18]. Consequently, thermal transport in current commercial

electronic/optical devices is also typically at the nanoscale. For instance, the smallest

characteristic dimension of silicon-based commercial CPUs, as of in 2019, is 7 nanometers

(AMD Ryzen). Thermal transport in devices/materials at this length scale is substantially

different from classical transport processes predicted by Fourier’s law, and involves many
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complexities. One big gap in the complete description of nanoscale thermal transport is

the role of size effects and transport regimes. Take silicon, the foundational material for

microelectronics, as an example. The phonon mean free path (MFP) of silicon is of 101 – 106

nm (Fig. 1.2 (a)), and the phonon wavelength of silicon is ∼ 1 nm – 100 nm (Fig. 1.2(b)) [19].

This means that depending on the electronic device dimensions, there is a transition of

thermal transport from the ballistic to the diffusive regime, or from the coherent to the

incoherent regime.

Figure 1.2: (a)The accumulated thermal conductivity of silicon as a function of phonon MFP,
demonstrating the silicon phonon MFP is in a range of 10 nm to 106 nm; (b)The accumulated
thermal conductivity of silicon as a function of phonon wavelength, demonstrating the silicon
phonon wavelength is in a range of 1 ∼ 100 nm. [19]

Size effect is defined as the phenomenon where the size of a material affects its physical

properties. The size effect on thermal conductivity is strongly dependent on the transport

regime, and varies from the ballistic to the diffusive regime. For instance, the classical

size effect is that the thermal conductivity of a bulk material in the ballistic transport

regime increases quasi-linearly with size of the material. This is usually referred to as the

Casimir effect [20, 21], and can be explained in terms of contributions from phonons with

different mean free paths. In semiconductors or insulators, phonons, the quanta of lattice

vibrations, are the major heat carriers. The lattice thermal conductivity can be written as

κ = 1
3
∫
CωνωΛωdω, where Cω is the volumetric heat capacity, νω is the phonon velocity and

Λω is the phonon MFP [20,21]. When the size of a material shrinks to the scale of the phonon
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MFP, phonons scatter at the material boundary before they reach the MFP, leading to a

thermal conductivity that depends on the material dimension. On the other hand, if the

material dimensions are all larger than the phonon MFP, then phonon transport is in the

diffusive regime. Thermal conductivity in this regime recovers Fourier’s law and is a constant

independent of the material dimension. The transition from the ballistic to the diffusive

transport regime is caused by momentum scattering, which is the scattering of the wavevector

q of the phonon wavefunction eiqx−iωt+φ. This scattering changes the phonon group velocity,

reduces transmission, and adds resistance to the transport [22].

Additionally, the size effect of thermal conductivity varies from the coherent to the

incoherent regime. In the coherent regime, phonons behave as waves and can interfere with

each other and form new band structures. Accordingly, their thermal conductivity can be

modified by engineering the phonon band structures [23–26]. This usually happens in periodic

systems, such as Superlattice (SL)s or phononic crystals [23–26]. Take the extremely low

thermal conductivity of phononic crystals for example. The mid-frequency phonons contribute

the most to heat conduction at room temperature because high frequency phonons have

high scattering rates and low occupancy while low frequency phonons carry little energy and

density of states. The thermal conductivity for phononic crystals can be lowered by creating

a large bandgap at thermal frequencies in between, by varying the periodic dimension of

the crystal [26]. This idea of engineering phonon band structures to modify the thermal

conductivity, however, is not applicable in the incoherent regime when phonons behave

as particles. The transition from the coherent to the incoherent regime can be caused by

phase scatterings of φ for phonon wavefunctions eiqx−iωt+φ. This scattering destroys wave

interference and eliminates the possibility of forming new phonon band structures by varying

the material’s periodic dimensions [22].

The study of size effects of thermal transport at the nanoscale faces non-negligible

challenges because the results are strongly dependent on the nanostructures under study. In

this dissertation, I present the study of three different systems with varied levels of difficulties.
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The physics behind these systems can be further applied to other structures as well. Through

a study of these three distinct material systems, my primary goal in this dissertation is to

advance the fundamental understanding of nanoscale thermal transport and size effects across

different transport regimes.

1.2 Multiscale thermal transport modeling

Figure 1.3: Schema for validity of thermal transport modeling methods dependency on
material dimension and ambient temperature

The study of size effects and thermal transport regimes at the nanoscale faces considerable

challenge due to multiscale modeling. The validity of thermal transport modeling methods

and the details to include in a heat conduction model depend on the transport regimes, set by

the characteristic length and the ambient temperature [14, 27–29]. The Molecular Dynamics

(MD) approach works well for systems over a wide range of dimensions, but it cannot capture

quantum effects at low temperatures because it uses the classical limit ensemble (working at

T> θD, where θD is the Debye temperature). Meanwhile, the Boltzmann Transport Equation

(BTE) only applies for systems at or beyond the length scale of phonon MFP (L ≥ Λ)
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because it assumes a local equilibrium for the phonon distribution. The Non-Equilibrium

Green’s Function (NEGF) can describe the phonon quantum distribution as well as phonon

interference, but including anharmonicity in NEGF is extremely computationally expensive

and limits its application to low temperatures and smaller length scales (L ≤ Λ, T� θD).

The prevailing modeling methods and their relevant to applicable domains are summarized

in Fig. 1.3.

Due to the multiscale nature of my research, most of my work present in the thesis involves

utilizing a combination of these methods. NEGF is applied to all the harmonic simulations

while either BTE or MD is used to include the anharmonicity. The difference is that BTE is

more suitible for systems with periodic boundary conditions along all directions while MD is

more suited to thermal transport across interfaces.

1.3 Dissertation organization

In the remainder of the thesis, I will discuss size effects in three different nanostructures in

different phonon transport regimes, with different levels of complexities. The differences, and

the connections between these projects are best shown by the Landauer equation described

below.

Figure 1.4: The Landauer formula for thermal conductance. As shown in the formula, M
and T are the critical material properties that determine the thermal conductance.
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In the Landauer equation (shown in Fig. 1.4), q is the heat flux, ∆T is the temperature

difference, A is the cross-sectional area, ~ω is the phonon energy, N is the Bose-Einsten

distribution, M is the number of phonon modes and T is the average transmission per mode.

From the Landauer equation, we notice M and T are the most important material properties

that affect the conductance or conductivity. The projects in this thesis are centered around

varying these two quantities, M and T , in different ways as the transport regime varies.

The first project (chapter 2) involves thermal transport from the ballistic to the diffusive

regime in bulk materials – monolayer Transition metal dichalcogenide (TMD)s. In this work,

M does not change from the ballistic to the diffusive regime. The only factor that will vary

with the transport regime and material size is the transmission T . We then move on to a

nanostructure (chapter 3), specifically an impedance bridged interface (for both single layer

bridging and multiple layer bridging), where both M and T change from the harmonic to

the strong anharmonic limit. In this project, we introduce a quantity called ‘conserving

modes’ which is the upper-bound of M that conserves both momentum and energy in the

harmonic limit. In the last project (chapter 4), we study phonon coherence in SLs, where M

can be tuned by forming entirely new phonon band structures. Possible future directions for

research, and their anticipated challenges are then summarized (chapter 5).



Chapter 2

Bulk transition metal dichalcogenides:

ballistic to diffusive

2.1 Introduction

Group-6 transition metal dichalcogenides (TMDs) such as MoS2 have attracted tremendous

attention due to their novel properties and potential applications in electronics [30], op-

toelectronics [31, 32] and thermoelectrics [33–35]. Unlike graphene, TMDs typically have

large electronic bandgaps (∼1.8 eV for MoS2) which can be tuned with layer thickness and

strain [36–38]. Furthermore, a transition from indirect-to-direct bandgap with decreasing

layer thickness down to a monolayer suggests further applications in optical devices [31,32].

Meanwhile, TMDs are predicted to have low thermal conductivities compared to other well

explored 2D materials, especially graphene and h-BN, which makes them viable candidates

for thermoelectric applications [33–35]. However, the experimentally measured thermal

conductivities in TMDs vary widely in literature [39–43]. For instance, the measured thermal

conductivity of bulk MoS2 is ∼ 85− 110 W/mK [39], but the reported thermal conductivity

for monolayer or few-layer MoS2 varies from 35 W/mK to 84 W/mK [40–44], since the mea-

sured thermal conductivities are sensitive to the sample quality, sample size and measuring

8
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methods. The mean free path of some acoustic phonons in MoS2 can be longer than 10

µm [39,45]. This implies that as long as the sample sizes are in the nanoscale or even in the

microscale, those samples of MoS2 are in the ballistic to diffusive crossover regime for phonon

transport. In gaining a comprehensive understanding of thermal transport in TMDs and to

fairly compare it with experiments, calculations of mean free path, isotope effects and sample

geometry are highly desirable. Numerous theoretical works have investigated the phonon

transport of TMDs using different methods [45–51], but a systematic and in-depth study of

the TMD family in both ballistic and diffusive transport regimes with different sample sizes

is still lacking. In particular, a full picture of anharmonic scattering rates, mean free paths,

and phonon decay channels is needed to reveal the microscopic origin of different thermal

conductivities in the TMD family.

In this work, we conduct first-principles simulations on thermal transport in monolayer

transition metal dichalcogenides MX2 (M: Mo, W; X: S, Se) with varying sample sizes. Using

Non-Equilibrium Green’s Function (NEGF), we compare the number of modes (conducting

channels) in these materials, and show that the ballistic thermal conductivity varies inversely

with the average atomic mass, which leads to MoS2 having the largest ballistic thermal

conductivity when the sample length is short. Thereafter using iterative Boltzmann Transport

Equation (BTE) calculations, we obtain the scattering rates and mean free paths (MFPs),

from which we discover a different trend for diffusive thermal conductivity in these materials.

In fact, WS2 has the largest diffusive thermal conductivity, followed by MoS2, and then

WSe2 and MoSe2. We can rationalize these conflicting trends by bridging transport from

the ballistic to diffusive regime using modified Landauer theory and comparing the MFPs.

We show that the material with larger thermal conductivity switches between MoS2 and

WS2 when the sample length is 38.8 nm, and between MoSe2 and WSe2 when the sample

length is 51.5 nm. These results highlight that it is only meaningful to compare thermal

conductivities of these materials at comparable sample lengths. Furthermore, significantly

higher anharmonic scattering rates are found in MoSe2 compared to the other three materials,
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because the mid-frequency optical modes in MoSe2 sit just in the middle of the gap between

the high-frequency optical modes and acoustic ones, which facilitates the decay process of the

high-frequency phonons. Such a high scattering rate in MoSe2 renders its in-plane diffusive

thermal conductivity lower than WSe2. The same flip also occurs between MoS2 and WS2

for the same reason in phase space, though the effect is not as severe as in MoSe2.

This work is reproduced with permission from [52] coauthored with Jingjie Zhang, Xufan

Li, Kai Xiao, Bobby G. Sumpter, Avik W. Ghosh and Liangbo Liang. Copyright [2019]

Institute of Physics Publishing (IOP). Cite This: J. Phys.: Condens. Matter 32, 025306.

2.2 Computational details

We performed first-principles calculations using Quantum Espresso [53]. Norm-Conserving

pseudopotentials with Perdew-Zunger exchange-correlation functional within the Local Density

Approximation (LDA) were used for all TMDs [54]. We used a 18×18×1 kpoint mesh and 80

Rydberg cutoff kinetic energy for wavefunctions in the structure relaxation and ground state

calculations. A 45 Å vacuum slab was placed between the monolayers. Each structure was

fully relaxed to a force threshold of 1.0× 10−3 eV/Å. The second order force constants were

obtained by Density Functional Perturbation Theory (DFPT) calculations with a 16× 16× 1

q-mesh on phonon wavevectors [55], and the third order force constants were simulated via a

small displacement method by moving the atoms with a 0.04 Å displacement and considering

up to 5th neighbor shells (∼ 0.6 nm). In the phonon scattering rates and thermal conductivity

calculations, a 100× 100× 1 q-mesh sampling is used. This Brillouin zone grids, displacement

setup and the number of neighbors were carefully chosen to converge the thermal conductivity

in less than 10% variance intervals. Note that the LO-TO splitting in monolayer MX2 is very

small, and thus this effect is negligible and was not included in our calculations [47, 50].

https://iopscience.iop.org/article/10.1088/1361-648X/ab4aaa/meta
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We used the Landauer equation, modified for scattering to account for the thermal

conductivity variation from ballistic to diffusive regimes [56,57]:

κ = 1
2πA

∞∫
0

~ωM(ω) λ(ω)L
λ(ω) + L

∂N

∂T
dω, (2.1)

where M(ω) is the number of transport channels (or ‘number of phonon propagating modes’)

per unit cross-sectional area in TMDs, T̄ is the average transmission per mode (in this study,

T̄ is unity due to the homogeneous nature of the materials) [58, 59], λ(ω) is the frequency

dependent MFP, L is the sample length, N is the Bose-Einstein occupancy, T is ambient

temperature and A is the cross-sectional area perpendicular to the transport direction. When

L� λ(ω), the Landauer equation recovers the diffusive limit conductivity predicted by the

Boltzmann transport equation which follows Fourier’s law.

M(ω) was computed using NEGF as M(ω)T̄ =Trace{ΓlGΓrG†}, where Γl,r is the broad-

ening matrix of the left or right contact, G is the retarded Green’s function [56,60,61]. Since

T̄ is unity when we calculated MT̄ for bulk homogeneous materials, we can obtain M(ω)

directly from NEGF. The self-energy matrices responsible for heat injection and broadening

were calculated using recursion, assuming that the contacts were material extensions of the

channel. M(ω) was first calculated for every transverse momentum, and then the momenta

were summed over to get a frequency-dependent mode and ballistic thermal conductance.

MFPs were obtained by solving Boltzmann transport equations(BTE) including three

phonon scattering and isotopic scattering mechanisms by ShengBTE [62]. In this step,

only resistive Umklapp scattering is included in the phonon-phonon scattering process by

achieving a convergence in the thermal conductivity when solving BTE iteratively. The

isotopic scattering was taken into account by the Tamura formula with naturally distributed

isotopes. The frequency dependent MFPs were achieved by averaging over momentum:

λ(ω) = 2〈v2
xτ〉/〈|vx|〉 in which 〈v2

xτ〉means
∑

q,s
δ(ω−ωq,s)vx

2τq,s∑
q,s

δ(ω−ωq,s) and 〈|vx|〉means
∑

q,s
δ(ω−ωq,s)|vx|∑

q,s
δ(ω−ωq,s) ,

where vx is the velocity in the transport direction, q is the phonon wavevector, s is the
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polarization, τq,s is the phonon relaxation time of mode labeled by q, s, δ(ω − ωq,s) is the

delta function in frequency, and D(ω) = ∑
q,s δ(ω − ωq,s) is the phonon density of states. [57]

2.2.1 Simulation details of scattering rates and number of scatter-

ing processes

The scattering rates were obtained by considering three–phonon scattering and isotope

scattering following Mattiessen’s rule [63]:

1
τj

= 1
N

(
+∑
j′j′′

Γ+
jj′j′′ +

−∑
j′j′′

1
2Γ−jj′j′′ +

∑
j′

Γjj′), (2.2)

where τj is the phonon relaxation time for phonon mode j, N is the number of q points

sampling the Brillouin zone (BZ) (in our calculations N = 100× 100× 1 = 104). Γ+
jj′j′′ and

Γ−jj′j′′ are the three–phonon scattering rates for the absorption process and decay process

respectively, while Γjj′ is the isotope scattering rate. If the normal process for three–phonon

scattering is treated as resistive one (in other words, if the system is under the relaxation time

approximation (RTA)), the scattering rates for the three-phonon scattering can be written in

the form of Fermi’s Golden Rule: [62,64]

Γ+
jj′j′′ = ~π

4
N
′
0 −N

′′
0

ωjωj′ωj′′
|V +
jj′j′′ |2δ(ωj + ωj′ − ωj′′) (2.3)

Γ−jj′j′′ = ~π
4
N
′
0 +N

′′
0 + 1

ωjωj′ωj′′
|V −jj′j′′ |2δ(ωj − ωj′ − ωj′′) (2.4)

where V ±jj′j′′ are the scattering matrix elements, N ′0 is Bose-Einstein distribution for the

phonon mode j′ with frequency ωj′ (0 denotes zeroth order).

To selectively include Umklapp scattering, the scattering rates are calculated by solving

the Boltzmann transport equation iteratively, and by achieving a convergence in the thermal
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conductivity: [62,64–66]

καβ = 1
kBTΩN

∑
j

N0(N0 + 1)(~ω)2vαj F
β
j (2.5)

where Ω is the volume of the simulation unit cell, N is the total number of modes, α, β are

the labels for the displacement degree of freedom, and Fj is defined in terms of the first order

expansion of the non-equilibrium phonon distribution N(ωj) :

N(ωj) ≈ N0(ωj)− Fj · 5T
dN0

dT
, (2.6)

where N0(ωj) is the Bose-Einstein distribution, and Fj can be written as:

Fj = τ 0
j (vj + ∆j), (2.7)

where τ 0
j is the relaxation time of mode j following the RTA. ∆j , having dimension of velocity,

controls the deviation of the system from the RTA prediction. ∆j is also the critical parameter

confirming that the system only includes Umklapp scattering processes. All our simulations

are performed using the iterative BTE package ShengBTE. [62]

In Fig. 2.6, the number of scattering processes (the number of branch/polarization

dependent scattering processes) are counted by considering all three–phonon pairs that satisfy

both momentum and energy conservation. In this step we did not exclude normal processes

due to the complexity of tracking the polarization of phonon modes in the self-consistent

calculations.

Separating the scattering processes into frequency regimes (high frequency optical modes

(HFOM), middle frequency optical modes (MFOM) and acoustic modes (AM)) (illustrated in

Fig. 2.5) is equivalent to classifying phonon modes by polarization. Much like acoustic modes

that can be classified as out-of-plane zone boundary acoustic (ZA), in-plance transverse

acoustic (TA), in-plance longitudinal acoustic (LA) modes, in our study, we separated the
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polarizations into three categories: AM (including ZA, LA, TA), MFOM and HFOM. Taking

Fermi’s Golden Rule for the decay process in Eq. 2.4 for example, a phonon mode j can be

written as label pairs (q, s), where q is the phonon wavevector, and s is the polarization. In

each decay process, for instance HFOM to AM+MFOM, three phonons should satisfy the

conservation rules in such a way that: the energy conservation ωq,HFOM = ωq′,AM +ωq′′,MFOM

and the momentum conservation q = q′ + q′′ +Q (Q is the reciprocal space lattice vector).

Based on the q-mesh sampling we have (100 × 100 × 1), we look through 9 × 104 phonon

modes for the three–phonon pairs satisfying the conservation rules.

2.3 The order of thermal conductivity from ballistic to

diffusive regime

The number of modes M(ω) of MX2 in Fig. 2.1 does not show a significant difference in

magnitude, especially for the acoustic phonon modes (MoS2: 0 < ω < 44.5 Trad/s; WS2:

0 < ω < 35.2 Trad/s; MoSe2: 0 < ω < 30.2 Trad/s; WSe2: 0 < ω < 26.5 Trad/s), which

are the major conductivity contributors at room temperature. However, there are large

differences in the frequency ranges of the highest frequency optical modes. MoS2 has the

largest phonon frequency range (ω < 87.4 Trad/s), followed by WS2 (ω < 81.7 Trad/s),

MoSe2 (ω < 65.9 Trad/s) and then WSe2 (ω < 57.7 Trad/s), which is inversely proportional

to the order of the average masses in these four TMDs. The number of modes indicates the

number of available transport channels, so the summation of M(ω) over a thermal window set

by ~ω ∂N
∂T (in the classic limit, this quantity approaches the Boltzmann constant kB, indicating

all modes available for transport) would give us the ballistic conductance Gint:

Gint = 1
2πA

ωmax∫
0

~ω
∂N

∂T
M(ω)dω kBT�~ωmax−−−−−−−→

classical limit

kB
2πA

ωmax∫
0

M(ω)dω. (2.8)
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Figure 2.1: Number of phonon propagating modes M(ω) of MX2. Number of modes (or
channels) are similar in magnitude among these four materials, suggesting that the ordering
of ballistic thermal conductance will follow the ordering of the frequency bandwidth.

This indicates that MoS2 should have the largest ballistic thermal conductivity among the

four MX2 species studied here. This is indeed the case, as shown in Fig. 2.2(a), where we plot

the ballistic thermal conductivities for samples with a length of 1 µm. Simply speaking, since

a lighter mass suggests a higher phonon cut off frequency, the ballistic thermal conductivity

is roughly inversely proportional to the average atomic mass.

The thermal conductivities of MX2 including anharmonic and isotopic scatterings, at

different temperatures with sample length fixed at 1 µm, are shown in Fig. 2.2(b). Contrary

to the ballistic conductivity trends in Fig. 2.2(a), WS2 has a much larger conductivity than

the others, while MoSe2 shows a smaller κ than WSe2. Specifically, for the sample length 1

µm at room temperature, MoSe2 has the smallest thermal conductivity (49.9 W m−1K−1),

followed by WSe2 (54.2 Wm−1K−1), MoS2 (92.9 W m−1K−1), and WS2 (154.5 W m−1K−1).
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Figure 2.2: (a) Thermal conductivity κ of MX2 considering only the ballistic contribution
with sample length 1 µm. (b) κ of MX2 including anharmonic and isotopic scatterings with
sample length 1 µm. κ of MX2 at (c) 100 K and (d) room temperature (300 K) with sample
length varied from 30 nm to 60 nm. (e) κ of MX2 at room temperature with the sample size
varied from 0 nm to 1000 nm.

The calculated conductivities are in agreement with prior experimental [40,43] and theoretical

works [45,46,48,51]. We can thereby conclude that WS2 has a longer MFP than MoS2, and
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Figure 2.3: The comparison of mean free paths (MFPs) at room temperature between (a)
MoS2 and WS2; (b) MoSe2 and WSe2. (c) The MFPs of acoustic phonons with the spectra
scaled by the acoustic band edges (ω/ωedge).

WSe2 has a longer MFP than MoSe2. This conclusion is readily validated by comparing the

MFPs (Fig. 2.3) directly from the calculated scattering rates.

Fig. 2.3 confirms that the overall MFP of WS2 is longer than MoS2, while that of WSe2 is

longer than MoSe2, especially for modes near the acoustic band edge as shown in Fig. 2.3(c)

(45.3 Trad/s for MoS2, 35.9 Trad/s for WS2, 30.9 Trad/s for MoSe2, and 27.0 Trad/s for
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WSe2). These acoustic phonons are the major contributors to the thermal conductivity

at room temperatures; as a result, the MFPs of these phonons determine the order of the

thermal conductivity at room temperature. Meanwhile, we see that in a 1 µm long sample,

almost all phonons with frequencies higher than 10 Trad/s transport diffusively since their

MFPs < 1000 nm. However, those phonons with frequencies lower than 10 Trad/s would

transport ballistically up to a length of 100 µm. This is further confirmed by Fig. 2.2(e),

where the thermal conductivities are not saturated for a 1000 nm sample size, indicating that

a portion of the phonons still transport ballistically.
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Figure 2.4: Anharmonic scattering rates of (a) MoS2 and WS2; (b) MoSe2 and WSe2.

Figure 2.5: Phonon dispersions of MoS2, WS2, MoSe2 and WSe2. Each phonon branch
is shadowed with anharmonic phonon Full Width at Half Maximum (FWHM) at 300 K,
expressed in cm−1 and amplified by a factor of 30. The phonon branches are categorized
into acoustic modes (AM, highlighted in yellow), mid-frequency optical modes (MFOM,
highlighted in red) and high-frequency optical modes (HFOM, highlighted in blue). The
small bandgap of MoSe2 along with the coupling of AM and HFOM through MFOM creates
large scattering.
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Fig. 2.2(c) and Fig. 2.2(d) show κ within a smaller sample size range at 100 K and 300 K,

respectively. With an increasing temperature, the order of the thermal conductivity reverses

between MoS2 and WS2, and between MoSe2 and WSe2. For example, at 100 K, when the

anharmonic scattering is relatively weak, the order of κ follows the one with only ballistic

contributions (Fig. 2.2(a)); however, at 300 K, when the anharmonicity becomes stronger,

the order of κ reverses. This inverted ordering occurs for MoS2 and WS2 when the sample

length is 38.8 nm, and at 51.5 nm for MoSe2 and WSe2.

The inverted order of thermal conductivity in MX2 can be explained by a comparison of

the scattering rates (Fig. 2.4). The scattering rate of WS2 is lower than that of MoS2 for

acoustic phonons (Fig. 2.4(a)), which yields a longer MFP of WS2 near the acoustic phonon

band edge (Fig. 2.3(c)). This difference in scattering rate can be attributed primarily to the

difference in the phonon bandgap. The bandgap limits the range of three phonon scattering

processes subject to energy conservation. WS2 has a larger phonon bandgap than MoS2, which

explains why anharmonic scattering is less profuse in WS2 than in MoS2. The differences in

phonon bandgaps among these MX2 materials also manifest in the M(ω) illustrated in Fig. 2.1.

The bandgaps in M(ω) are 6.8 Trad/s, 18.5 Trad/s, 5.4 Trad/s and 5.4 Trad/s for MoS2,

WS2, MoSe2 and WSe2, respectively. WS2 exhibits the largest phonon bandgap, while MoSe2

and WSe2 have the smallest bandgaps, as shown in Fig. 2.1 and Fig. 2.5. Notably, the

bandgap of MoSe2 does not lie between acoustic and optical phonon branches

like the other three materials (between yellow and red bands in Fig. 2.5), but lies

instead between mid-frequency optical modes and high-frequency optical modes

(between red and blue bands in Fig. 2.5). This unique phonon dispersion with the

smallest phonon bandgap is mainly responsible for the overall higher scattering rate of MoSe2

over all three of its relatives (Fig. 2.4), especially for optical phonons.

In general, the phonon branches in MX2 are distributed into three frequency regions,

which can be categorized into AM, MFOM and HFOM, as illustrated in Fig. 2.5 with the

AM modes shad in yellow, MFOM modes shad in red, and HFOM modes shad in blue. For



2.3 | The order of thermal conductivity from ballistic to diffusive regime 20

0

0.2

0.4

0.6

0.8

1

N
o
rm

al
iz

ed
 n

u
m

b
er

 o
f 

 d
ec

ay
 p

ro
ce

ss
es

MoS
2

WS
2

MoSe
2

WSe
2

 AM+AM

AM

 AM+MFOM

HFOM

 AM+AM

MFOM

 AM+AM

HFOM

 AM+HFOM

HFOM

0

0.5

1

1.5

2

Absorption Decay Total

MoS
2

WS
2

MoSe
2

WSe
2

N
o
rm

al
iz

ed
 n

u
m

b
er

 o
f 

sc
at

te
ri

n
g
 p

ro
ce

ss
es

(a)

(b)

Figure 2.6: (a) The normalized number of scattering processes. (b) The normalized number
of branch dependent decay processes in MX2.

MoSe2, the three mid-frequency branches arise from vibrations of the Se atoms. Distinct

from the other three materials, these mid-frequency branches span almost the entire bandgap

between the acoustic and high-frequency optical branches, while in the other three materials,

they are separated from the acoustic branches and tangled together with the high-frequency

optical branches. Besides the differences in bond strengths, this can be largely attributed to

the differences in atom masses among the four materials [46]. Taking MoSe2 and WSe2 for

example, the mid-frequency optical modes are located roughly around the same frequency
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range (Fig. 2.5), since they are associated with the vibration of the Se atoms. However,

for the high-frequency optical modes that are typically related to both the metal and Se

atoms, their frequencies are notably lower for WSe2 compared to MoSe2 and thus they are

closer to the mid-frequency optical modes in the case of WSe2, since the W atom (mass

183.84) is much heavier than the Mo atom (mass 95.95). Similarly, the heavier W atoms

in WSe2 lower the acoustic modes, rendering them further away from the mid-frequency

optical modes (Fig. 2.5). In short, the mass difference between W and Mo atoms is a primary

reason why the MFOM are not located in the middle of the HFOM and AM for WSe2. Due

to the different relative locations of the mid-frequency branches, the Full Widths at Half

Maximum (FWHM) of optical phonons in MoSe2 are visibly higher than those of the other

three materials, consistent with Fig. 2.4 where the overall scattering rate of MoSe2 is also

higher. FWHM linewidth is a scattering strength that can be measured from Raman or

infrared experiments, and equals the inverse phonon lifetimes, indicating the scattering rates

for each phonon mode. As shown in Fig. 2.5, each phonon branch is shad with its FWHM at

300K, amplified by a factor of 30.

To further understand the influence of the unique dispersion of MoSe2 and its high

scattering rate, Fig. 2.6(a) shows the number of available scattering processes in MX2

normalized by the number of available decay scattering in MoSe2. This quantity is obtained

by considering the number of three phonon modes that satisfy both momentum and energy

conservation, determined by the phonon dispersion alone. We notice that the number of

available scattering processes is largest in MoSe2, and then MoS2, WSe2 and WS2. In

Fig. 2.6(b), we show the number of branch dependent decay processes in these four TMDs.

All the available scattering processes are normalized by the number of high frequency modes

decaying to acoustic and middle frequency optical phonons (HFOM to AM+MFOM) in

MoSe2.

The decay process involves five different types of scatterings: an acoustic phonon decays

to 2 acoustic phonons (AM to AM+AM), a high-frequency optical phonon decays to 2
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acoustic phonons (HFOM to AM+AM), a high-frequency optical phonon decays to a high-

frequency optical phonon and an acoustic phonon (HFOM to HFOM+AM), a mid-frequency

optical phonon decays to 2 acoustic phonons (MFOM to AM+AM), and finally HFOM to

AM+MFOM. We notice that in the first four types of processes, the number of available

scattering channels is quite similar between MoSe2 and WSe2, due to their similar phonon

bandgaps. However, what is interesting is that the process of HFOM to AM+MFOM is

much more significant in MoSe2, which is a whopping 170% of the largest of the remaining

three materials, as shown in Fig. 2.6(b). This means that in MoSe2 the decay process of

high-frequency modes into acoustic phonons is increased significantly due to coupling by the

mid-frequency modes. We note once again that only for MoSe2, the position of mid-frequency

modes is around the middle of the gap between HFOM and AM (Fig. 2.5). It is expected

that this special position of MFOM in MoSe2 facilitates the decay process of HFOM to AM,

subject to overall energy conservation. Note that in the calculations of phonon scattering, we

considered phonons in the whole Brillouin zone, instead of only the modes illustrated by band

dispersions in Fig. 2.5. With 100× 100× 1 q-mesh sampling, we counted the three-phonon

pairs among 9× 104 phonon modes that satisfy the conservation rules of both momentum

and energy.

2.4 Isotope engineering of thermal conduction in MoS2

monolayers

In the above section, we discussed how the ordering of the thermal conductivity of monolayer

TMDs varies from the ballistic to diffusive regime, and how we can tune the thermal

conductivity by varying the atomic composites. However, the thermal conductivity and the

mean free paths of TMDs are not only dependent on temperature, but also sensitively on

defects and isotopes [67,68]. In the following section, we will discuss the effect of isotopes
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and defects on the thermal conduction in TMDs, and show how conductivity can be greatly

enhanced due to isotope enrichment, both experimentally and theoretically.

The following content is reprinted in part with permission from ACS Nano 2019, 13, 2,

2481-2489 [44] coauthored with Xufan Li, Alexander A. Puretzky, Anthony Yoshimura, Xiahan

Sang, Qiannan Cui, Yuanyuan Li, Liangbo Liang, Avik W. Ghosh, Hui Zhao, Raymond R.

Unocic, Vincent Meunier, Christopher M. Rouleau, Bobby G. Sumpter, David B. Geohegan

and Kai Xiao. Copyright [2019] American Chemical Society.

2.4.1 Raman thermal conductivity measurement

The laser power-dependent and temperature-dependent Raman spectra of the suspended and

Si3N4-supported MoS2 monolayers were measured in a home-built micro-photoluminescence

(PL)/Raman setup with similar configuration as for a PL measurement, except for an 1800

groves/mm grating. The power-dependent spectra were acquired at room temperature with

the laser power ranging from ∼15 to 150 µW, while the temperature-dependency were

measured within the temperature range of 290-470 K. The sample preparation and Raman

measurement were performed by Xufan Li from CNMS at ORNL.

Our calculation of κsus follows closely the established method described in ref. [69]. This

method is based on solving the heat diffusion equation in cylindrical coordinates:

1
r

d

dr
(rdT
dr

) + q′′′

κsus
= 0, (r ≤ R)

1
r

d

dr
(rdT
dr

)− g

κsupt
(T−Ta) + q′′′

κsup
= 0, (r ≥ R)

in which κsup is the Bassel thermal conductivity in the supported MoS2, g is the interfacial

thermal conductance between the MoS2 monolayer and Si3N4 substrate, Ta is the environment

temperature, t is the thickness of monolayer MoS2 (0.65 nm), R is the hole radius of the

https://doi.org/10.1021/acsnano.8b09448
https://doi.org/10.1021/acsnano.8b09448
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suspended region (1 µm), q′′′ is the volumetric optical heating, expressed as:

q′′′ = Iα

t
exp(−r2/r2

0) (2.9)

where α is the absorbance of the monolayer MoS2 (9% based on ref. [47] since we share the

same Si3N4 substrate), r0 is the radius of the laser beam spot size (0.2 µm) and I = P/(πr2
0)

is the peak laser power per unit area at the center of the beam. The relation between g and

κsup was obtained using the converged solution for equation 8 in ref. [70].

2.4.2 Mean free path and scattering rates calculations

To consider the influence of isotope scattering and defect scattering on the thermal conductivity

of MoS2, we use the same methods and steps described in the previous section, and we briefly

repeat here. We obtained λ by calculating the phonon lifetime, the inverse of the scattering

rates and phonon velocities. The phonon lifetime includes phonon-phonon scattering and

isotope scattering, and is obtained using Matthiessen’s rule by summing over the scattering

rates: 1
τ

= 1
τph−ph

+ 1
τiso

. The scattering rates are simulated by solving BTE interactively

using ShengBTE [62], with the 2nd order and the 3rd order force constants. Three-phonon

processes are considered to obtain the phonon-phonon scattering rate 1
τph−ph

, and the isotope

scattering rate 1
τiso

is included by the Tamura formula (ref. [71]). Once the scattering rates

were obtained, the length dependent thermal conductivity (Figure 2.10) is calculated by the

Landauer equation [56].

Vacancy scattering calculations

We tested the influence of Sulfur vacancies on the thermal conductivity of MoS2. This

influence is taken into account by adding two additional scattering rates to the Matthiessen’s

summation: the scattering rate of missing mass of the S vacancy ( 1
τv

) and the scattering

rate due to change in interatomic force constants between the missing S atom and its under-
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coordinate Mo neighbors ( 1
τA

). These two kinds of scattering rates are calculated by following

the Klemens’s formula: [72,73]

1
τv

= xv(
∆M
M

)2π

2
ω2D(ω)

G
1
τA

= xA(∆K
K

)24πω
2D(ω)
G

where G is the number of atoms in the unit cell, D(ω) is the phonon density of states, xv is

the mole fraction of the S vacancies and xA = zxv is the mole fraction of the under-coordinate

Mo atoms (the coordinate number z is 3 for MoS2). The perturbation of mass due to S

vacancy is ∆M
M = −MS

M̄ − 2, where MS is the mass of the missing S atom and M̄ is the

average atomic mass in the MoS2 unit cell; The force constant change due to S vacancy, ∆K
K ,

is included by considering the local potential change for the under-coordinate atoms and the

change in the bond-contraction coefficient ∆K
K = (Cz−1

Cz
)−(m+2) = { 1+exp[(12−z)/(8z)]

1+exp[(13−z)/(8z−8)]}
−(m+2),

where Cz is the bond-contraction coefficient and m is the a parameter to indicate the bonding

nature of a specific material. [73–75]

2.4.3 Experimental and theoretical results

It was observed that within the environmental temperature range (∼ 290 − 470 K) and

the laser power range (∼ 15− 150µW), the Raman modes of all the MoS2 monolayers shift

linearly towards lower frequencies in response to either increasing laser power (Figure 2.7(a)

and (b)) or increasing the environment temperature (Figure 2.7(c) and (d)), which both result

in heating the monolayers. The nonlinearity of the Raman mode shift is not considered here

since that only matters at higher temperatures [41,76] or larger laser powers (> 0.25mW). [40]

The slope of the linear curves in Figure 2.7(a) (d) are the temperature-coefficient (χT ) and

the power-coefficient (χP ) of the A1g mode for suspended Mo2 monolayers (the values are

shown in Table 1).
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Figure 2.7: Excitation laser power-dependent energy of A1g mode of (a) suspended NatMoS2
(black scattered symbols), 100MoS2 (red scattered symbols) and (b) supported NatMoS2
(black scattered symbols), 100MoS2 (red scattered symbols) monolayers at room temperature.
Temperature-dependent energy of A1g mode of (c) suspended NatMoS2 (black scattered
symbols), 100MoS2 (red scattered symbols) and (d) supported NatMoS2 (black scattered
symbols), 100MoS2 (red scattered symbols) monolayers at a fixed excitation laser (532 nm)
power. The solid curves are the linear fitting. This figure is reproduced from ref. [44]. The
Raman measurements data are provided by Xufan Li and Prof. Kai Xiao from CNMS, Oak
Ridge National Lab.

The MoS2 monolayer that is more isotopically enriched shows a smaller χP and larger

χT values, and thus a lower thermal resistance (Rm = χP/χT ) (Figure 2.7(a)–(d) and Table

1), suggesting the highest in-plane thermal conductivity is in 100MoS2 monolayers, followed

by the 50% 100MoS2, and NatMoS2. Rm also equals to the measured temperature versus
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Table 1: Temperature coefficient (χT ), power coefficient (χP ), thermal resistance (Rm), of
Si3N4-supported and suspended MoS2 monolayers, and the suspended thermal conductivity
(κsus) of the monolayer. The theoretical suspended thermal conductivity using first-principles
calculation (CAL.), as well as the values reported previously (ref. [40, 69]) are also presented
for comparison. This table is reproduced from ref. [44].

Materials χT (cm−1/K) χP (cm−1/µW) Rm(K/µW)
κsus (W/mK)

Supported Suspended Supported Suspended Supported Suspended

NatMoS2
-0.0211±

0.0007
-0.0201±

0.0006
-0.0056±

0.0002
-0.020±

0.001
0.2654±
0.0007

0.995±
0.020

40.8±
0.8

100MoS2
-0.0184±

0.0006
-0.0242±

0.0012
-0.0049±

0.0004
-0.016±

0.002
0.2663±
0.0131

0.661±
0.050

61.6
+ 5.6/ -4.0

NatMoS2 (CAL.) - - - - - - 87.81
100MoS2 (CAL.) - - - - - - 100.52

NatMoS2 (ref. [47]) - -0.013 -0.010 -0.0109 - 0.769 34.5

NatMoS2 (ref. [40]) -0.0167
(Au/SiO2-supported) -0.0203 -0.0204

(Au/SiO2-supported) -0.00987 4.862 1.222 84

total absorbed laser power (Tm/P ), which was subsequently used to calculate the values of

thermal conductivity of the MoS2 monolayers based on the equations established in previous

reports [40, 43, 47]. As a result, the in-plane thermal conductivity (κsus) of the suspended
100Mo2 and 50% 100Mo2 monolayers are 61.6 ± 6.0 W/mK and 52.8 ± 2.4 W/mK, respectively,

showing a 50% and a 30% enhancement compared with the NatMo2 (40.8 ± 0.8 W/mK).

Both of these values may be underestimated due to our assumption that all phonon modes

probed by the Raman thermal measurement are in equilibrium. However, the reduced thermal

resistance Rm in enriched Mo2 indicates that the enhancement should not be underestimated.

Our results demonstrate that the in-plane thermal conductivity is enhanced in crystals

containing pure Mo isotopes, which could be due to a reduction in phonon scattering.

In our thermal conductivity calculation, we used the temperature- and power-dependence

of the A1g mode because it is insensitive to in-plane strain, and does not significant affact

its Raman frequency from the substrate. Note that the A1g mode is independent of the

mass of Mo isotopes under only a harmonic approximation, but is strongly sensitive to local

temperature variations due to thermal expansion. Therefore, it can be used as a direct

measurement for the thermal conductivity. To determine κsus using our calculations, we also

need to measure χT and χP in the monolayer region supported by the Si3N4 film (Figure
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Figure 2.8: (a) Dependence of the supported thermal conductivity on the interfacial thermal
conductance between the MoS2 monolayers and Si3N4 film. (b) Local temperature distribution
in the MoS2 monolayers with different interfacial thermal conductance. This figure is
reproduced from ref. [44].

2.7(b)(c)). Note that the Rm (χP/χT ) of supported Mo2 monolayers includes a relationship

between g (the interfacial thermal conductance between the monolayers and Si3N4) and

κsup (in-plane thermal conductivity in the supported monolayers), which is needed in the

calculation of κsus (see detailed calculation methods). As shown in Table 1, the Rm values for

the supported NatMo2 and 100Mo2 monolayer under the same external conditions are almost

the same, which means that if the interfacial thermal conductance is insensitive to the Mo

isotopes in the Mo2 monolayers, the κsup of NatMo2 and 100Mo2 monolayer are similar. Within

a reasonable range of κsup from 24.3 to 110 W/mK for monolayer Mo2 supported by the

Si3N4 film, [47] the g value varies only from 14.26 to 12.06 MW/m2K (Figure 2.8). By solving

the radial heat diffusion equation using these g and κsup values (see detailed calculation

methods), κsus of the Mo2 monolayers is seen to vary only by less than 3% (i.e., from 40.0 to

40.8 W/mK for NatMo2 and from 60.8 to 62.4 W/mK for 100Mo2). This also indicates that

the local temperature distribution in the Mo2 monolayers is independent of the interfacial

thermal conductance, as shown in Figure 2.8. This phenomenon is consistent with a previous

report on monolayer Mo2 supported by the Si3N4 film. [47]

The thermal conductivity change induced by isotopic compositions in Mo2 monolayers
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Figure 2.9: (a) The number of modes in Mo-isotopically enriched 92MoS2, 96MoS2 and
100MoS2 monolayers calculated using Non-Equilibrium Green’s Functions with first principles
parameters. (b) Phonon-phonon scattering rates (blue symbols) and isotopic scattering rates
(black symbols) at 300 K. This figure is reproduced from ref. [44].

can be caused by the following mechanisms: harmonic (ballistic) properties including the

frequency spectrum, the difference in the number of modes (i.e., conducting channels), and the

difference in scattering-based mechanisms including phonon-phonon and isotope scattering.

To find the dominant mechanism, we first used the Non-Equilibrium Green’s Functions

(NEGF) with first-principles parameters to obtain the number of modes in Mo-isotopically

pure 92MoS2, 96MoS2, and 100Mo2 monolayers (Figure 2.9). The number of modes shows trivial

differences as a result of the mass difference of Mo. Since the ballistic thermal conductivity

can be expressed as the sum of all the conducting modes over the whole frequency spectrum

(Eq. 2.1), the ballistic thermal conductivity should also show a small difference due to the

mass difference of isotopes.

Next, we calculated the in-plane thermal conductivity of the 92MoS2, 96MoS2, 100Mo2

and NatMo2 monolayers using self-consistent Boltzmann Transport Equations (BTE) by

considering multiple scattering mechanisms. [62] Convergence is achieved when the relative

change in thermal conductivity is less than 10−5. The self-consistent calculations, beyond the

relaxation time approximation, are performed to make sure the scattering processes only take

into account the backscattering phonons. Phonon-phonon scattering is included for 92MoS2,
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Figure 2.10: First-principles calculations of thermal conductivity of monolayer natural and
Mo-isotopically enriched MoS2 as a function of sample length. The 92MoS2, 96MoS2, and
100Mo2 only consider phonon-phonon scattering and boundary scattering, while NatMoS2 also
includes extra isotope scattering. This figure is reproduced from ref. [44].

96MoS2, and 100Mo2 monolayers, while isotope scattering is also included in calculating the

thermal conductivity of the NatMo2 monolayer. Boundary scattering, or the classic size effect,

is considered by comparing the mean-free-path (MFP) λ versus the sample size L in the

Landauer equation (Eq. 2.1). The sample sizes are varied from 1µm to 6 µm to match the

experimental sample parameters. This modified Landauer method can cover the transport

regimes all the way from the ballistic regime, when the MFP is much larger than the sample

size (average transmission T̄ = λ
λ+L ≈ 1, λ � L), to the diffusive regime when the MFP

is much smaller than the sample size (average transmission T̄ = λ
λ+L ≈

λ
L

, λ � L). Our

results are shown in Figure 2.10. The in-plane thermal conductivities of the Mo-isotopically

pure 92MoS2, 96MoS2, and 100Mo2 monolayers do not show significant difference (Figure 2.10,

blue, green, and red lines), and are at 100 W/mK at 1 µm, matching the experimental

dimensions (1 µm radius of suspended monolayers). The result suggests that the small

mass difference in isotopes does not lead to enough changes in dispersion or phase space

to significantly affect phonon-phonon scattering. Unlike phonon-phonon scattering, once

the multiple Mo masses as in natural Mo2 are considered, the thermal conductivity (Figure
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2.10, black curve) is significantly reduced (87.81 W/mK at 1 µm length) compared to those

Mo-isotopically enriched ones. This is because the mass deviation from the average due to

Mo isotopes acts as a perturbation that induces a scattering mechanism into the materials,

referred to as isotope scattering, which greatly shortens the phonon lifetime τ (Figure 2.9(b))

and MFP, and hence reduces the thermal conductivity. The MFP is expressed as λ = 2〈τν2〉
〈|ν|〉 ,

as introduced in the previous section. The strength of isotope scattering rates 1
τiso

is of the

same order of magnitude as the phonon-phonon scattering rates 1
τph−ph

at 300 K for phonons

with wavenumber larger than 150 cm−1, as shown in Figure 2.9(b), thereby greatly reducing

the lifetime and MFP for those phonons. Based on the above analyses, the increased thermal

conductivity in the Mo-isotopically pure Mo2 monolayers is attributed to a reduced isotope

scattering.

Figure 2.11: (a) Calculation of thermal conductivity at 1 µm sample size NatMoS2 monolayer
due to S vacancies. (b) Vacancy scattering (due to missing mass (black) and a change in
interatomic force constants (IFCs) around the missing atoms (blue)) for 0.4% mole fraction
of S vacancies. This figure is reproduced from ref. [44].

We also considered the influence of S vacancies on thermal conduction. Figure 2.11 shows

the thermal conductivity of NatMoS2 versus concentration of S vacancies. A small amount

of vacancy defect significantly suppresses the thermal transport in MoS2 (Figure 2.11(a))

with major contributions from scattering of high frequency phonons (Figure 2.11(b)). Note

that the typical density of S vacancies in MoS2 is around 1–2%, whereas in this calculation

0.3–0.4% density of S vacancies decreases the thermal conductivity to 40–45 W/mK (the range
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of NatMoS2 thermal conductivity measured in this study). This is due to the overestimation

of the scattering rates of high frequency phonons by Klemen’s formula. [77,78]

2.5 Conclusion

By combining the number of modes from Non-Equilibrium Green’s Function calculations

with mean free paths from iterative Boltzmann calculations, we calculated and compared

thermal conductivities of TMDs from the ballistic to the diffusive regime. A reverse of order

is seen for the thermal conductivity between MoS2 and WS2 at a sample size of 38.8 nm, and

between MoSe2 and WSe2 at a sample size of 51.5 nm. This inversion arises from the trade-off

between the frequency spectral range and the anharmonic scattering strength. Interestingly,

we discovered a significantly high scattering rate in optical modes in MoSe2, originating from

its unique phonon dispersion. The mid-frequency optical modes in MoSe2 lie around the

middle of the gap between high-frequency optical modes and acoustic modes, enabling the

decay process of the high-frequency modes to acoustic ones while conserving overall energy.

As a result, MoSe2 can exhibit the smallest diffusive thermal conductivity while WS2 can

show the largest thermal conductivity, with the increasing sample size and temperature. This

systematic study of all four TMDs family members in both the ballistic and the diffusive

transport regimes provides a full picture of anharmonic scattering rates, mean free paths,

and phonon decay channels. These results show how by manipulating the composition of

metal chalcogen atoms, sample size, isotopes and temperatures, we can tune the thermal

properties in 2-D TMDs for applications ranging from 2-D electrons, photonics, spin- and

valley-tronics, thermoelectricity and quantum information sciences.



Chapter 3

Interfacial thermal bridges: harmonic

to anharmonic

3.1 Introduction

In the previous chapter, we discussed phonon transport in homogeneous bulk TMDs, where

only the mode average transmission T̄ changes between the ballistic and diffusive regimes.

In this chapter, we move on to phonon transport across a hetero-structure, specifically an

intermediate layer bridging interface, where both M and T̄ vary between the harmonic and

anharmonic limits.

The miniaturization of modern semiconductor devices to the nanoscale has led to a

significant increase in heat density in integrated circuits [3, 79, 80]. The accumulated heat

is challenging to dissipate due to the elevated thermal resistance resulting from a large

number of material interfaces. Currently, the resistance at a single interface can account

for up to 30-40% of the total device thermal resistance, as in the case of the GaN/SiC

interface in GaN high electron mobility transistors [81]. The resistance to heat dissipation

caused by interfaces is an important bottleneck towards the further scaling of semiconductor

devices. However, the existing gap in our fundamental understanding of heat transfer across

33
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single and multiple interfaces in nanostructures hinders the development of effective thermal

management methodologies. [1, 2, 82]

One promising approach to decreasing the thermal resistance at an interface is adding a

bridging layer or intermediate thin film at the interface (Fig. 3.1(a)) [58, 83–87]. This can

effectively enhance interfacial thermal conductance by bridging either acoustic impedances

(ie. enhancing phonon transmission) or the phonon frequency spectra (ie. enhancing the

phonon frequency range by inelastic transport) [84,86,88–90]. Nevertheless, the advantage of

a bridging layer only exists in the ‘additive’ regime, that is, when the total resistance can be

treated as the sum of the resistances at the boundaries and the intrinsic resistance of the

added layer. For instance, in the harmonic limit, where this assumption cannot be made,

conductance is limited by the available modes that can conserve both energy and transverse

(parallel to the interface) momentum across the materials composing the bridged interface.

As a result, the bridging layer, in the non-additive harmonic regime, decreases the number

of available modes, and limits the possibility of enhancing the thermal conductance, G, for

many combinations of materials. [58, 59,88]

The transition from the non-additive to the additive regimes relies on anharmonic phonon-

phonon scattering processes, and thus on the length of the intermediate layer, L, on the

strength of the anharmonicity V0 (the third order expansion of the interatomic potential energy
∂E

∂rirjrk
) , and on the temperature, T. A comprehensive study on how phonons flow across

bridged interfaces in different transport regimes, accessible by varying these parameters,

is still missing. Such a study could clarify how different scattering processes determine

the transition between additive and non-additive regimes and thus enable better thermal

engineering of devices.

The critical length scale at which the additive regime is valid is of significant importance

for measurements of thermal conductivity of thin films, typically sandwiched between two

bulk materials. Extraction of the thermal conductivities of these thin films, e.g. by time-

domain thermoreflectance (TDTR) or Raman spectroscopy [91–93], normally relies on the
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assumption that the total resistance can be treated as a summation of resistances in series.

The validity of summing resistances is usually determined by comparing the bulk mean free

paths (MFPs) with the thin film thicknesses. In many cases, however, the comparison is

difficult, as thicknesses of the thin films are often on the order of nanometers while the bulk

phonon MFPs span a wide range of scales from nanometers to micrometers. Under these

conditions, it is debatable whether the comparison between the bulk MFPs and the thin film

thickness is an accurate measure to determine the transport regimes. In this work, we vary

the thin film thickness under different temperatures to determine the length scales at which

the additive regime is valid. These length scales are then compared with the bulk MFPs to

validate the role of bulk MFPs in determining the various transport regimes.

In sec. 3.2, the thermal transport across a prototype model argon–bridge–“heavy argon”

interface (Fig. 3.1(a)) is investigated, with varying layer thickness, L, and temperature, T.

Our results demonstrate the existence of a minimum interfacial thermal conductance, G,

with L when anharmonicity is weak (low T), and the existence of a maximum G with L

when anharmonicity is strong (high T) (Sec. 3.2.4). The minimum thermal conductance

at low T appears at a short L and is due to the competing roles of phonon tunneling and

thermalization. The maximum thermal conductance at high T is a result of two competing

effects of anharmonicity: thermalization and Umklapp scattering. We show that the effect

of anharmonicity on the conductance can be tuned by varying temperature or intermediate

layer thickness, as both parameters can change the number of phonon-phonon scattering

processes. In Section 3.2.5, we study the critical length, Ls, at which the total resistance can

be separated into components as resistances in series. Additionally, we compare the critical

length with the bulk MFPs λb, and demonstrate that Ls is much smaller than λb, suggesting

that the additive regime can be extended to much smaller length scales than the bulk mean

free path, contrary to popular wisdom.

In sec. 3.3, we introduce a new design rule for solid-solid interfaces to potentially best

enhance interfacial thermal transport: nano-engineered, exponentially mass-graded interfaces.
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We extend our results on size effects to this special multilayer system. Our simulations

confirm the key role played by anharmonic phonon-phonon interactions on interfacial phonon

transport and show how the conduction changes with dimensions of the interface.

Much like the single interface system, in the harmonic limit, increasing the number

of layers of the multilayer system, results in better acoustic impedance matching at the

boundaries and higher phonon transmission at those individual interfaces, thus facilitating

thermal transport. On the other hand, adding more layers in the junction decreases the

number of transport channels, eventually hindering the transport. These opposing actions

thus result in increasing the overall conductance initially, then turning into an asymptotic

saturation of thermal conductance when the number of layers is large. At low temperature,

our results exhibit an increase in thermal conductance as the junction thickness increases,

contradicting the usual expectation of decreasing conductace with thickness. This surprising

trend is caused by phonon thermalization via anharmonic processes in the neighborhood of

material boundaries, which enhances thermal boundary conductance beyond the expected

intrinsic decrease. Our results suggest that the influence of a mass-graded junction on thermal

conductance is dominated by the phonon thermalization through anharmonic effects, while

elastic phonon transmission due to better impedance matching plays a secondary role.

Our findings contribute to the fundamental understanding of thermal transport across

phonon-mediated solid-solid interfaces, a phenomena not yet fully understood. Using this

knowledge, we introduce an efficient approach to enhance the interfacial thermal conductance,

optimizing the , which can be critical in the design of more efficient heat dissipation devices,

nanostructures and other applications from CNET self driven shades etc.
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3.2 Size effects on single layer bridged interfaces

3.2.1 Methodology

Figure 1(a) depicts the system studied in this paper, a “bridged interface.” The left and right

contacts as well as the bridge layer share the same face-centered cubic (fcc) crystal structure

with interatomic interactions given by the same Lennard-Jones potential. The boundaries

between adjacent materials are abrupt and clean without any lattice mismatch or defects.

The atomic masses of the left and right materials are ml = 40 amu and mr = 120 amu

respectively, and the atomic mass of the bridge layer is the geometric mean mb = √mrml of

those two. This choice of mb maximizes the enhancement of the conductance by a bridge

layer in the ‘additive’ regime. [59, 88] Since the additive resistance at each interface depends

on the mass ratio, the optimal total resistance is when the mass ratios are equal, giving the

geometric mean. The dissimilar atomic masses cause different vibrational properties in those

materials. To study the dependence of conductance on the intermediate layer thickness and to

determine the critical length Ls to separate the resistances, the bridge layer thickness is varied

from 1 to 60 conventional unit cells (lattice constant a is 0.522 nm), and the temperature T

is set to 0 K, 2 K or 30 K. Further details of the system are provided in section 3.2.2.

By changing temperature, T, we calculate thermal conductance across the system in

three regimes: without anharmonicity (T=0 K), with weak anharmonicity (T=2 K), and

with strong anharmonicity (T=30 K). Conductance at T=2 K, without any anharmonic

interactions, is computed using the Landauer formalism according to

GGF = 1
A

∞∫
0

~ω
2π

∂N

∂T
MT̄dω

classical−−−−→
limit

kB
2πA

∞∫
0

MT̄dω, (3.1)

where A is the cross-sectional area, ~ is the reduced Planck constant, N is the Bose–Einstein

distribution, kB is the Boltzmann constant, M is the number of available propagating modes

and T̄ is the average transmission per mode. MT̄ is determined using Non-Equilibrium
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Figure 3.1: (a) Schematic of a bridged interface. The bridge layer mass is the geometric mean
of masses of the materials at the interface mb = √mlmr. This choice of the bridge layer mass
can maximize the enhancement of the interfacial thermal conductance G in the ‘additive’ limit.
[59,88] (b) The calculated interfacial thermal conductance in the harmonic limit, GGF,fp,(blue
triangles) decreases to saturate with L, while conductance with weak anharmonicity GMD,
T=2 K shows a minimum. (c) The conductance with strong anharmonicity GMD, T=30
K shows a maximum. The shad in (c) denote the uncertainty based on 5 sets of NEMD
simulations. We attribute the rise in the former (red squares) due to thermalization, and the
drop in the latter (black circles) due to Umklapp scattering.
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Green’s Function (NEGF) by MT̄ = Trace[ΓlGΓrG†], with G the retarded Green’s function

and Γl (Γr) the broadening matrix describing the interactions between the device—in this

case, the bridge layer—and the left (right) contact material. The number of modes in each

individual bulk material (Ml/b/r left, bridge and right materials) can be determined using the

same method for calculating MT̄ but with the contacts and device chosen as the same material,

in which case, the average transmission T̄ is unity for each mode. Conductance including

weak and strong anharmonicity are computed using Non-Equilibrium Molecular Dynamics

(NEMD) at T=2 K and T=30 K respectively. Details of our NEGF and NEMD simulations

are presented in section 3.2.2, including tests checking for domain size effects. (GGF in

this paper denotes the harmonic conductance without any anharmonic interactions, but in

principle NEGF can include anharmonic interactions despite the simulation is computationally

expensive. [94,95]) To calibrate the conductances from NEGF (GGF ) and NEMD (GMD), the

high temperature limit of Eq. 3.1 is used in NEGF calculations (~ωmax � kBT, with ωmax the

maximum vibrational frequency of the system), so that phonons across the whole spectrum

contribute equally to transport as in the classical limit. Furthermore, contact resistance is

excluded from GGF using

GGF,fp = GGF
∆Tc

∆Ti

, (3.2)

,where ∆Ti and ∆Tc are temperature differences at the interface and between the contact

baths in NEMD simulations at T=2 K, as illustrated in Fig. 3.2(a) of the section 3.2.3.

In this way, the two-probe conductance measurement from NEGF is converted to a four-

probe measurement that captures only temperature drops at the interface. The four probe

conductance in NEGF without using the temperature differences from NEMD is provided in

sec. 3.2.3. NEMD simulations were performed by Rouzbeh Rastgar from the Norris research

group at UVa.
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3.2.2 Simulation Details

We study thermal transport across bridged interfaces shown in Fig. 1(a). In this study, all

material properties (interatomic potentials, crystal structures and lattice constants) except

the atomic masses stay invariant throughout the whole system. The crystal structure for

the three components is face-centered cubic, with one atom per primitive unit cell, and

the lattice constant a is 0.522 nm. Interfaces are abrupt, free of defects and without any

lattice mismatch. The atomic mass in the bridge layer is the geometric mean of the contact

masses mb = √mlmr (ml=40 amu, mr=120 amu and mb=69.28 amu), thus its impedance

and vibrational spectrum bridge those of the contacts. The bridge layer thickness L is varied

from 1 u.c. (a) to 60 u.c. (a), and the ambient temperature is set to either 0 K, 2 K or 30 K.

The Lennard-Jones (LJ) potential is used to describe the interatomic interactions:

ULJ(rij) = 4ε[(σ/rij)12 − (σ/rij)6], with parameters ε = 0.0503 eV and σ = 3.37 Å. These

parameters are identical to those in our previous works. [59, 88] The cut-off distance for the

potential is 2.5σ, which includes atomic interactions up to 5th nearest atomic neighbors. In

our harmonic Green’s function calculations, the interatomic force constants come from the

2nd order expansion of the same LJ potential, and the interactions also include up to 5th

nearest atomic neighbors. To benchmark the two methodologies used to compute thermal

conductance, NEMD and NEGF simulations, we calculate the conductance of an abrupt

interface, without the bridge layer. The conductance of such a system given by NEMD at 2 K,

GMD is 71.71±0.36 MWm−2K−1, and given by harmonic NEGF without contact resistances

(by approach (b) in sec. 3.2.3) in the classic limit GGF is 70.14 MWm−2K−1. These values

show excellent agreement with each other, allowing us to compare results from these two

methods.

NEGF simulations are performed with 200 grid points, sampling the frequency interval

from 0–40 Trad s−1 and a 100×100 wavevector mesh, sampling the Brillouin zone of an FCC

conventional unit cell. All simulation results exclude the contact resistances (see details in

sec. 3.2.3).
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NEMD simulations are performed using the LAMMPS software with a domain size of

10× 10× 302 conventional unit cells. [96] One atomic layer at each end of the domain is set

as a wall, and periodic boundary conditions are imposed along x and y directions. Langevin

thermostat is used to add heat from the left side and remove heat from the right side with 2 fs

time step. The bath at each side is 50 unit cells thick, and the bath temperature is maintained

at Tbath = (1±0.1)T with a time constant of 1.07 ps. Such thermostat setup ensures sufficient

phonon-phonon scattering to prevent potential size effects at low temperatures. Following

previous work [59,88], comprehensive tests of size effects have been performed. The results for

system sizes and temperatures relevant to the present work are summarized in Table 1, and

no significant impact on the interfacial thermal conductance from those factors was observed.

Table 1: Size effect tests for NEMD simulations on the thermal conductance of a bridged
interface (MWm−2K−1). All these tests are done on a L=20 u.c. system using 5 independent
simulations.

G (MWm−2K−1)

Size (u.c.) 90 120 240 300

T = 2 K 84.39±0.53 85.18±0.36 86.71±0.21 86.66±0.63

T = 30 K 124.98±0.38 126.24±0.49 132.63±0.73 131.24±1.96

Thermal expansion of the system was also taken into consideration. To find the tempera-

ture dependence of the lattice constant a(T), we fitted it to the following function using the

isothermal-isobaric ensemble under zero pressures:

a(T) = 5.2222 + 0.0004T + 10−6T2 − 4× 10−9T3Å. (3.3)

where T is in Kelvin. The thermal conductances reported in this paper are the average of 5

sets of simulations with randomly generated initial atomic velocities. The conductance is
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computed by dividing the heat flux over the temperature drop across the bridge interface

(∆Ti in Fig. 3.2). The temperatures at the edges of the contacts used to calculate ∆Ti result

from a linear extrapolation of the temperature profile within each contact.

3.2.3 Temperature profile and contact resistance

The harmonic thermal conductance calculated using the Landauer formula (Eq. 3.1) yields a

two-probe measurement of conductance, which is the heat flux over the temperature difference

between the baths (shown as ∆Tc in Fig. 3.2(a)). To convert this value to a four-probe

measurement of conductance using the temperature difference immediately at the interface

(∆Ti in Fig. 3.2(a)), we deduced the contact resistances following two approaches:

(a) To fairly compare calculations from NEGF with those from NEMD under weak

anharmonicity (T=2 K), we combined the temperature differences from NEMD simulations

with Eq. 3.2. Thus, the four-probe conductance inferred from NEGF is given by GGF,fp =

GGF
∆Tc

∆Ti
. The corresponding four-probe conductances GGF,fp are shown as blue triangular

symbols in Fig. 3.1(b) and Fig. 3.3.

(b) Instead of using the temperature differences obtained from NEMD simulations, we

can use the temperature differences in Green’s function simulations. This requires assigning

a temperature to the non-equilibrium distributions between the baths (T1e and T2e shown

in Fig. 3.2(a)). Under the equilibrium assumption [87,97], T1e and T2e can be expressed as

T1e = T1 + (T2 −T1)GGF/(2G1) and T2e = T2 − (T2 −T1)GGF/(2G2), where GGF is the

two-probe conductance for the whole system and, G1 and G2 are the conductances of the

pure contact materials. As a result, the four-probe conductance can be written as [87, 88, 97]:

GGF,fp = GGF ×
1

1− 1
2 [GGF

G1
+ GGF

G2
]

(3.4)

The four-probe conductances GGF,fp calculated by this method are shown as green triangular

symbols in Fig. 3.3.
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Figure 3.2: (a) The temperature profile at T=2 K when L=60 u.c.. ∆Ti and ∆Tc are
temperature differences at the interface and between the bath contacts respectively. (b) The
temperature profile at T=30 K when L=50 u.c.;∆Tl and ∆Tr are the temperature drops
at the left and right boundary respectively, ∆Tb is the temperature drop within the bridge
layer and ∆Ti is the total temperature drop at the bridged interface.
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Figure 3.3: The interfacial thermal conductance in the harmonic limit by method (a)
(GGF,fp, (1)) and method (b) (GGF,fp, (2)) in section 3.2.3, compared to the conductance with
weak anharmonicity GMD, T=2 K.

3.2.4 Minimum and maximum conductance versus bridge layer

thickness

Depending on the anharmonic scattering rates (as controlled by temperature), the conductance

across the bridged interface exhibits different trends as the thickness of the intermediate layer

increases (Figs. 3.1(b) and 3.1(c)). With zero anharmonicity, GGF,fp initially decreases and

quickly saturates at ∼ 2 nm (Fig. 3.1(b)). With weak anharmonicity, an initial decrease of

GMD at T=2 K is followed by an upward trend (Fig. 3.1(b)), resulting in a local minimum in

conductance with respect to bridge layer thickness. Finally with strong anharmonicity, GMD

at T=30 K decreases after ∼ 5 nm following Fourier’s law (Fig. 3.1(c)). In this section,

each trend is explained in terms of three different transport mechanisms: phonon tunneling,

thermalization processes, and intrinsic resistance by Umklapp scattering.

Phonon tunneling explains the decreasing trend of G versus L in the harmonic limit or
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at low temperature (T=2 K) in Fig. 3.1(b). By “phonon tunneling,” we refer to a non-zero,

elastic phonon transmission across a bridged interface via an evanescent vibrational wave

in the intermediate (bridge) layer. Contrary to propagating waves, i.e. eigenvectors of

the harmonic equation of motion whose amplitudes are constant along the crystal (normal

phonons), evanescent waves decay exponentially in the crystal and thus cannot carry heat over

long distances. Nevertheless, for layer thicknesses shorter than the decay length, evanescent

waves can bridge propagating waves or phonons across two materials. [98, 99]

(b)(a)

1 5 10 15 20

 (nm)

10
-10

10
-5

10
0

lo
g

[ 
  

  
  

  
  

  
  

 ]

=16 Trad s-1

Figure 3.4: At frequency ω=1.6 Trad s−1, (a) transmission for modes at κt⊥=(π/a, π/a) is an
exponentially decaying function of L, where a = 0.522 nm is the conventional unit cell lattice
constant; (b) number of modes in the left (Ml), bridge layer (Mb) and right (Mr) material
respectively, showing an absence of modes in the bridging layer (black circles) leading to
tunneling.
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Phonon tunneling can be unambiguously identified in the harmonic limit, where nonzero

transmission across the bridged interface is only possible if phonons conserve energy and

transverse wavevector κ⊥ (in the boundary plane). Conservation of κ⊥ results from the

transverse symmetry of the abrupt material boundaries of our system free from impurities,

defects, lattice mismatch or interatomic mixing. Phonons across such boundaries are not

acted upon by any force in the transverse directions, and hence do not have any momentum

(velocity) scattering in those directions.

Evidence of phonon tunneling in our system is given in Figure 3.4. Figure 3.4(a) shows MT̄

versus L for phonons at frequency ω=16 Trad s−1 and transverse wavevector κt⊥=(π/a, π/a).

MT̄ arises from phonon tuneling because there are available propagating modes or phonons

at κt⊥=(π/a, π/a) only in the left and right contact materials but not in the bridge layer (see

circled regions in Fig. 3.4(b)). Thus vibrational energy transport across the bridge is only

possible via evanescent modes. Also, MT̄ decreases exponentially with length, are expected

for heat-carrying evanescent waves. At κt⊥=(π/a, π/a) there are similar phonon tunnelling

contributions to conductance for frequencies between 15 and 16 Trad s−1, where propagating

modes are available only in the contacts but not in the bridge (see Fig. 3.5).

Phonon tunneling sets in when the bridge modes at a given (ω,κ⊥) fall significantly below

the mode counts in the contacts, not just when the former is zero. The sum of the decaying

transmission of all evanescent vibrations in the bridge material results in a decreasing trend

of MT̄ and thus of GGF at short L (Fig. 3.1(b)). When the contribution to MT̄ from phonon

tunneling becomes negligible, MT̄ and GGF saturate because the Fabry-Perot oscillations in

the transmission due to wave interference are partially destroyed by the sum over phonons

with different wavelengths and then further averaged out by the integral over frequency.

Phonon tunneling and the initial decrease in GGF vs. L can also be explained from another

equivalent point of view from electrons, the Metal Induced Gap States (MIGS), using local

density of states (LDOS). When L is very short, the LDOS in the bridge layer is permeated

with levels from the contact materials that are not present in the DOS of the bulk bridge
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Figure 3.5: The projected phonon dispersion of left (red), right (blue) contact materials and
of the bridge (yellow) layer when κt⊥= (π/a, π/a). In the frequency range ω ∈ (15 ∼ 16)
Trad s−1, the number of phonon bands in the contacts is 4, while in the bridge layer is none.
Thus non-zero MT̄ in this range is due to phonon tunneling. There are four atoms in the fcc
conventional unit cell, so each line represents 4 degenerate bands.

material, which may allow phonon transport across the interface. However, as L increases, the

LDOS of atoms in the bridge layer away from the boundaries recovers the DOS of the bulk

bridge material, and the extra transport levels assisting conduction disappear. This example

emphasizes the importance of interfacial eigenmodes when considering transport. [100–102]

When weak anharmonicity is included (T=2 K), conductance follows the harmonic limit

behavior at short length, then deviates from it and starts increasing with L (Fig. 3.1(b)).

This increase results from thermalization processes, which can be analyzed using the spatial

energy distribution of normal modes (Fig. 3.6). To that end, we apply a wavelet transform

on the time series of atomic velocities during MD simulations and obtain their kinetic energy

density spectra as a function of both spatial position and wavevector; details of the calculation

are the same as those in our previous publications. [103] The kinetic energy density along

longitudinal 〈001〉 modes is converted to an equivalent temperature Tequiv(z,κκκ) and plotted
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Figure 3.6: (a) The kinetic energy density distribution along longitudinal 〈001〉 modes when
L is 6 u.c., 20 u.c. and 60 u.c. respectively. Modes with wavevector κrlκrlκrl in left and κrbκrbκrb in bridge
layer material have the same frequency as the cut-off frequency in the heavy material (right
contact material). zl and zr denote the location of the left and right boundaries. Phonons
above the cut-off frequency of the heavy material accumulate in the left and in the bridge
materials at 2 K. (b, c) The energy density difference between 60 u.c. and 20 u.c. systems at
the 5 nm regions in the left and right materials close to the left boundary (zl-5 nm to zl) and
right boundary (zr to zr+5 nm), showing signature of thermalizaiton where high frequency
phonons on the left scatter to low frequency regimes and transport across the interface. (d)
Dispersion curves of the longitudinal phonon branches in the three different materials and
relationship with the critical wavevectors, κrlκrlκrl , κblκblκbl , and κrbκrbκrb.

for bridged interfaces with L equal 6, 20 and 60 u.c. in Fig. 3.6(a). Phonons above the cut-off

frequency of the heavy material (right contact) ωcutr , corresponding to those with wavevector

larger than κrl in the left or κrb in the bridge material (see Fig. 3.6(d)), accumulate in the

left and bridge materials at 2 K (i.e., energy density in those modes is much higher than

lower-wavevector modes). This indicates that phonons almost transport elastically at the

average temperature of 2 K, and those phonons with frequencies higher than ωcutr cannot

transmit. The energy density can also be plotted for the transverse modes and shows similar

behaviour, albeit at a correspondingly lower cut-off frequency than the longitudinal modes.
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We further analyze the difference in energy density distributio of bridged interfaces with

L=60 u.c. (31.32 nm) and L=20 u.c. (10.44 nm). Figure 3.6(b) shows such difference before

the left boundary (from zl-5 nm to zl, where zl is the location of their respective left boundary),

and Fig. 3.6(c) shows the difference after the right boundary (from zr to zr+5 nm, where zr

is the location of their respective right boundary). Just before the left boundary (Fig. 3.6(b)),

T(L=60 u.c.)-T(L=20 u.c.) < 0 K when κκκ > κrlκ
r
lκ
r
l or ω > ωcutr , and the inequality reverses

when κκκ < κrlκ
r
lκ
r
l or ω < ωcutr . This implies that when the bridge layer thickness L increases,

more energy above ωcutr scatters to frequencies below ωcutr . Just after the right boundary

(Fig. 3.6(c)), the energy density is greater in the 60 u.c. system in all frequency regimes.

This indicates that phonon transmission is greater to the right material, consistent with the

observed higher conductance for the thicker intermediate layer (Fig. 3.1(b), GMD, T=2 K).

We conclude that as the bridge layer thickness L increases, more high frequency phonons

with low or no transmission scatter via weak anharmonic interactions to frequencies below

ωcutr where transmission is higher, thereby bringing up the conductance in Fig. 3.1(b)(c).

That thermalization processes initially drive the increase in conductance with bridge

layer thickness L can also be verified by comparing the slopes of G versus T for systems

with different layer thicknesses (Fig. 3.7(a)). G generally increases linearly with T for an

abrupt interface due to thermalization [103, 104]. Increasing T increases the anharmonic

scattering rates that scatter high frequency phonons to low frequency regimes, and facilitates

broadband transport [103,104]. Larger slopes indicate this kind of scattering-assisted transport

enhancement is larger. Compared to the abrupt interface, the bridged interface conductance

G increases with T with a larger slope, and this slope increases with L. Accordingly, we

conclude that increasing the bridging layer thickness introduces more thermalization processes

and thus increases the conductance.

As temperature T rises further and the bridge layer thickness L increases, the conductance

of the bridged interfaces ultimately decreases (Fig. 3.7(b) and Fig. 3.1(c)) at 30 K. This

happens when strong anharmonicity is present, and arises from Umklapp back scattering
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Figure 3.7: (a) At short length, conductance G increases with T with a larger slope than
that of an abrupt interface. Meanwhile, the longer the bridge layer thickness, the larger
the conductance and the slope. These increases are due to thermalization. (b) When the
bridge layer thickness is large enough, increasing T tends to decrease the conductance due to
Umklapp scattering.

processes, where phonons moving in the transport direction are scattered to phonons with

opposite velocity. We thus conclude that weak anharmonicity can effectively increase phonon

transport across moderately thick bridging interfaces by increasing thermalization, while

strong anharmonicity can reduce phonon transport across thick interfaces by increasing

resistive scattering.

Our results show that the bridge layer thickness L can be used as another parameter to

tune the strength of anharmonicity in addition to temperature T. The effects of these two

parameters can be explained by the scattering processes similar to the Fermi’s Golden Rule.

Take the three-phonon decay scattering rate derived from Fermi’s golden rule as an example:

Γ−j = 1
N

∑
j′j′′

~π
4
N ′0 +N ′′0 + 1
ωjωj′ωj′′

|V −jj′j′′ |2δ(ωj − ωj′ − ωj′′) (3.5)

, where N ′0 (similar for N ′′0 ) is the Bose-Einstein occupancy for mode ωj′ (or mode ωj′′)

and V −jj′j′′ is the three-phonon anharmonic scattering matrix element relating modes j, j′
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and j′′. [62,105] Increasing the bridge layer thickness L increases the space for phonons to

interact with each other, i.e, increases the scattering phase space ∑j′j′′ δ(ωj − ωj′ − ωj′′).

Meanwhile, increasing the temperature T increases the displacement of atoms, which increases

the occupation of phonons N ′0 +N ′′0 + 1.

3.2.5 Length scale to separate resistance Ls versus mean free path

λb

The Boundaries and the bridge layer of a bridged interface system contribute to the total

thermal resistance (Rtot = 1/G) in two different ways. In the ballistic transport regime,

phonons transport through the bridge layer without any backscattering, thus the major

contribution to the resistance stems from the boundaries. On the other hand, if the system is

in the diffusive regime, both boundaries and the bridge layer contribute to the total resistance,

and their resistances can be summed together. In addition, the bridge layer resistance behaves

as an intrinsic resistor following Fourier’s law, while the boundary resistances should be

independent of each other and of the bridge layer thickness L.

We quantified the boundary resistances (Rl,by,Rr,by are resistances for the left and right

boundary respectively) and the intrinsic resistance of the bridge layer (Rb) as the ratio of

temperature drop over heat flux, such that:

Rl/r,by = ∆Tl/r/q = [(∆Tl/r/∆Ti]Rtot

Rb = ∆Tb/q = [∆Tb/∆Ti]Rtot

(3.6)

, where ∆Tl and ∆Tr are the temperature drops at the left and right boundary respectively,

∆Tb is the temperature drop within the bridge layer and ∆Ti is the total temperature drop

across the bridged interface (as illustrated in Fig. 3.2(b) in section 3.2.3).

The near zero value of Rb at 2 K indicates the majority of phonons transport ballistically

through the bridge layer, and all scattering events leading to resistance happen at the
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Figure 3.8: (a) The thermal boundary resistance Rby (open square) and the thermal resistance
in the bridge layer Rb (solid up-triangle) at 2 K (red) and 30 K (black); Note the linear increase
of Rb versus L and the constancy of boundary resistances indicating the Ohmic behavior at
30 K. (b)Bulk mean free path of the bridge layer λb from normal mode decomposition. A
quite small percentage of the modes, which have frequencies below 5 Trad s−1 are expected
to propagate ballistically while the rest follow a diffusive process.

boundaries (Fig. 3.8(a)). Rby (Rby=Rl,by+Rr,by) decreases with L, in agreement with the

previous discussions on G versus L, suggesting that all benefits on the conduction by
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thermalization processes are at the boundaries. The ballistic feature of Rb ∼ 0 µm2KW−1

also suggests that the resistance cannot simply be treated as resistances in series at 2 K.

At 30 K, the trends of resistances versus L reverse, indicating that bridge interfaces with

layer thickness larger than ∼5 nm are in a diffusive transport regime, and the resistances

can be treated as resistances in series. This is supported by the following observations.

First, Rby does not change with L, suggesting Rby is not influenced by the bridge layer

thickness. Second, comparing the bulk mean free path of the bridge layer material λb at

30 K (Fig. 3.8(b)) with the bridge layer thickness L (λb is computed by the normal mode

decomposition technique [106]), only a few phonons have bulk mean free paths longer than

60 u.c. (L=31.3 nm). This L independence of Rby indicates the L=60 u.c. system is almost

in the diffusive limit, and Rby from ∼5 nm is the same as Rby in the diffusive limit (Rby at 60

u.c.). Last but not the least, the intrinsic resistance of the bridge layer Rb increases linearly

with L, demonstrating a behavior following the Fourier’s law. Note that Rby at 5 nm is the

same value as Rby in the L=60 u.c. (31.3 nm) system. This indicates that the resistances

can be treated as resistances in series from a very short length scale(∼5 nm). The majority

of phonons have λb longer than 5 nm at 30 K. Therefore, the common criterion for diffusive

transport λb < L appears to be stricter than necessary. The reason could be that the bulk

junction material MFP does not take the interface scattering, which can be quite large, into

consideration.

3.3 Size effects on multilayer bridged interfaces

In the previous section, the size effect on a single layer bridged interface is studied. In this

seciton, we extend the geometric idea [88, 103] to a multiple layer bridged interface – the

exponential mass-graded interface. This idea is an analogy to the design for best refractive

AR coatings. [107, 108] This design for a multilayer bridged interface is illustrated in Fig. 3.9.

The atomic mass of each layer (mn) is defined as the geometric mean relative to the masses
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of its neighboring layers, which would generate an exponential rule of the atomic masses

relative to the left contact mass (ml):

mn = mle
ζn, (3.7)

with ζ = ln (mr/ml)/(Nl + 1).
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Figure 3.9: (a) Schematic of a mass-graded interface with Nl layers. In this case, each layer
has a thickness of 2 unit cells (t = 2 u.c.) and the thickness of the junction is L = t×Nl u.c.
(b) The spatial variation of masses for Nl=1 and Nl=5 (t=2 u.c.). ml and mr are 40 a.m.u.
and 120 a.m.u. respectively and a is the lattice constant for 1 u.c. This figure is reproduced
from ref. [59]

We compared this exponential mass-graded interface with the single interface system in the

previous section, and we show that this choice of mass can lead to 2 times larger enhancement

(∼ 56% enhancement compared with abrupt interface 102.40±1.70 MW m−2 K−1) than

the single layer bridged interface (∼ 23% enhancement) if the mass ratio mr

ml
= 3. We also



3.3 | Size effects on multilayer bridged interfaces 55

compared this exponential mass graded interface with the linear mass-graded interface, and

showed the conductance can be maximally enhanced by 308% for the exponential mass-graded

interface, compared to 289% given by the linear grading when the mass ratio is mr

ml
= 10. All

these comparisons and discussions are in ref. [59].

The focus of this section is to discuss size effects on a multilayer bridged interface from

the harmonic limit to the anharmonic limit. The enhancement by this geometry and design is

not within the scope of the size effects study, and can be found in ref. [59]. The simulations

for the exponential mass-graded interface are the same as the ones for the single layer bridged

interface. The only difference is that the multilayer setup and the choice of mass followed

the exponential rule. The following content is reproduced in part with permission from [59]

coauthored with Rouzbeh Rastgar, Carlos A. Polanco, Nam Q. Le, Avik W. Ghosh and

Pamela M. Norris. Copyright [2019] Royal Society of Chemistry. Cite This: Nanoscale,

2019,11, 6254-6262. NEMD simulations were performed by Rouzbeh Rastgar from the Norris

research group at UVa.

3.3.1 Harmonic limit

The analysis of our mass-graded interfaces in the harmonic limit is simplified using the system

symmetry. Since all the material boundaries are perfectly abrupt, the potential energy is

translationally invariant in the transverse direction, parallel to the boundaries. Thus, the

force in that direction is zero and only phonons that conserve their transverse momentum or

wavevector (k⊥) can contribute to thermal transport. We define the number of combinations

of phonons that conserve momentum along the system as the number of conserving channels

Mc and count them using [88]

Mc(ω) =
∑
k⊥

min
α
Mα(ω, k⊥), (3.8)

http://dx.doi.org/10.1039/C8NR09188A
http://dx.doi.org/10.1039/C8NR09188A
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Figure 3.10: Ghl vs. Nl in the harmonic limit. Ghl quickly saturates as Nl increases. This
figure is reproduced from ref. [59].

with α varying over the contacts and intermediate layers. Mα is the number of propagating

modes in material α, which can be obtained by calculating MT from NEGF for each bulk

material. In that case, the transmission for each mode is unity and thus MT = M . Since

the conserving modes are the only ones that contribute to transport, we define an average

transmission over those modes as Tc(ω) = MT (ω)/Mc(ω). Replacing MT in Eq. 3.1 by McTc

allows us to separate Ghl into a phase space of available transport channels, Mc, and its

average phonon transmission, Tc.

Figure 3.10 shows the conductance across mass-graded interfaces in the harmonic limit. As

the number of intermediate layers Nl increases, the harmonic conductance initially increases

but saturates after Nl > 5 . This trend is due to the interplay (see Eq. 3.1) between increasing

transmission Tc (Fig. 3.11(a) and (d)) but decreasing number of transport channels Mc

(Fig. 3.11(a) and (c)). The gain in Tc is due to the decrease in thermal impedance (acoustic

impedance in linear dispersion regime) mismatch between adjacent layers [1, 109]. This gain

happens mostly below 10 Trad/s (Fig. 3.11(d)) and is responsible for the increase of MT (ω)
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over the same frequency range (Fig. 3.11(b)) since Mc does not change much in that range.

Note that the cut-off frequency for the lowest acoustic branch is 10.98 Trad/s, which seems

to suggest that decreasing the mass mismatch helps phonon transmission for states with

similar polarization (Fig. S1). The monotonic decrease of Mc follows from Eq. 3.8 as adding

more intermediate layers can only decrease the minimum of modes at each k⊥ and ω. The

interplay between Mc and Tc yields a modest conductance enhancement in the saturated

regions (Nl > 5 in Fig. 3.10), between 11% and 17%.

The saturation of Ghl follows from a combined saturation of Mc and Tc. Mc(ω, k⊥) is

obtained taking the minimum of modes (Eq. 3.8) over a set of materials with the same force

constants and crystal structure, but with masses varying exponentially from one contact to

another. Thus the dispersions and Mα(ω, k⊥) for those materials change gradually according

to the mass. As Nl increases, the interval of this function is sampled more finely by the set of

Mα(ω, k⊥), and thus Mc saturates to the lower bound. The transmission enhancement also

saturates as it approaches its maximum value, unity (Fig. 3.11(d)).

The conductance of a mass-graded junction does not only depend on the number of

layers, but also depends on the thickness of each layer t (Fig. 3.10). Thin layers yield larger

conductance, but this enhancement disappears at about t = 3 u.c. We attribute the sharp

increase in Ghl when the layer thickness is ultra-thin to phonon tunneling. For very thin

layers (in our case, 2–3 conventional unit cells), phonons can tunnel even when the middle

layers do not have propagating modes at a particular ω and momentum k⊥ but the adjacent

materials do. The transport of those extra phonons across the system enhances the overall

conductance. This phenomenon was previously observed by English et al. [86] and Liang and

Tsai [84] and they related it to the resulting sharp and narrow density of states associated

with the thin film which can influence the elastic vs. inelastic thermal transport at the

boundaries.
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Figure 3.11: (a) Normalized values of Ghl, Mc, and Tc with respect to the abrupt interface vs.
Nl. Mc =

∫∞
0 Mc(ω)dω and Tc =

∫∞
0 Tc(ω)dω. Tc increases whileMc decreases withNl, leading

to the saturation of Ghl. NEGF results of (b) number of modes times transmission MT(ω),
(c) number of available modes Mc(ω) and (d) average transmission Tc(ω) = MT (ω)

Mc(ω) when Nl

is 0 (abrupt), 1, 2 and 6. All simulations are performed for t = 6 u.c. Enlarged versions of
figures (b)-(d) can be found in the Supplemental Information for a better visualization. This
figure is reproduced from ref. [59].

3.3.2 Weakly anharmonic limit

Surprisingly, at low temperature when anharmonicity is weak, the trend of G vs. Nl from our

NEMD simulations (Fig. 3.12(a)) differs from that obtained in the harmonic limit by NEGF.

We were expecting similar trends because at low temperature (T = 2 K, which is about 1%

of the melting temperature), atomic displacements in our NEMD simulation are small and

thermal transport should be mostly harmonic. Nevertheless, this expectation seems to hold
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only for systems with t = 1 u.c. and Nl < 10, where we see a peak followed by a saturation

(Fig. 3.10 and 3.12(a)). We have verified that the observed trends do not result from size

effects on the simulation domains (see section A in Supporting information).
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Figure 3.12: G vs. Nl in the presence of anharmonicity at T = 2 K when the layer thicknesses
vary from 1 u.c. to 6 u.c. (a) NEMD results. G increases almost linearly with Nl. Furthermore
thicker layers yield larger Gal. b) additive limit (Eq. 3.9). Gal increases with Nl and quickly
saturates. This figure is reproduced from ref. [59].

The increasing trend of G vs Nl in our ultra-low temperature NEMD simulations (Fig. 3.12)

is not dictated by additive phonon transport either. In the additive limit, the conductance of

the system, Gal, can be defined as the inverse of the sum of resistances:

1/Gal =
Nl∑
i=1

1/Gblk,i +
Nl+1∑
j=1

1/Gint,j, (3.9)

where 1/Gblk,i = t/κi is the resistance intrinsic to the ith intermediate layer, κi is the intrinsic

thermal conductivity of material i and 1/Gint,j is the interfacial resistance for the jth boundary.

We neglect 1/Gblk,i in our analysis since it is significantly less than 1/Gint,j at T = 2 K. For

instance for a mass-graded interface with t = 6 u.c. and Nl = 5, the temperature drop at
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the interfaces is 93% of the total drop between the contacts (Fig. S2). Figure 3.12(b) shows

the trend of Gal vs. Nl with each Gint,j calculated on a single, independent boundary using

NEGF and neglecting 1/Gblk,i. Gal initially increases as neighboring layers become more

similar and then saturates. The saturation is not seen in NEMD results and thus we conclude

that the monotonic increase of conductance at very low temperatures results from neither

purely harmonic nor additive transport.

The increasing trend in Fig. 3.12 hints at the important role played by phonon-phonon

interaction in enhancing the conductance of mass-graded interfaces. Conductance seems to

increase linearly with Nl and the slope increases with t. Larger Nl and t values result in a

thicker total junction length, L, which allows more phonon-phonon scattering in this region.

Given the conductance increases as phonon-phonon scattering increases, we hypothesize that

scattering promotes thermalization that helps high frequency phonons with lower chance of

transmission jump to modes with lower frequencies and higher transmission. This behavior

is similar to the linear increase of interfacial thermal conductance with temperature, in

which stronger anharmonicity contributes to better thermalization in the neighborhood of

the interface [88, 103].

The contributions to the enhancement of G from both anharmonicity and elastic phonon

transmission are further analyzed in Fig. 3.13. Conductance increases with L with a similar

slope when t >1, suggesting that anharmonicity constitutes the major contribution in the

enhancement. This idea is further supported by comparing the enhancement from varying

Nl while fixing L (i.e. varying phonon transmission at a fixed strength of anharmonicity)

with the results from fixed Nl while varying L (varying the strength of anharmonicity with

fixed phonon transmission). Figure 3.13 suggests that the contribution from the latter is

larger than the former. To make this argument quantitative, we turn to the conductance

values shown in the inset of Fig. 3.13. At a fixed L = 30 u.c., doubling Nl results in only 3%

enhancement in G, whereas at a fixed Nl, increasing L from 30 to 60 u.c. results in more

than 7% improvement in conductance. When fixing L, the enhancement would solely be
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Figure 3.13: Interfacial thermal conductance values from NEMD simulations at T = 2 K
for different junction thicknesses. Each color represents a different sub-layer thickness. Note
that total thickness L = Nl × t. Sample error bars are shown at L = 8, 16, 24, 32, 40, and
48 u.c. (inset) conductance values are shown for three cases of varying number of layers,
layer’s thickness and junction thickness based on an linear fitting in Fig. 3.14. This figure is
reproduced from ref. [59] and provided by Rouzbeh Rastgar from Norris research group.

due to increases in phonon transmission at the boundaries; however, this enhancement is

very small without the presence of anharmonicity. Bridging layers not only introduce better

matching at each boundary, but also provide phonons with opportunity for thermalization,

providing thereby a larger contribution to the overall enhancement.

The values of G in the weak anharmonic limit (Fig. 3.12(a) and 3.13) are bounded by

those in the harmonic limit (lower bound) (Fig. 3.10) and those in the additive limit (upper

bound) (Fig. 3.12(b)). Also, as Nl or L increases, G seems to transition from the harmonic

to the additive limit. To quantify the ratio of harmonic vs. additive phonon transport across

the junction, we define a quantity β such that G = βGhl + (1− β)Gal, where the harmonic
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Figure 3.14: Interfacial thermal conductance values from NEMD simulations at T = 2 K
versus junction thickness. The square markers represent data from NEMD simulations while
the solid lines represent linear fittings to the data. This figure is reproduced from ref. [59].

conductance Ghl is obtained from NEGF (Eq. 3.1) calculations across multiple layers in

the same way Fig. 3.10 was obtained, while the additive limit conductance Gal is obtained

from Eq. 3.9 by adding NEGF calculations at single boundaries exactly like Fig. 3.12(b)

was obtained. Figure 3.15 shows that as Nl increases, G approaches the additive limit and

thus β decreases, meaning less phonons can transport across all the interfaces without being

scattered by other phonons. This is consistent with our conjecture that the bridging layers

facilitate more phonons participating in the thermalization process.

3.4 Conclusion

First, we studied the size effect of bridging layer thickness on the thermal conductance of

a single layer bridged interface. Our results demonstrate the existence of a minimum and

also eventually a maximum conductance by varying either temperature or layer thickness.

These phenomena are due to the dual roles of anharmoncity in that it can either enhance
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Figure 3.15: Contribution to G from harmonic vs. additive phonon transport across various
mass graded junctions (G = βGhl + (1− β)Gal). β = 1 represents purely harmonic transport
while β = 0 purely additive transport.This figure is reproduced from ref. [59].

or hinder phonon transport. The minimum thermal conductance is a result of “phonon

tunneling” plus thermalization effects in presence of weak anharmonicity. The maximum

thermal conductance is due to additional Umklapp scattering with strong anharmonicty.

Furthermore, we demonstrated that additivity of thermal resistances can occur at a much

shorter layer thickness than the bulk mean free path of the intermediate layer. This indicates

the comparison between bulk mean free path and intermediate layer thickness is too strict

a rule and irrelevant to determine transport regimes for thin films bridging two materials.

Instead, it is set by an equivalent interface scattering MFP when the interfacial scattering

dominates.

We further studied size effects in multilayer exponential mass-graded interfaces from the

harmonic o the anharmonic limit, and we showed that all the physics found in single layer

bridged interface can be applied to the multilayer bridged interface. In the harmonic limit,

the bridge lowers the conductance due to few conserving modes, while in the anharmonic
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limit, the anharmonicity enhances the thermal conductance due to added inelastic Umklapp

scattering channels.



Chapter 4

Artificial heterostructures:

superlattices for a microscopic

understanding of coherence

4.1 Introduction

“Anomalous heat conduction” [110,111], referring to the breakdown of the classic Fourier’s law,

is when thermal conductivity κ increases almost linearly with material dimension L. This so

called “anomalous conduction” is no longer anomalous since it is the well-known conductance

behavior in the ballistic transport regime. In mesoscopic devices, the “ballistic regime” refers

to a regime where there is little to no resistivity to phonon transport when across materials

or nanostructures. A characteristic length, the mean free path (MFP), is introduced to

distinguish between ballistic transport regime and diffusive transport regimes [112]. MFP

is defined as the average length that a carrier (in this case, phonon) can travel freely before

its momentum is changed by scatterings. [113] In thermal conduction, momentum scattering

centers that lead to finite MFP include nonlinear atomic interactions, defects, impurities,

interfacial mismatch and roughness. In bulk materials, these scattering effects are taken

65
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into consideration by calculating the scattering rates and phonon lifetimes [114], while in

heterostructures, the MFP can be extracted by plotting the spatial variation of spectral

heat current versus the system dimensions by either Non-Equilibrium Green’s Fuction

(NEGF) or by Non-Equilibrium Molecular Dynamics (NEMD) . [115,116] These theoretical

advancements along with new achievements in nanotechnology [7, 117] open up a window

towards tailoring thermal conductivity, by material dimensions, when the mean free path

exceeds that dimension. [4, 6, 118,119]

Another characteristic length that can be used to tailor thermal conductivity with

device dimensions is the coherence length (lc). Coherence length is of great interest due to its

important role in utilizing the wave nature of phonons. [26,120] A notable example can be found

in phononic crystal. [23, 25, 26] Bandgaps in the acoustic phonon frequency range, engineered

by tweaking the periodicity of phononic crystals, can significantly reduce thermal conductivity

at room temperatures. Some of the low frequency phonons, which are the dominant carriers

at room temperature, no longer exists inside the bandgaps. Another topic that has attracted

attention is the size effect governing coherent phonons in superlattices. [121–123] Superlattice

is a hetero-structure with two length scales and a large volume density of interface scattering

centers. The period thickness and total sample thickness can be systematically varied

in nanofabrication to study their impact on transport mechanisms of heat carriers. One

particular phenomenon observed when varying the length scale of superlattices is a minimal

thermal conductivity κSL (corresponding to a length scale denoted as dSL0) of the superlattice

structure. [24, 124] Below dSL0, an increasing dSL leads to a decreasing κSL due to the

formation of band structures of SLs; above dSL0, an increasing dSL leads to an increasing

κSL due to the reduced number of interface resistances. [124,125] The former is referred to

coherent phonon transport regime while latter is often described as the size effect of transport

in the diffusive regime, regardless of the fact that the sum over interfacial resistance rule

requires adding momentum-scattering to the system.

Despite a large amount of simulations in literature reporting the engineering of thermal
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conductivity in periodic structures (phononic crystals, superlattices) by coherent or incoherent

phonons, fundamental key concepts, definitions and methods are rarely discussed. We want

to follow the definition of coherence in quantum mechanisms, where coherence is a term

that determines whether phonons can behave like waves and interfere with each other. The

coherence regime, can be measured spatially by the coherence length – the propogation distance

that a carrier (in this case, a phonon) can travel while still preserving its phases [126–128]. In

thermal conduction, scattering centers that destroy phases are phonon interactions, random

interfacial mixings/roughness, random distributed defects/impurities, random spacings and

any other event leading to stochasticity. So far, the only method being used to study the

coherence length and spatial coherence is NEMD [129,130], in which the coherence length

is obtained from the spatial extension of phonon wave packets. We thus need new ways to

quantify phonon coherence.

Additionally, the phase scattering is often intertwined with momentum scattering. For

instance, at a finite temperature, anharmonicity, introduces both kinds of scattering. As a

result, it is hard to distinguish the major scattering contribution or to identify the transport

regime. To conclude that a certain transport behavior is present in a specific regime, it is

ideal if we can separate the scatterings even phenomenologically. For instance, a proper

classification of thermal transport regime in superlattices and size effects is missing due to

lack of that capability.

In this section, we propose a method built on NEGF to illustrate the scattering mech-

anisms and transport regimes. Along with four different scenarios for scattering processes

(no scattering; phase scattering only; momentum scattering only; momentum and phase

scattering), we propose models where we can adjust the degrees of phase and momentum

scattering separately are proposed. We apply the method to superlattices to study their size

effects of thermal conductivity.
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4.2 Classifying scattering based on the correlation func-

tion Gn.

4.2.1 A description of Non-equilibrium Green’s function for heat

transfer

We distinguish different scattering processes and transport regimes using the Non-Equilibrium

Green’s Function (NEGF) formalism. NEGF is generally used to treat carrier transport

properties under open boundary conditions, where the system can be partitioned into a

transport region (device) and left/right contacts (Fig. 4.1). For heat flow, NEGF solves the

equation of motion under open boundary conditions [60,61]:

[ω2Md −Kd]u− Σu = S (4.1)

where S is the source of injecting phonon waves, and Md and Kd are the mass matrix and

force constant matrix for the device respectively. Σ is the self-energy contribution from all

contacts (l and r) and scattering centers (s): Σ = Σl + Σr + Σs.

The solution to the equation of motion is u = GS, where G = [ω2Md − Kd − Σ]−1

is the retarded Green’s function. The self-energies from the contacts are expressed as:

Σc = KdcgcKdc
′, where c stands for left(l) or right(r) contact, Kdc is the coupling force

constant matrix between the device or channel (d) and the contact (c). The surface Green’s

function gc can be achieved by using a recursive algorithm for the contact c [113,131].

To obtain the steady state current and conductance for a non-equilibrium system including

dephasing/inelastic/momentum scattering mechanisms (introduced by scattering matrix Σs),

the following sets of equations should be solved self-consistently (Σs and Σin,out
s usually

depend on G and Gn,p):
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Figure 4.1: A schematic illustration for simulating 1 dimensional heat flow in NEGF including
various scattering mechanisms. The left and right contacts are in local equilibrium at Thigh

and Tlow.

G = [ω2Md −Kd − Σl − Σr − Σs]−1 (Retared Green’s function)

A = i[G(ω)−G†(ω)] (Spectral function)

Gn = G(Σin
l + Σin

r + Σin
s )G† (Correlation or lesser Green’s function)

Gp = G(Σout
l + Σout

r + Σout
s )G† (Greater Green’s function)

Σin
c (ω) = Nc(ω)Γc(ω) (In-scattering function)

Σout
c (ω) = [Nc(ω) + 1]Γc(ω) (Out-scattering function)

Γc(ω) = i[Σc(ω)− Σc(ω)†], c = l or r (Broadening matrix)

(4.2)

where Nc(ω) is the Bose-Einstein distribution for contacts; Γc is the broadening matrix

describing the interaction between the channel (or device) and the contacts; A is the spectral

function of which diagonal terms are the local density of states, Gn (−iG<) and Gp (−iG>)

are the lesser and greater Green’s functions respectively. In addition, Gn is the phonon

correlation function of which the diagonal terms represent the phonon density.

The average steady state current can be obtained by calculating the current inflow from

the hot contact to the channel Il (assuming left contact is the hot bath as shown in Fig. 4.1)
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or the outflow current from the channel to the cold contact Ir:

Ic =
∫ ∞

0

~ω
2πTrace[Σin

c A−GnΓc]dω, c = l or r (4.3)

We can define an average transmission M(ω)T̄ (ω):

M(ω)T̄ (ω) = Trace[Σin
l A−GnΓl]/[Nl(ω)−Nr(ω)] (4.4)

so that current can be written as:

Ic =
∫ ∞

0

~ω
2πM(ω)T̄ (ω)[Nl(ω)−Nr(ω)]dω, c = l or r (4.5)

Note that this is usually the format of current when the system is coherent and Σs and Σin,out
s

are zero. Under such condition, the transmission can be solved by a well-known Fisher-Le

equation T̄ (ω) = Trace[ΓlGΓrG†].

4.2.2 Introducing dephasing scattering

In NEGF, the scattering mechanisms, including energy exchange, momentum scattering and

wave dephasing, are introduced by adding a scattering self-energy Σs to the channel (device)

Hamiltonian (as sketched in Fig. 4.1). Importantly, this self-energy Σs can be added to

introduce specific kinds of scattering process phenomenologically, an ideal tool to study the

impact on transport from one particular kind of scattering. This method has been developed

in electronic quantum transport, [56,132] however, but has not been applied to study heat

flow to our knowledge. In the following, we demonstrate simulating heat flow under various

scattering mechanisms.

By changing the scattering self-energies, we can add in ‘phase scattering only’ and ‘phase

and momentum scattering’ into the device:
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Σs(i, j) = D(i, j)G(i, j)

Σin,out
s (i, j) = D(i, j)Gn,p(i, j)

(4.6)

These two types of scattering processes can be defined in the matrix D(i, j) [132]:

D(i, j) = dmδi,j (Both momentum and phase scattering)

D(i, j) = dp for all i, j (Dephasing only scattering)
(4.7)

where dm and dp are parameters representing the strength of scatterings. The reason why such

format of D(i, j) can introduce dephasing only (momentum conserved) or both momentum

and dephasing scattering mechanisms is that D(i, j) represents the correlation between

scattering potentials at point i and point j: D(i, j) ∝ 〈U(i)U∗(j)〉, where 〈...〉 is the ensemble

average. [56, 132, 133] Because D(i, j) is the correlation between potentials, it is only a

function of the relative distance i− j. From the Fourier transform of the correlation of the

perturbation potentials at wavevector q, the loss of the momentum ~q can be obtained [134].

In the dephasing only method, D(i, j) is independent of i− j, so that its Fourier transform

leads to delta functions of q: F [D(i, j) = dp] =
√

2πδq, implying that the wavevector q is

not changed or scattered to other wavevectors. In the momentum and dephasing scattering

method, D(i, j) is non-zero when i = j, thus the Fourier transform of it is independent of

q: F [D(i, j) = dmδi,j] = dm/
√

2π, meaning the momentum q is scattered equally to other

wavevectors.

4.2.3 Illustration of momentum scattering and dephasing scatter-

ing in NEGF

In the previous section, we talked about introducing momentum scattering (resistance) and

dephasing scattering (decoherence) by varying the content of the correlation of deformational

potential D(i, j). In this section, we show how the scattering events can be visualized.
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In phonon transport, Gn is the correlation function of atomic displacement: [60,61]

Gn(x, x′, t, t′) = 1
~
〈u(x, t)u(x′, t′)〉 (4.8)

, where u(x, t) and u(x′, t′) are the collective motion of phonons at time t or t′, position x

or x′ respectively. Converting to average and relative coordinates (x, x′, t, t′)→ (x+ x′, x−

x′, t+ t′, t− t′), we can write the slowest decay term as:

Gn ∝ AA′e−|x−x
′|/lce−|x+x′|/λe−|t−t

′|/τce−|t+t
′|/τE . (4.9)

We can see that Gn(x, x′, t, t′) plotted along each coordinate represents a different kind of

scattering process. The momentum scattering reduces the wave transmission and amplitude,

and causes a decay along the |x+ x′| axis, while dephasing scattering destroys the spatial

correlations and influences Gn(x, x′, t, t′) along the |x− x′| axis. In an analogy to the spatial

case, in the temporal situation, energy relaxation can be visualized along |t+ t′| axis, while

temporal incoherence can be seen along |t− t′| axis.

In this work, we explicitly consider the spatial situation. Assuming time translational

invariance, we Fourier transform the time difference |t − t′| to convert Gn(x, x′, t, t′) to

Gn(x, x′, ω) to illustrate its frequency dependent spatial correlation decay. In addition, to

achieve a better interpretation, the first order correlation function Gn is normalized as

gn(x, x′) = Gn(x,x′)
Gn(x,x)1/2Gn(x′,x′)1/2 . In our study, we choose the x = 0 axis to visualize the phonon

displacement correlations, and consequently a gn(x = 0, x′) is used. The carrier density is

also normalized to compare with the highest density to visualize the decrease in transmission

probability. In the study of phonon transport, the diagonal term of Gn(x, x) is normalized by

the density in the hot contact. We assume the hot contact is located at the beginning of the

device, thus gn(x, x) = Gn(x,x)
Gn(x=0,x=0)1/2Gn(x,x)1/2 is used to interpret the momentum scattering.

Four different scenarios of scattering processes are tested to verify our approach: no

scattering (case 1), dephasing only scattering (momentum conserving) (case 2), momentum
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only scattering (case 3) and both momentum and phase scatterings (case 4). A one-dimensional

chain with a mass of 20 amu and a spring constant of 100 N/m is used in the simulation. For

case 2 and case 4, the scattering mechanisms are added by Σs and Σin,out
s as described above.

dm/p = 103 amu (Trad/s)2 are chosen for the simulations. For ‘momentum only’ scattering, a

point defect with a mass of 40 amu is set in the middle of the chain. In all the cases, the

average temperature is 300 K, and the temperature difference between the two ends of the

chain is 10 K.

Figure 4.2: At frequency ω=28.95 Trad/s, without any scattering, (a) Transmission; (b)
scaled Gn(x0, x) and scaled Gn(x, x); (c) Scaled Gn(x, x′) (d) Scaled Gn(x, x′) in 2D view.

When there are ‘no scattering’ events in the chain, the transmission is unity, as shown

in Fig. 4.2(a). As we mentioned before, the diagonal term of Gn(x, x′, ω) (or gn(x, x)),

captures momentum scattering while off-diagonal term (gn(x0, x
′), where x0 is x = 0) capture

dephasing. Accordingly, without scattering, gn(x0, x
′) oscillates with a certain phase and the

amplitude is unity. The diagonal term gn(x, x) is also unity (Fig. 4.2(b)), which is consistent
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with transport with no scatterings. The scaled |Gn(x, x′)| is shown in Fig. 4.2(c) and (d),

demonstrating no decay along any directions.

Figure 4.3: At frequency ω=28.95 Trad/s, including only phase scattering, (a) Transmission;
(b) scaled Gn(x0, x) and scaled Gn(x, x); (c) Scaled Gn(x, x′) (d) Scaled Gn(x, x′) in 2D view.

When ‘dephasing scattering’ is added to the one-dimensional chain and no momentum

scattering events are included, the transmission probability is still unity (Fig. 4.3(a)). Mean-

while, the amplitude of the diagonal term Gn is also unity as shown in Fig. 4.3(b) and (c).

The invariance of Gn(x, x′, ω) along the x = x′ axis, signifies no carrier density change (or

potential change) in the system, and thus no momentum scattering happens in the system.

This is expected since dephasing scattering only introduces scattering to phases and destroys

any interference and coherence phenomena. In contrast to momentum and transmission

conservation, the off-diagonal term of Gn(x, x′, ω) (gn(x = 0, x′)) quickly decays to 0 with

a decay length less than 50 Å (Fig. 4.3(b)). Gn(x, x′, ω) along the x = −x′ axis acts as a

Gaussian function with the bandwidth denoting the coherence length. Pure decoherence can
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happen in electrons, spins and excitons when coupling to an external thermal bath [135–138].

A possible analogy for phonons can be the low energy long wavelength acoustic phonons

that are rapidly thermalized with an external bath. However, further studies are needed to

support such statement.

Figure 4.4: At frequency ω=28.95 Trad/s, including only momentum scattering (point defect),
(a) Transmission; (b) scaled Gn(x0, x) and scaled Gn(x, x); (c) Scaled Gn(x, x′) (d) Scaled
Gn(x, x′) in a 2D view.

Any momentum scattering causes the transmission to be less than unity; Fig. 4.4(a) shows

one example with scattering by a point defect. In this case, no phase scattering events exist

in the system, i.e. it is a system with only elastic ‘momentum scattering’. The normalized

correlation function gn(x = 0, x′) is the same as the one with no scattering, while gn(x, x)

shows a small decrease in the amplitude when the point defect is present, consistent with a

decrease of transmission. Note that if the correlation function is not normalized, Gn(x, x′, ω)

will also show a decay along x = 0 axis. This is because the correlation function of phonon
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modes transports as a wave packet. The decay of phase influences the length of the wave

packet, while the amplitude of phonon waves affects the wave packet amplitude. However, if

there is no phase scattering in the system, the amplitude of Gn would not decay to zero.

Figure 4.5: At frequency ω=28.95 Trad/s, with including both momentum and phase
scattering, (a) Transmission; (b) scaled Gn(x0, x) and scaled Gn(x, x); (c) Scaled Gn(x, x′)
(d) Scaled Gn(x, x′) in 2D view.

When ‘momentum and phase scattering’ are both included by D(x, x′) and Σs, clear decays

along both diagonal(x = x′) and off-diagonal (x = −x′) axes are observed (Fig. 4.5(b) (c) and

(d)). The transmission is less than unity (Fig. 4.5(a)), and the amplitude of Gn(x, x′, ω) also

decreases spatially, as shown in Fig. 4.5(c). Similar to the discussions in the above situation,

the wave packet of phonon correlations is influenced and limited by the wave amplitude

and transmssion, thus the decay of the Gn(x = 0, x′) term is stronger than the decay of the

Gn(x, x) term, as shown in Fig. 4.5(b).
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4.3 Influence of size effects on thermal transport in

superlattices

There is rapid growth in the study of size effects on the thermal conduction in superlattices due

to its fundemental importance to the overall physics of phonon transport. However a study

that separates scattering mechanisms and transport regimes is missing. Phonon interactions

can involve both momentum and phase scattering, so when considering a coherence length lc,

it is important to separate the incoherent regime from the diffusive regime. In this section, we

separate these mechanisms, and explore the influence of dephasing and momentum relaxation

on phonon conduction in superlattices.

The above discussed scattering mechanisms ‘dephasing only’ and ‘momentum and de-

phasing scattering’ are both applied to our studied superlattices. The system in study is

an one-dimensional chain with 20/100 a.m.u. mass ratio and spring constant strength of

100 N/m. The semi-infinite left and right contacts are of mass 20 a.m.u.. The average

temperature is 300 K and the temperature difference between the contacts is 10 K. When

the size effect of period thickness dSL is under study, the total number of atoms in the device

in our NEGF simulations is 240. When size effect of the total sample thickness L is under

study, the period thickness dSL is 24 atoms.

To determine the coherent transport regime, we follow the general definition and use the

coherence length lc to compare with system dimensions. In order to calculate the coherence

length, the built-in spatial correlation function of atomic displacements Gn(x, x′, ω) in NEGF

is used. We follow the steps to study and obtain the coherence length in ref. [129]. The

degree of coherence can be calculated by the weighted correlation function:

µ(x, x′, ω) = Gn(x, x′, ω)
[Gn(x, x, ω)]1/2[Gn(x′, x′, ω)]1/2 (4.10)
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and the spatial cross correlation C(∆x, ω) is written as:

C(k∆x, ω) = 1
N − k

N−k∑
i=1

µ(xi, xi+k−1, ω), k ∈ (0...N − 1) (4.11)

where N is the number of atoms in the device (Fig. 4.1), xi is the location of the ith atom.

The spatial cross correlation function C(∆x, ω) is further normalized in the following way

to quantify the decay and thus the correlation length lc [129]:

l2c(ω) =
∑N−1
k=0 |C(∆x, ω)|2(k∆x)2∑N−1

k=0 |C(∆x, ω)|2
−
(∑N−1

k=0 |C(∆x, ω)|2k∆x∑N−1
k=0 |C(∆x, ω)|2

)2

(4.12)

In the following work, lc(ω) is compared with two superlattices dimensions: the period

thickness dSL and the total superlattice (device) thickness L to discuss the role of size effects

and transport regimes.

4.3.1 Size effects in superlattices: κ versus period thickness
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Figure 4.6: Normalized thermal conductivity (relative to the thermal conductivity of dSL=2
u.c. superlattices) of 1D superlattices versus period thickness dSL with scattering mechnism
(a) both momentum and phase scattering and (b) dephasing only scattering.
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The minimum thermal conductivity of superlattices is reproduced by the “momentum

+ phase scattering” model (Fig. 4.6(a)). This is consistent with the observed results by

experiments [124] and theories [24] since at room temperature the phonon interactions

involve both momentum relaxation and dephasing. Moreover, as the scattering strength

increases, dm, the period thickness for the minimum thermal conductivity becomes shorter

and the depth of the minimum becomes shallower. This phenomena is again reflected in

the experimental data of thermal conductivity of (SrTiO3)-(CaTiO3) superlattices with an

increasing temperature [124]. However, none of these features can be reproduced using the

‘dephasing only’ scattering model (Fig. 4.6(b)), for which the dephasing process only destroys

the phonon wave interference, leaving the transmission to be the average of the one without

scattering (Fig. 4.7).
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Figure 4.7: Transmission of 1D superlattices without scatterings (black line), with ‘dephasing
only’ scattering (blue circles) and with ‘momentum relaxing and dephasing’ (red crosses).
Oscillations are destroyed by both scatterings, but the ‘momentum relaxing and dephasing’
scattering introduces additional resistances while dephasing only preserves the average. The
period thickness for this plot is dSL=20 u.c. and the scattering strength dm = 60ω2 and
dp = 60ω2.
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Figure 4.7 shows the transmission for the coherent SL without scatterings (black line),

dephasing only (momentum conserving) scattering (blue circles) and momentum relaxing

dephasing scattering (red cross). The phases and oscillations of the transmission are partially

destroyed by both ‘dephasing only’ and ‘momentum relaxing and dephasing’ scatterings.

However, the average transmission of the SLs with the ‘momentum relaxing scattering’ is

much lower than the other, indicating an additional resistance is added by the momentum

scattering while the ‘dephasing only scattering’ only removes the phases and interferences.

Consequently, the transmission of ‘dephasing only’ system is an average of the purely coherent

one and the area under both curves should be equal if the system is well converged [132].
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Figure 4.8: The normalized coherence length lc(ω) for L is 240 atoms. (a)(b) momentum
relaxing and dephasing scattering systems; (c)(d) dephasing only scattering systems. For all
the simulations in this figure, the scattering strength dm = 60ω2 and dp = 60ω2.

The coherence length variations with the period thickness dSL for both scattering mech-

anisms are presented in Fig.4.8. For momentum relaxing and dephasing, lc(ω)/L shows

substantial variations with dSL for dSL <= 10 u.c. (Fig.4.8(a)). This demonstrates that

when lc(ω) is longer than 10 u.c., phonon wavefunctions can transport across the interface

and interfere with phonon waves in the adjacent periods, forming new band structures and

dispersions. These new dispersions depend on the periodicity of the SLs (period thickness),

leading to the observed variation of lc(ω) with dSL. In contrast, lc(ω) becomes independent of
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dSL when dSL >20 u.c. (Fig.4.8(b)). This suggests lc(ω) <20 u.c., and no phonon dispersion

is formed by varying the periodicity above lc.

The relation between lc(ω) and dSL to determine the transport regime for momentum

relaxation plus dephasing scattering is further analyzed by plotting log10[lc(ω)/dSL], as shown

in Fig. 4.9(a), and for dephasing only in Fig. 4.9(b). The horizontal line in both at zero

denotes the separation of the coherent regime and incoherent regime. The transport is

coherent in dSL <=6 u.c. systems and incoherent in dSL >=24 u.c. systems. For the 16 u.c.,

the system is in a transition regime between these two since the low-frequency long-wavelength

phonons are coherent and the high-frequency phonons are incoherent. This separation is

consistent with the minimum conductivity figure (Fig. 4.6(a)).
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Figure 4.9: log10[lc(ω)/dSL] to determine the transport regime (coherent vs. incoherent) for
(a) ‘momentum relaxation plus dephasing’ systems and for (b) ‘dephasing only’ systems.
The horizontal line in both (a) and (b) denotes the separation of the coherent regime and
incoherent regime.

lc(ω)/L for the ‘dephasing only’ system shows a much lower coherent length than the

system including momentum scattering (Fig. 4.8)(c)(d) and Fig. 4.9(b)). Varying dSL from 6

u.c. to 10 u.c. leads to negligible change in lc(ω). So the system is incoherent from 6 u.c.
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which is a much shorter coherent regime than 10 u.c. for the system including momentum

scattering, as confirmed by the conductivity versus dSL figure 4.6(b). This comparison is

solely due to the mathematical description of these two kinds of scatterings. The ‘momentum

relaxing dephasing’ does not mean adding momentum scattering to the ‘dephasing only’

system. Instead, it is the difference in the format of the scattering matrix Σs (Eq. 4.6, Eq. 4.7).

The scattering terms are added to every entry of the potential correlation matrix of the

‘dephasing only’ system, while they are only added to the diagonal entries of the ‘momentum

relaxing dephasing’ system.

In summary, the discussion in this section tells us that the minimum conductivity for the

system including both momentum relaxing and dephasing, is indeed a criteria to determine

the transport regimes. The decrease of κSL versus dSL is a coherent phenomenon. However

the increase of κSL with dSL is a size effect that exists both in the incoherent and the

diffusive regime, and κSL shows a saturation with dSL in the pure incoherent regime without

momentum scattering.

4.3.2 Size effects in superlattices: κ versus total sample length

In the previous section, we look at the size effect of period thickness dSL on the heat

conduction of superlattices from coherent and incoherent regimes under two different scattering

mechansims. In this section, we study the impact of the total sample thickness L. Fig. 4.10

shows the influence of L by including ‘momentum relaxing and dephasing’. When the system

is in the coherent regime (when dSL=6 u.c.), the coherence length shows a dependency on L,

especially for the low-frequency phonons, as shown in Fig. 4.10(a). This can be understood

since the coherence length determines the extent of the wave packets [129], thus this length

is influenced by the number of wave packets involved in the interaction, and thus by the

total number of periods and total thickness. When dSL=24 u.c., and the system enters the

incoherent regime, the coherence length is almost independent of L, as shown in Fig. 4.10(b).

For high-frequency phonons with coherent length shorter than dSL, their coherent lengths
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Figure 4.10: The influence of total sample thickness L on the coherence length of superlattices
with (a) dSL=6 u.c. and (b) dSL=24 u.c. under ‘momentum relaxing and dephasing’ scattering.

are independent of L because the phonon wave packets cannot interact with each other. For

the small portion of low-frequency phonons that have lc larger than dSL, the coherent length

changes with L.

The coherent regime for systems with ‘dephasing only’ scatterings happens at dSL <6 u.c.,

much shorter than that for the systems with ‘momentum relaxing and dephasing’ scattering.

This is further confirmed by lc(ω) vs. L with dSL =6 u.c. in Fig. 4.11. The coherence length

is almost invariant with L at this point.

The thermal conductivity of the 1D superlattices as a function of L is plotted in Fig. 4.12.

Without scattering, κ increase linearly with L, which is interpreted as a ballistic behavior.

When ‘momentum relaxing and dephasing’ scattering is included, κ increases and saturates

with L, indicating a ballistic to diffusive transition. However, if only dephasing scattering is

included in the system, κ follows the ballistic trend, which is consistent with our previous

discussion that the dephasing scattering only removes the oscillations and introduces no

resistance to the system.
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Figure 4.11: The influence of total sample thickness L on the coherence length of superlattices
with dSL=6 u.c. under ‘dephasing only’ scattering.

4.4 Conclusion

In this section, we proposed a method built on NEGF to visualize the scattering mechanisms

and transport regimes. In addition, we also introduced two different kind of scatterings to

study phonon transport in NEGF. Comparing ‘dephasing only’ and ‘momentum relaxing

and dephasing’ scatterings, we saw that momentum relaxation is critical to reproduce the

minimum thermal conductivity with period thickness dSL and to recover the saturation of

thermal conductivty with L. Size effect studies on the coherence length is also performed in

this study, with a coherence length funciton that is related to correlation functions in NEGF.

We see that a concomitant study of the decay of various correlation components together with

the variation of conductance casts clarity on the underlying physics of scattering: momentum

versus dephasing scattering and diffusion versus decoherence.
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Figure 4.12: Normalized thermal conductivity (relative to the thermal conductivity of L=24
u.c. superlattices) of 1D superlattices versus period thickness L without scattering (black
square), with ‘dephasing only’ scattering (blue line) and with ‘momentum relaxing and
dephasing’ scattering. The period thickness dSL is 24 u.c. for the simulations in this figure.



Chapter 5

Conclusion

This thesis explores the critical role of size effects in various transport regimes for nanoscale

thermal transport. The first project of the thesis focuses on bulk thermal transport in two-

dimensional materials to quantify the impact of momentum scattering from the ballistic to the

diffusive regime; The second project of the thesis looks into nanoscale thermal transport across

interfaces; The third project in this thesis introduces a new method to help us understand

the transport regimes, to quantify and disentangle various scatterings. Our results greatly

expand our fundamental understanding of nanoscale transport physics.

In chapter 2, we compared the thermal conductivity of MoS2, MoSe2, WS2 and WSe2

within the ballistic and the diffusive regimes. We found the order of the thermal conductivity

follows the cut-off frequency in the ballistic regime, until the scattering rates take over in

the diffusive regime. As a result, there is a flip in the order of the thermal conductivity

between these TMDs by either increasing the sample size or the temperature. In addition, we

discovered a unique high scattering rate in MoSe2 which results from its unique mid-frequency

optical modes that couple acoustic and high frequency optical modes. We conclude in

this section that the transport regimes play an important role in comparing the thermal

conductivity of bulk materials.

In chapter 3, the impact of size effects on the thermal conductance of a bridging layer is
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studied. The transport regime is varied either by changing the temperature or by changing the

bridge layer thickness. Our results predict a minimum of thermal conductance with varying

bridge layer thickness. This minimum separates the coherent regime and a mildly diffusive

regime under weak anharmonicity. We also show a maximum in thermal conductance with

layer thickness under strong anharmonicity, which is a phenomenon in the strongly diffusive

regime. Furthermore, we show that the total resistance can be treated as a summation of

interfacial thermal resistances at a length scale much shorter than the bulk mean free path

of the intermediate layer, suggesting that the additive regime can be much earlier than the

diffusive regime.

In chapter 3, we proposed an exponentially mass-graded interface to maximize thermal

conductance by bridging layers. In addition, we demonstrated that the enhancement is

strongly dependent on the system dimensions and transport regimes. In the harmonic limit,

thermal conductance initially increases with number of layers before saturating. In the

transition regime, thermal conductance increases almost linearly with the total junction

length by redistributing the phonons from high-frequency modes to the low-frequency high

transmission probability modes. Eventually, Umklapp scattering takes over and reduces

thermal conductance.

In chapter 4, a method built on Non-Equilibrium Green’s Function(NEGF) is proposed

to illustrate the scattering mechanisms and transport regimes. Along with four different

scenarios of scattering processes (no scattering; only phase scattering; only momentum

scattering; momentum and phase scattering), we introduced flexible models to adjust the

degrees of phase and momentum separately and applied to superlattices to study the effects

of period thickness and total sample length on thermal conductance. By doing so, we find

that momentum relaxation is essential in introducing extra resistance to the device/system.

Pure dephasing only destroys osscilations and preserves the average transmission.

These studies deepen our fundamental understanding of nanoscale thermal transport not

only in bulk materials, but also in heterostructures with interfaces, enabling a better thermal
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engineering for electronic, optical devices in future.

Future works

Comparing system dimensions with characteristic lengths to determine the transport regimes

is not only of fundamental interest, but also of practical importance for engineering heat-

dissipation or energy-related applications. There are many challenges left in this topic. One

natural extension of this thesis would be to implement the time-dependent Non-Equilibrium

Green’s Function to study nanoscale transient thermal transport. Injecting phonons from one

open boundary contact into the device material at a given wavelength is already discussed

in the literature. Visualising how phonons transport across heterostructures with a chosen

wavelength, and how they interact with scattering centers like impurities, defects, electrons

and other phonons will be substantially useful. The impact on temporal coherence can be

additionally studied by this method.

Another topic of great interest is to use band-unfolding techniques to study the scattering

rates of phonon modes. The band-unfolding technique can be utilized to study the scattering

rates of random scattering centers compared to the original system without those scattering

centers. This technique is more accurate than predicting scattering rates by uncorrelated

events described by Fermi’s golden rule or Klemen’s scattering rule. By simulating a large

supercell with different scattering centers, and unfolding the dispersions to the original

pristine enlarged Brillioun zone, the bandwidth of phonon band branches, which is twice the

scattering rates, can be obtained. The successful implementation of this technique with first

principles parameters will lead us to understanding of many unresolved experimental data in

the ballistic regime for short sample dimensions.
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Appendix A

Effects of random interface mixing on

thermal transport in superlattices

A.1 Background and Motivation

The minimum in thermal conductivity of superlattices (SLs) with the superlattice period

thickness is absent in most experiments, despite a large number of simulation works in the

literature predicting the existence of the minimum. [24,139–141] There is actually only one

recent work on SrTiO3-CaTiO3 superlattice providing a proof of the minimum in thermal

conductivity of SLs in experiment. [124]

The absence of the minimum thermal conductivity in experiments can be caused by

many geometry imperfections: large lattice mismatch between materials composing the

superlattices, the imperfect periodicity of superlattices and interfacial interatomic mixing. A

possible explanation of its absence is that these geometrical imperfections destroy phonon

coherence and add incoherent contributions to the phonon transport. Among various factors,

random interfacial mixing is the most common, and inevitably exists in superlattice samples

based on current fabrication technology.

The role of random interfacial mixing in thermal transport across superlattices was studied
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intensively in recent literature. That random interfacial mixing eliminates the minimum of

κSL with period thickness dSL was verified by simulations of NEMD [142–144], NEGF [143]

and lattice dynamics [144,145] on specific superlattices (composed by Lennard-Jones models of

Argon-heavy Argon [142], Si-Ge [143] and Gr-hBN [144]) heterostructures. Random interfacial

mixing is also reported to lower the lifetime [145](and transmission [143]) of medium to

high frequency phonons, while it broadens the entire phonon power spectra to add more

propagating channels [145]. However, detailed explanations of the relation between random

interfacial mixing and phonon incoherence are scarce in the literature.

One recent paper initiated the discussion on this relation from Ghosh’s group and Hopkins’s

group, combining simulation and experimental studies on GaAs-AlAs superlattices. [146] This

work provided a comprehensive study on the size effects of superlattices demonstrating coherent

phonons. To that end, both period thickness dSL and total sample thickness L were varied

systematically, with dSL changed from 2 nm, 12 nm to 24 nm and L changed from 20.1 nm to

2160 nm in experiments. The same sizes setup were also used in simulations. Non-equilibrium

Green’s Function based simulations with first principles parameters were performed for the

same material structures with both clean interfaces and interfaces with random mixings.

(In this work, Ramez Cheaito did measurements of the thermal conductivity of GaAs-

AlAs superlattices, Jingjie Zhang extracted first principles parameters and simulated the

superlattices with random interfacial mixings, and Carlos Polanco simulated the superlattices

with clean interfaces. )

The most important result from this work was that it validated the two prevailing

approaches for demonstrating phonon coherence. Other than the aforementioned approach

of the minimum κSL with dSL, the other approach is the linear dependence of κSL with the

total sample thickness L. The linear dependence of κSL implies that the interfacial thermal

conductance GSL is a constant and so is the transmission. As a result the superlattice is

treated as a new homogeneous material, and no phonons are scattered by the interfaces.

This linear dependence on L of GaAs-AlAs superlattices thermal conductivity is reported
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Figure A.1: (a) The measured thermal conductivity of three sets of GaAs-AlAs SLs with 2,
12, and 24 nm period thicknesses and a set of GaAs thin films plotted versus the total sample
thickness, L, at room temperature. The inset is a zoomed view of the data for samples with
L < 136 nm plotted on a linear-linear scale. (b) Selected data from (a) plotted versus period
thickness, dSL. This figure is reproduced from our previous publication Physical Review B
97, no. 8 (2018): 085306. [146]. The figures are plotted and the measurements are conducted
by Ramez Cheaito from Prof. Patrick Hopkins’s group.

recently [125], suggesting the existence of phonon coherence. However, this reported data is

only measured for samples with dSL fixed at 24 nm, and as a result cannot be used to verify

the existence of a minimum of κSL with varied dSL. In our paper, Ramez measured κSL of

GaAs-AlAs superlattices with systematically varied dSL and L, and showed a consistency with

the data measured in Ref. [125] (Fig. A.1(a)). However, κSL increases with dSL, showing no

minimum in κSL (Fig. A.1(b)). A monotonic increase of κSL versus dSL is found, suggesting

that the phonon transport is incoherent, contradicting the previous theoretical conclusion.

The simulation results assist us in identifying the origin of the discrepancy between these

two approaches. First of all, the approach of linear dependence of κSL on L is validated by

our clean interface calculations (note the simulation is performed with the harmonic Green’s

function method, where anharmonic scattering is not included). As the number of periods

and the length of the SLs increase, the clean interface conductance (S) initially decreases and

then plateaus (Fig. A.2(a)). The plateau results from coherent phonon transport, since the

conductance does not decrease in spite of the increase in the number of interfacial scattering
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Figure A.2: (a)Conductance vs. number of periods for SL with atomically smooth (S) and
mixed (M) interfaces.The decrease in conductance of the SLs with interatomic mixing at
the interfaces results from incoherent phonon transport. (b)MT per perpendicular unit cell
for SL with atomically smooth (S) and mixed (M) interfaces. The decrease in MT̄ as the
number of periods increases shows the corresponding decrease in transmission, which is a
signal of incoherent phonon transport. For these calculations, the total sample thickness is
set to 12 periods of AlAs-GaAs for each sample regardless of the period. (c) Experimental
data replotted as conductance vs. number of periods. The data show that conductance is
independent of period for short samples with long periods. This figure is from our previous
publication Physical Review B 97, no. 8 (2018): 085306. [146]. Jingjie Zhang extracted first
principles parameters and simulated the superlattices with random interfacial mixings, and
Carlos Polanco simulated the superlattices with clean interfaces.
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Figure A.3: Thermal conductivity of AlAs-GaAs SLs calculated via our Green’s function
analysis (κSL,GF) vs. number of periods for SLs with atomically smooth (S) and mixed
(M) interfaces. For SLs with perfect interfaces, the slope is nearly independent of the
period. For SLs with mixed interfaces, the slope seems linear in spite of incoherent phonon
transport. We note that for this calculated value for κSL,GF does not include phonon-phonon
interactions. This figure is from our previous publication Physical Review B 97, no. 8 (2018):
085306. Jingjie Zhang extracted first principles parameters and simulated the superlattices
with random interfacial mixings, and Carlos Polanco simulated the superlattices with clean
interfaces.
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centers. The initial decrease in the conductance is a result of the evanescent phonons in

infinitely long SLs. The magnitudes of those phonons do not decay to zero in a SL with only

a few periods because the interference of vibrational waves backscattered at each interface is

not strong enough to cancel the incident wave [146].

However, the experimental data (Fig. A.2(c)) is only consistent with the mixed interface

simulations (M) (Fig. A.2(a)), where the conductance G decreases monotonically with the

number of periods. This decrease is supported by the decrease in transmission MT̄ , as shown

in Fig. A.2(b), and is a consequence of incoherent phonon transport. The conductance not

saturating after a few periods means that most of the phonons scatter at interfaces, and the

SL dose not behave as a new homogeneous material.

The simulation results suggest that the discrepancy between these two approaches in

demonstrating phonon coherence arises from the quasi-linear slope in κSL versus L. Although

the linear dependence of κSL on L is a good demonstration of coherent phonon transport, the

slope of κSL versus L for SL samples with a small number of periods is easily misinterpreted as

linear (as shown in Fig. A.3). Consequently, the linear dependence of κSL with L reported for

24 nm period thickness GaAs-AlAs superlattices is not a solid proof for coherent phonons. [125]

An improved version of this approach is using the dependence of conductance instead of

conductivity on the total sample thickness L, or the comparison of slopes of κSL with L for a

set of samples with several different period thicknesses.

This previous work elucidates the discrepancy of two prevailing approaches demonstrating

the phonon coherence. It additionally demonstrates that random interfacial mixing destroys

phonon coherence. However, how the stochasticity of interatomic mixings at the

interfaces destroys the phonon coherence was not answered by this paper nor

in the literature.
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A.2 Future Possibilities

In order to understand how the stochasticity of the interatomic mixings at the interfaces

destroy the phonon coherence, one can start with the following project (sketched in detail

in Fig. A.4), which would deepen our understanding of phonon coherence and the role of

stochasticity of the interfacial defects and mixings:

GaAs 
contact

. . .
n-periods

Period thickness, dSL

Superlattice sample thickness, L

GaAs AlAs GaAs AlAs GaAs 
contact

Depth of mixing, dmix

Superlattice
components dmix(u.c.) α dSL(nm) L(nm)

GaAs-AlAs 2, 4, 6, 8
(only when dSL>dmix)

0%, 5%, 10% 
20% 50% 2, 6, 12, 24 24~1000

SrTiO3-CaTiO3 
(if time permits)

2, 4, 6, 8
(only when dSL>dmix)

0%, 5%, 10% 
20% 50%

0.76~66
(1u.c. ~ 88u.c.) 57 ~ 570

(a)

(b)

Figure A.4: (a) A sketch of the GaAs-AlAs superlattice system will be studied in
this project, and (b) parameters that are considered and varied in the project. α
is the probability of Ga atoms of the GaAs layers being randomly replaced by Al
atoms (or the probability of Al atoms of the AlAs layers being replaced by Ga
atoms).

(1) Study the random mixing impact on size effects of superlattices.

At this step, the percentile of mixing α is fixed at 20% and depth of mixing dmix is fixed

at 2 u.c. in GaAs-AlAs superlattices. (α is defined as: the chance of Ga atoms of the GaAs

layers within the depth of mixing dmix being replaced by Al atoms, or vice versa for Al atoms

of the AlAs layers. The definition of depth of mixing is shown in Fig. A.4(a).) A systematic
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variance of the period thickness (2 nm to 24 nm) and the total sample thickness (24 nm to

1000 nm) should be controlled.

Two results should be delivered in this step:

• During the simulations, the correlation function Gn will be calculated and stored, and

the coherence length lc will be calculated accordingly. A demonstration of how these

two quantities are affected by the mixing and how the sample dimensions affect these

quantities will be delivered in this step.

• The random mixings at the interface can lower the transmission or lifetime of medium

to high frequency phonons while the transmission of low frequency phonons can be

enhanced. [97] This phenomenon was never been explained in detail. One possible

explanation is that the mixing breaks the translatonal symmetry (as a result, breaks

the transverse momentum q conservation), and adds more phonon propogating modes

into the system. This can be shown by plotting MT̄ (calculated by NEGF) in the

Brillouin Zone for systems with or without interfacial mixings.

(2)Study the impact of percentile and depth of mixings.

In this step, the depth of mixing will be changed from 2 u.c. to 8 u.c., and the percentile

of mixing α is varied from 0%(no mixings) to 50%. The purpose of this kind of study is that

the quality of the superlattice interfaces could be one of the contributing factors that destroy

the minimum κSL with dSL. We want to demonstrate how much mixing is needed to destroy

the minimum, and relate that to physical arguments, such as intersubband scattering by

Fermi’s Golden Rule when lc approaches the dominant mid-frequency phonon wave length.

(3) The role of material components on the size effects in superlattices.

A similar calculation on SrTiO3-CaTiO3 superlattices can then be carried out. Existing

published measurements on SrTiO3-CaTiO3 superlattices demonstrate a minimum, but not

so in GaAs-AlAs superlattices. The underlying reason is that the coherence length in SrTiO3-

CaTiO3 superlattices is 3∼4 nm and in GaAs-AlAs superlattices is around 1∼2 nm. Our
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proposed calculation can help us understand the possible contributions (mass differences, and

dispersion differences) to the differences in coherence length of these two types of superlattices.

The purpose of the proposed project of random mixing at the superlattice interfaces

is to study how the stochasticity of the interatomic mixing destroy the phonon coherence,

executed utilizing our new idea of monitoring off-diagonal elements of lesser Green’s function

Gn. The significant difference between this proposed work with our previous study is that

the lesser Green’s function (or correlation function) Gn is introduced into the calculations,

and the proposed project will study how the phonon coherence length lc (extracted from Gn)

changes with the period thickness and total sample thickness (Eq. 4.10, 4.11 and 4.12, which

are elaborated here). The normalized correlation function is defined as (x is the transport

direction):

µ(r, r′, ω) = Gn(x, x′, ω)
[Gn(x, x, ω)]1/2[Gn(x′, x′, ω)]1/2 (A.1)

and the spatial cross correlation C(∆x, ω) is written as:

C(k∆x, ω) = 1
N − k

N−k∑
i=1

µ(xi, xi+k−1, ω), k ∈ (0...N − 1) (A.2)

where N is the number of atoms in the device (Fig. 4.1), xi is the location of the ith atom.

The spatial cross correlation function C(∆x, ω) is further normalized in the following way

to quantify the decay and thus the correlation length lc [129]:

l2c(ω) =
∑N−1
k=0 |C(∆x, ω)|2(k∆x)2∑N−1

k=0 |C(∆x, ω)|2
−
(∑N−1

k=0 |C(∆x, ω)|2k∆x∑N−1
k=0 |C(∆x, ω)|2

)2

(A.3)

A.3 Challenges

The challenges to execute this project that I faced arise from the large dimensions of the

system in study. Accordingly, the matrix size for the Hamiltonian and Green’s function of

the superlattice are too large and needs better algorithm to execute on available clusters,
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CPU time and memory.

Challenge 1: Simulation of superlattices up to 1000 nanometers long.

Atomic Green’s function simulations are usually limited to a range of several tens of

nanometers, but the systems studied in this project will need to be extended to 1000

nanometers, depending on the phonon mean free paths. For instance, to achieve the diffusive

regime transport, the total sample thickness of the GaAs-AlAs superlattice should be at least

200 nanometers (as shown by thermal conductivity saturation length in Fig. A.1(a)). Even if

we consider only 1 conventional unit cell in the cross-section area and only calculate transport

for phonons with a certain wavector q0, and set the frequency grids as 50, the matrix dimension

for Green’s function of the device (or the superlattices we want to study) is [4.8×105, 4.8×105]

(The dimension of the matrix 4.8× 105 is obtained by (L/a)× dof×Na×Nk×Nuc,⊥×Nω =

(200
0.5 )×3×8×1×1×50. Here (L/a) = (200

0.5 ) since the conventional unit cell lattice constant is

around 0.5 nm, dof = 3 for 3 degrees of freedom, Na = 8 for 8 atoms in a conventional unit cell,

Nk = 1 if we only calculate the transport for phonons with a certain wavevector, Nuc,⊥ = 1 if

only one unit cell in the transverse direction is considered, Nω = 50 for the frequency grid)

With such a large matrix dimension, it is difficult to do the inversions for the matrix, which

are required to calculate the Green’s function: G = [Mω2−K −Σl−Σr]−1, since brute force

inversion scales with the matrix size. Not to mention that a periodic boundary condition will

need to be enforced in the transverse direction, and a grid of wavevectors in the Bouillon

Zone will be used. In our previous simulations for the GaAs-AlAs superlattices, we used a

20× 20 wavector grid in the Fourier space and 3× 3 conventional unit cells in real space. If

we use the regular expression of Green’s function to treat the GaAs-AlAs superlattice, then

the matrix dimension for the Green’s function will be [8.64× 109, 8.64× 109] for 1000 nm

SLs ((L/a)× dof×Na×Nk ×Nuc,⊥×Nω = (1000
0.5 )× 3× 8× 400× 9× 50). Considering each

double float number requires 8 bytes in memory, this matrix dimension will be [69.12GB,

69.12GB] memory which is far beyond the maximum matrix size in most of languages in spite

of the platforms. For instance, the maximum matrix size can be held in Matlab is shown in
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Fig. A.5 This incredible large number makes this project challenging.

Possible solution: Dyson’s equation

The approach that I used for the previous paper is Dyson’s Equation which provides a new

route to solve the Green’s function by splitting the device into several layers. An illustration

is shown in Fig. A.6. The most common procedure to solve the Green’s function and obtain

the transmission is by MT̄ = Trace[ΓlGΓrG†], where Γl,r are the broadening matrices for the

left and right contact, and Gd = (Mdω
2 −Kd − Σl − Σr)−1 is the retarded Green’s function

for the device, Md, Kd are the mass and force constant matrices of the device, Σl,r are the

self-energies that account for the phonons exiting to the contacts. Dyson’s equation enables

us instead of considering Gd for the whole device, to solve the problem layer by layer from

right (N) to left (1) or (left (1) to right (N)) sequentially.

In the following, we will walk through the process layer by layer start from right to

left. The self energy of the right contact (same for the left contact) can be expressed as

Σr = KN,rgrKr,N , where KN,r is the interaction between the layer N and the right contact.

gr is the surface Green’s function for the right semi-infinite contact. Note that the term gr

represents the Green’s function for the first layer in the contact region considering everything

on the right, and assumes the right contact is not connected to any material. With the open

system boundary self-energy, the surface Green’s function for the Nth and N-1th layer can be

written as:
gN,N = (MNω

2 −KN − Σr)−1

gN−1,N−1 = (MN−1ω
2 −KN−1 − ΣN)−1

(A.4)

where MN , KN (or MN−1, KN−1) are the mass and force constants matrix of the Nth (N-1th)

layer. Σr is expressed previously; I want to elaborate ΣN here: ΣN = KN−1,NgN,NKN,N−1.

Then layer by layer, walking from the right to the left, the problem to solve a very large

matrix for the device with Gd can be reduced to repetitions on a relatively small matrix

problem with G1,1 = (M1ω
2 −K1 − Σl − Σ2)−1. The generalized equation for this process
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Figure A.5: The largest (real double) matrix size by Matlab. This figure is re-
producted from https://www.mathworks.com/matlabcentral/answers/91711-what-is-the-
maximum-matrix-size-for-each-platform
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Figure A.6: Scheme of a Dyson set up in NEGF. The system is partitioned into left, right
contacts and a device. Self-energies Σl,r represent the phonons loss from the device, and the
Σ<
l,r represent the phonons injection from left or right contacts to the device.
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can be expressed using Dyson’s equation as:

Gp,p = gp,p + gp,p(Kp,p+1Gp+1,p+1Kp+1,p)gp,p (A.5)

To calculate the coherence length and to visualize the decay of correlation function, the

correlation function Gn (or G<, Gn = −i~G<) have to written in terms of Dyson equation as

well. This has not been used for phonon transport in the past to our knowledge. Borrowing

clues from electron transport, this can be implemented as:

G<
p,p = g<p,p + g<p,pKp,p+1G

†
p+1,p + gp,pKp,p+1G

<
p+1,p

G<
p+1,p = G<

p+1,p+1Kp+1,pg
†
p,p +Gp+1,p+1Kp+1,pg

<
p,p

(A.6)

By implementing the Dyson equation to solve the NEGF, the matrix dimension can be

greatly reduced. Take our previous system as an example, the matrix dimension of [69.12GB,

69.12GB] can be reduced 1000 fold to [69.12MB, 69.12MB]. However, this is still a large

number if the inversions calculated for the matrix. Additional treatments can be done by

paralleling the wavevector grid in the Fourier space.

Challenge 2: Simulation of the superlattice with random interfacial mixings -

large supercell dimension in the transverse direction

To simulate superlattices with random interfacial mixings, the cross-section area is required

to be large enough to consider the mixing atoms. The previous experimental data confirmed

that only ∼ 1 nm intermixing layer is observed. If only one unit cell is used in the transverse

direction, there will be 65.61% chance for GaAs or AlAs layers being free of mixings if

the mixing percentage α is 10%. In the previous paper, our simulation supercell uses 9

conventional unit cells with 3 repetitions along each transverse direction. Under this setup,

there is only 2.3% chance for GaAs (or AlAs) layers being free of mixings when the mixing

percentage α is 10%.
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Meanwhile, the phonon wavevector q sampling should be large enough as well. Although

we agree that the larger the real space dimension, the smaller the Brillouin Zone size, the

shape of the modes times transmission MT̄ in the Brillouin Zone is very complex and requires

a large sampling. As shown in Fig. A.7, a [20,20] q sampling is not dense enough to capture

all the details in MT̄ .

Figure A.7: MT at ω=39.7 Trad/s in the Brillouin zone for a GaAs supercell with [3a0, 3a0]
cross-section area. a = 3a0 is the supercell size in y/z direction when x is the transport
direction, a0 is the GaAs conventional unit cell lattice constant (∼ 0.56 nm).

One suggestion is to utilize a part of the Brillouin Zone (BZ), e.g. qy,z ∈ [−π/3a, π/3a).

However, this suggestion is only applicable when the system is periodic in real space, such as

GaAs in Fig. A.7. When the system contains randomly distributed interfacial mixings, the

supercell is no longer of repetitions of conventional unit cells. As a result, the BZ zone is

no longer of repetitions as well, and utilizing only part of the Brillouin Zone leads to loss of

essential information in the calculation.

Possible solution: calculate q points separately in different batches of simula-

tions.



A.3 | Challenges 105

Since we simulate systems without anharmonicity, during the phonon transport process,

the wavevectors and frequencies are conserved. MT̄ (ω) can be expressed just as the summation

over transmission of phonons with different wavevectors: MT = ∑
q⊥ Tq⊥(ω), and separating

the calculation into several batches with different q⊥ preserves the result. For instance,

assume [20,20] grid is used in the calculation, for every batch we can calculate only [i to i+1,

1 to 20] q grid. And the matrix size can be further reduced to [6.9MB, 6.9MB].

There are other mathematical algorithms or treatments can be done to further scaling the

matrices and the problem. ‘Partial inversion’, ‘mode space decoupling’ and ‘finite element

continuum’ are the possible solutions, to my knowledge. However, implementing any of these

requires some level of understanding of the algorithm and effort in programming.

Challenge 3: Data collection

The solutions to the previous challenges all involve splitting the matrix into smaller ones.

However, these solutions also introduce new challenges to the final data analysis.

The separation of wavevector q grid or the frequency ω grid in itself does not cause too

much trouble. The reason is that phonons are assumed not to interact with each other, as a

result, we can simulate the transport process for each phonon mode separately and sum over

the contributions from all the phonon modes in the end.

The separation of the Green’s function matrix into layers by Dyson equation will generate

a collection of matrices that are the partial elements of the matrix of the device. In order

to calculate the coherence length and to visualize the decay process of phonon phases, the

correlation function of the whole device is needed. As a result, we need to collect each element

(or the small matrices) and rebuild the correlation function matrix G<
d in the form of the

following format:

G<
d =



G<
1,1 G<

1,2 G<
1,3 . . . G<

1,N

G<
2,1 G<

2,2 G<
2,3 . . . G<

2,N

. . . . . . . . . . . . . . . . . . . . . . . . . . . . .

G<
N,1 G<

N,2 G<
N,3 . . . G<

N,N


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. Each element can be solved by Eq. A.6, but each element should be stored during calculations

in order to formulate the Green’s function for the device. This brings its own memory-related

challenges that will need to be overcome.

A.4 Conclusion

All in all, the role of random interfacial mixings on the thermal transport in superlattices is

a valuable but also a challenging project to pursuit. A large amount of computing resources

from supercomputer centers with large memory cpus, along with a combination of well

bench-marked transport algorithms are essential for implementing this project.



Appendix B

DMM from ab-initio NEGF

This work is reproduced with permission from [90] coauthored with Carlos A. Polanco and

Avik W. Ghosh. Copyright [2018] ASME. Cite This: J. Heat Transfer. Sep 2018, 140(9):

092405.

The Diffusive mismatch model (DMM) is commonly used to predict the interfacial thermal

conductance. In this section, we demonstrate the intrinsic relationship between the Diffusive

Mismatch Model (DMM) and the properties from NEGF, and provide an approach to get

DMM from first principles NEGF. Instead of using the frequency dependent density of

states and velocity from the full non-equilibrium lattice dynamics, we rederive the Diffusive

Mismatch Model to go beyond the isotropic approximation. This model stems from the

propagating modes, which can be readily calculated using Non-Equilibrium Green’s Function

and can easily handle inputs from first-principles calculations. This section is partially

reproduced with permission from ref. [90].

We start with the description of heat current across the interface in Landauer formula as

in Eq. 3.1:

q1→2 =
∫ ∞

0
(~ω2πM1T̄

1→2)∆Ndw (B.1)

q2→1 =
∫ ∞

0
(~ω2πM2T̄

2→1)∆Ndw (B.2)
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The DMM equations arise under the assumption of detailed balance [147, 148] of the heat

so that the current from material 1 to material 2 is equal to the current from material 2 to

material 1:

q1→2 = q2→1 ⇒M1T̄
1→2 = M2T̄

2→1 (B.3)

Diffusive process of phonons across the interface assumes that the phonons randomize

their phases at one-shot at the interface, consequently the transmission probability of phonons

from material 1 to material 2 equals to the reflection probability of phonons from material 2

to material 1 (ie. the history is completely removed):

T̄ 1→2 = 1− T̄ 2→1 (B.4)

Combining the Eq. B.3 and Eq. B.4, we get:

MT̄DMM = M1T̄
1→2 = M2T̄

2→1 = M1M2

M1 +M2
(B.5)

M1 and M2 are the number of modes of the bulk materials at each side of the interfaces.

We can get M1 and M2 similarly in Green’s functions by defining the contacts and junction

as the same materials, using MT̄ = Trace[ΓlGΓrG†]. In the bulk materials, for each mode,

transmission probability is 1, so MT̄ is just the number of modes. Hence The MT̄DMM equals

the number of modes of materials at two sides in parallel.

In a Green’s function description, the number of modes is proportional to AD(ω)v(ω),

where A is the transverse area of the simulated junction unit cell, D(ω) and v(ω) are the

frequency dependent density of states and velocity respectively. If we write the parallel

combination of modes in terms of density of states and velocity, we can recover the general

expression often used to describe the DMM from lattice dynamics. For example, in a Au –

Self-assembled monolayer (SAM) system, we need to consider the modes of Au and modes of

SAMs in the same area. The DMM conductance can be obtained from the combined mode
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density in parallel:

GDMM =
∫ ∞

0

~ω
2π

(M1/A1)(M2/A2)
(M1/A1) + (M2/A2)

∂N

∂T
dω (B.6)

In the following Au-SAM system simulation, we use a compact Au-SAM density with the

surface geometry as
√

3×
√

3 R30o. Each alkane chain connects with 3 Au atoms in an area

of 2.16× 10−19m2. The simulated number of modes for Au and alkane chain in that area are

shown in Fig. B.1(c), with the inset graph showing the MT̄DMM . The number of modes for

the Au with that specific density is 3 times as the number of modes of Au in primitive unit

cell in (111) direction. Fig. B.1(d) shows the calculated interfacial thermal conductance for

the Au-SAMs interface with NEGF-based DMM. The values are almost the same as ref. [148].
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Figure B.1: (A) Phonon dispersion of Au compared with experimental data(red dots); (b)
Phonon dispersion of Polyethylene compared with experimental data(red dots); (c) The
number of modes of Au and polyethylene. The inset figure shows the MT̄ of DMM taking
the harmonic mean of modes from each side; (d) The conductance of Au-SAMs junction with
NEGF-based DMM.This figure is reproduced from ref. [90]
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