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Abstract 
Absence seizures result from 3-5 Hz generalized thalamocortical oscillations that 

depend on highly regulated inhibitory neurotransmission in the thalamus. Efficient 

reuptake of the inhibitory neurotransmitter GABA is essential, and reuptake failure wors-

ens seizures. Here, we show that blocking GABA transporters (GATs) in acute brain slices 

containing key parts of the thalamocortical seizure network modulates epileptiform activ-

ity. As expected, we found that blocking either GAT1 or GAT3 prolonged oscillations. How-

ever, blocking both GATs unexpectedly suppressed oscillations. Integrating experimental 

observations into single-neuron and network-level computational models shows how a 

non-linear dependence of T-type calcium channel opening on GABAB receptor activity reg-

ulates network oscillations. Receptor activity that is either too brief or too protracted fails 

to sufficiently open T-type channels necessary for sustaining oscillations. Only within a 

narrow range does prolonging GABAB receptor activity promote channel opening and in-

tensify oscillations. These results have implications for therapeutics that modulate GABA 

transporters. 
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Chapter 1: Introduction and Background 
 

In this chapter, I will first explain the unmet clinical needs in the study of epilepsy, 

and more specifically, absence epilepsy. I then discuss the clinical features, animal models 

and neural correlates of absence seizures. Next, I lay out the anatomy and physiology of 

the thalamocortical network that is thought to generate the oscillations that underlie ab-

sence seizures. I discuss how the intra-thalamic and the thalamocortical network sustain 

normal or epileptiform thalamic oscillations in detail, exploring the effects of intrinsic ion 

channels and receptors. I then turn to computational models of thalamocortical neurons 

and thalamic/thalamocortical networks and how they have contributed to the under-

standing of the pathophysiology of absence seizures. Finally, I delineate the research 

goals I’ve set out to achieve. 

 

Epilepsy: Definition, significance and heterogeneity 

Epilepsy is a disease involving recurrent unprovoked seizures1. A seizure is a tran-

sient display of abnormal behavior due to excessive or hypersynchronous neural activity 

in the brain2. This hypersynchronous activity results in large amplitude spikes on human 

electroencephalography (EEG), which is the gold standard for a seizure diagnosis. A sei-

zure is unprovoked if it does not immediately follow a specific medication or physical ma-

neuver such as flashing lights2. Clinically, a person is diagnosed with epilepsy if at least 

two unprovoked seizures occur greater than 24 hours apart, or if one unprovoked seizure 

occurs and the recurrent risk is at least 60%, or if other symptoms lead to a diagnosis of 

an epilepsy syndrome2.  



2 
 

 

Why is epilepsy important? Being the 4th most common neurological disorder, ep-

ilepsy affects 470,000 children and 3 million adults in the United States, and 65 million 

people across the world3,4. People with epilepsy have a mortality rate 1.6 to 3 times higher 

than normal5. Furthermore, a third of the epilepsy cases are not adequately controlled by 

medications1. Clearly, there is unmet clinical need for developing new treatments for ep-

ilepsy. 

Epilepsy is, however, not a single disease. First of all, seizures can be generalized 

(starts in both hemispheres in EEG) or focal (starts in a particular area of the brain in EEG), 

aware (patient conscious) or impaired-awareness (unconscious during at least part of the 

seizure), motor (change in muscle activity) or non-motor (change in cognition, emotion, 

senses, autonomic activity or behavioral arrest)6,7. Second, many different types of epi-

lepsy syndromes (certain types and features of seizures occurring together) have been 

described, some with known and distinct genetic causes such as Angelman Syndrome (du-

plication or deletion of chromosome 15q11-13) and Dravet Syndrome (mutation in the 

sodium channel SCN1A)8. Third, there are many different causes of epilepsy. For instance, 

newborns can develop epilepsy through maternal drug use and adults can develop epi-

lepsy through head trauma or stroke9. In fact, 6 out of 10 cases of epilepsy have an un-

known cause1. In this proposal, we will focus on a specific type of epilepsy called absence 

epilepsy. 

 

Absence epilepsy: Classification, significance and etiology 

Absence epilepsy is characterized by typical absence seizures (TAS), which are 

brief (3-30 seconds, usually < 10 seconds), generalized-onset (must have stereotypical 

>2.5 Hz spike-wave discharges bilaterally in EEG) seizures associated with a transient loss 
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of consciousness10. Simple TAS is non-motor and associated with a cessation of move-

ment, whereas complex TAS can be associated with slight movements such as eyelid flut-

tering and hand/face automatisms10. When generalized-onset seizures have a longer du-

ration (10-30 seconds), lower spike-wave frequency (< 2.5 Hz), a more gradual onset and 

termination, an incomplete loss of consciousness and an increased likelihood to be ac-

companied by movements, they are called atypical absence seizures10,11. The Interna-

tional League Against Epilepsy (ILAE) currently classifies cases with typical absence sei-

zures into four epilepsy syndromes, all seen in school-age children: childhood absence 

epilepsy (CAE, or pyknolepsy), juvenile absence epilepsy (JAE), juvenile myoclonic epi-

lepsy (JME) and epilepsy with myoclonic absences12. Some major differences are: the age 

of onset is 3-11 years old (most often 5-8 years old), 9-13 years old, 5-16 years old and 1-

12 years old, respectively; the mean duration of seizures is about 10 seconds for CAE vs. 

10-45 seconds for JAE and 10-60 seconds for myoclonic absences; CAE can be more easily 

controlled than JAE with medications (90% vs. 37% in one study); children often grow out 

of the seizures for CAE (1 year medication-free remission rate 65-82%) whereas the other 

syndromes are often life-long conditions12–17.  

Absence epilepsy is a debilitating condition. Except for JME in which seizures usu-

ally occur only after awakening, children with absence epilepsy may have up to 100 sei-

zures a day13,14. Children also often have cognitive and linguistic impairment such as read-

ing disabilities and ADHD at diagnosis, and in one study 35% of CAE patients continued to 

have attentional deficits even after treatment18,19. Furthermore, roughly 40% (range 8-

69%) of children with typical absence seizures at diagnosis eventually develop generalized 

tonic-clonic seizures, which most likely occur 5-10 years after the onset of absence sei-

zures18,19. Prognosis is worse when there is development of myoclonic seizures, late onset 
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of seizures (> 8 years), abnormal inter-ictal EEG, multiple spikes per spike-wave and focal 

abnormalities15,16,18.  

The three most common drugs used to treat absence epilepsy are ethosuximide 

(blocks calcium currents (mainly T-type) and reduces a persistent sodium current and a 

calcium-activated potassium current20,21), valproic acid (raises brain level of GABA and 

affects sodium and calcium channels18) and lamotrigine (blocker of voltage-gated sodium 

channels18). In a 2010 double-blind, randomized, controlled clinical trial on CAE patients, 

the 16-20 week and 12-month failure rate were 47% and 55% for ethosuximide, 42% and 

56% for valproic acid, and 71% and 79% for lamotrigine22,23. Furthermore, the group 

treated with valproic acid experienced the highest rate of adverse events such as atten-

tional dysfunction at both time points. In a follow-up, randomized, controlled clinical trial, 

the three drugs exhibited similar relative failure rates and adverse event rates as a second 

medication24. Therefore, ethosuximide is the currently preferred drug of choice for either 

first or second monotherapy25.  

Nevertheless, these studies suggest that up to a quarter of CAE patients do not 

respond to either the first or second treatment. Furthermore, even if seizures were ade-

quately controlled by medications, the cognitive, behavioral and psychiatric comorbidi-

ties that are either pre-existing or medication-induced often overwhelms the effects of 

the seizures themselves25,26. In the aforementioned randomized control trial, attention 

deficits occur in 36% of CAE patients and persisted even when seizure freedom was at-

tained27. When formally assessed, more than 60% of patients had a psychiatric diagnosis28. 

A case-control study showed that although young adults with absence epilepsy have a 

higher terminal remission rate (57% vs 28 %) than those with juvenile rheumatoid arthritis 
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(a non-neurologic chronic disease), those with absence epilepsy actually had poorer psy-

chosocial outcomes29. Therefore, there is great unmet clinical need to develop new effec-

tive treatments with minimal side effects. 

There are strong genetic links to all four types of absence epilepsy. A positive fam-

ily history of epilepsy was found in 15-44% of CAE cases, and the monozygotic twin con-

cordance rate for CAE was 75% (84% show spike-wave discharges on EEG)18,30. So far, the 

human genes implicated in CAE are as follows: 

Name of Gene Identity of Protein 

GABRG231,32 the γ2 subunit of synaptic GABAA receptors 

GABRA133 
the α1 subunit of synaptic GABAA receptors of cortical and TC 

neurons 

GABRB334–37 the β3 subunit of synaptic GABAA receptors of RT neurons 

CACNA1A38,39 α1A subunit of presynaptic P/Q-type CaV2.1 channels 

CACNA1G40 α1G subunit of T-type CaV3.1 channels 

CACNA1H41–43 α1H subunit of T-type CaV3.2 channels 

CACNG344 γ3 auxiliary subunit of voltage-gated calcium channels 

CLCN245 chloride channel 

JRK/JH846 JRK jerky homolog 

LGI447 leucine-rich, glioma inactivated 4 

SLC2A148,49 Glut1 glucose transporter 

INHA50 inhibin alpha subunit 

From the table, one can see that susceptibility genes for pure absence seizures mostly 

consists of subunits of GABAA receptors and calcium channels. However, most of these 

mutations are found in only a few patients (so the mode of inheritance remains largely 

unidentified) or a few families, or in only certain populations, and thus absence epilepsy 

is likely a polygenic disease18,51. Note that a genetic variant of the CaV3.2 T-type calcium 

channel was associated with a lack of treatment response to ethosuximide52, suggesting 

that ethosuximide treats seizures primarily through blocking T-type calcium channels. 
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Absence seizures: EEG features 

What are 

some distinguish-

ing features of ab-

sence seizures? 

The EEG shows bi-

lateral, synchro-

nous symmetric 

spike-wave dis-

charges (SWD) of 

about 3 Hz (> 2.5 Hz, typically 3-4.5 Hz) that start and end abruptly12,18 (see Figure 1). The 

spike-wave discharges are stereotyped and the majority show one or two spikes per 

wave18. In between seizures, the EEG shows mostly normal background activity, although 

sometimes focal epileptiform discharges in frontal, temporal and parietal areas and ab-

normal intermittent bilateral delta (2.5-4 Hz) activity in the occipital lobe can be rec-

orded18. Both spike-wave discharges and the posterior delta activity can be enhanced by 

hyperventilation and drowsiness18. In fact, both forced hyperventilation and total sleep 

deprivation are common techniques to test for absence seizures clinically. Notably, the 

shortness of the seizure durations and the abruptness of termination is so far largely un-

explained.  

 

Animal models for absence seizures 

There are many animal models available for studying absence seizures. These are 

 

Figure 1. An example of a spike-wave discharge on human EEG53 
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classified into five groups: pharmacological models in which systemic injection of a drug 

induces absence seizures, monogenic inbred mouse models presenting with spontaneous 

absence seizures and additional neurological abnormalities, transgenic mouse models 

that display absence seizures, transgenic mouse models that display full or partial re-

sistance to pharmacologically-induced SWDs and polygenic inbred rat models that seem 

to display spontaneous absence seizures without other abnormalities. These are summa-

rized as follows: 

Pharmacologi-

cal 

FGPE model: Intramuscular injection of penicillin in cats 

GHB model: Systemic injection of γ-hydroxybutyric acid (or the pro-

drug γ-butyrolactone, GBL) in rats, mice, cats or monkeys53,54 

PTZ model: Systemic injection of low-dose pentylenetetrazol in rats55 

Monogenic in-

bred 

tottering mice (tg, a P601L missense mutation in the α1A subunit of 

CaV2.1 channels) also has abnormal movements and postures56,57 

leaner mice (tgla, a different mutation in the α1A subunit of CaV2.1 

channels) also shows slow cerebellar degeneration57 

ducky mice (du, a mutation in the α2δ subunit of CaV2.1 channels) 

also shows ataxic gait and paroxysmal dyskinesia58 

lethargic mice (lh, a mutation in the β4 subunit of CaV2.1 channels) 

also has ataxia and lethargic behavior59 

stargazer mice (stg, a mutation in the γ2 subunit of CaV2.1 channels) 

also has ataxia and head-tossing60 

Transgenic with 

absence sei-

zures 

CaV3.1 overexpression mouse61 

TRIP8b knockout mouse62 

GABAA β3 subunit knockout mouse (also has Angelman syndrome-

like symptoms)63 

GABAA γ2 subunit R43Q mutation mouse64 

Succinic semialdehyde dehydrogenase knockout mouse (often cause 

SUDEP)65 

GABA transporter 1 knockout mouse (also has schizophrenia-like 

symptoms)66,67 

GluA4 knockout mouse68 
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Transgenic re-

sistant to ab-

sence seizures 

CaV3.1 knockout mouse69 

CaV3.3 knockout mouse70 (spindle-resistant) 

GABAA α3 subunit knockout mouse71 

GABAA δ subunit knockout mouse66 

Polygenic in-

bred 

GAERS (genetic absence epilepsy rats from Strasbourg) rats 

WAG/Rij (Wistar albino Glaxo/Rijswijk) rats 

Due to evidence for strong genetic predisposition in absence epilepsy as described 

above and the lack of chronicity of seizures in the pharmacological models, genetic animal 

models have been favored72. Furthermore, since polygenic inbred rat models seem to ex-

hibit an isolated phenotype of typical absence seizures, GAERS rats and WAG/Rij rats have 

been the most widely used animal models of absence seizures to date.  

What are the similarities and differences of the animal models with human ab-

sence epilepsy? Whereas most patients with CAE remit by their late teens, seizures in all 

genetic absence models continue for the entire life span. In fact, for all strains, there is a 

monotonous increase in both number and duration of seizures with age72. In GAERS rats, 

seizures begin appearing at 40-120 days of age. WAG/Rij rats have 300-400 seizures a day 

at six months of age72. Seizures in rats most commonly occur during passive wakefulness 

(drowsiness) and light slow wave sleep (stage II sleep), occur rarely in REM sleep, and 

prevail in transitional states (e.g., awakening), all consistent with studies in humans73. On 

EEG, both GAERS and WAG/Rij rats have bilaterally symmetric SWDs generalized over the 

entire cortex that start and end abruptly with durations of 1-30 seconds, comparable to 

those of humans72,74. As in human absence seizures, SWDs are accompanied by behavioral 

arrest, but also sometimes accompanied by slight motor movements such as facial myo-

clonic jerks, vibrissae twitching, accelerated breathing, head tilting or eye twitching72,74. 

However, the frequency of rodent SWDs is 7-11 Hz, higher than those of humans72,74. In 

fact, there appears to be a negative correlation of SWD frequency with body size, as the 
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FGPE model (cats) exhibits SWDs of ~4.5 Hz, whereas only in primates could 3 Hz SWDs 

be pharmacologically induced53,74. Thus, the higher frequency in animal models may 

merely reflect the smaller size of the neural networks involved. Pharmacologically, only 

anti-absence drugs such as ethosuximide, valproic acid and trimethadione decreases the 

number of SWDs in rats, whereas other anti-convulsants such as phenytoin, carbamaze-

pine, tiagabine and vigabatrin do the opposite, consistent with their respective effects on 

human absence seizures72,74. Therefore, many of the available rat models seem to have 

both face validity (similar EEG/behavioral manifestations) and predictive validity (similar 

outcomes to treatments). 

  

Neural correlates of absence seizures 

Which brain areas are activated during absence seizures? Simultaneous fMRI-EEG 

recordings showed increased BOLD signals in the thalamus, frontal cortex, primary visual, 

auditory, somatosensory, and motor cortex, cerebellum and decreased BOLD signals in 

the lateral and medial parietal cortex and basal ganglia during SWDs75,76. In WAG/Rij rats, 

fMRI shows specific activation of somatosensory cortex, but not the occipital cortex77. 

Therefore, it seems that networks for normal attention (thalamus-frontal cortex) and sen-

sory processing (thalamus-primary cortices) are hijacked during seizures to result in the 

loss of consciousness observed. Furthermore, in an fMRI-EEG study, the change in BOLD 

signals in these regions was associated with impaired performance of an attention task75. 

However, during SWDs, visually-evoked event-related potentials in humans and whisker-

evoked event-related potentials in GAERS rats are preserved, showing that at least some 

sensory processing is still possible during seizures78.  

Which brain areas are necessary for absence seizures? In a study done in GAERS 
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rats, ablation of the cortex suppressed SWDs recorded in the thalamus, and large lesions 

of the lateral thalamus suppressed SWDs recorded in the cortex, suggesting that both the 

cortex and the thalamus are involved in the generation of SWDs79. 

Do absence seizures begin in the thalamus or in the cortex? Initially, SWDs were 

thought to be initiated in subcortical structures, due to a common midline subcortical 

pacemaker80. Early field recordings in inbred Wistar rats showed that lateral thalamic ac-

tivity (but not the midline thalamus) preceded cortical activity in SWDs, suggesting that 

the thalamus offers a driving force for seizures81. However, subsequent research has 

showed stronger support for the “cortical focus theory,” in which SWDs are thought to be 

initiated in the cortex. In barbiturate-anesthetized cats, local injection of bicuculline (a 

GABAA receptor antagonist) in the cortex induced 4 Hz spike-wave activity throughout the 

cortices bilaterally while the thalamus remained in the spindling state82. This still held true 

after removing one half of the thalamus, supporting the idea that the cortical network is 

sufficient for SWD generation82. However, the spike-wave activity induced was preceded 

by runs of 10-20 Hz spikes, spread gradually from a focus, and did not have behavioral 

correlates since the animal was anesthetized. Therefore, the relationship of this pure-

cortical SWD to typical absence seizures is unclear. In WAG/Rij rats, nonlinear correlation 

analysis of multisite field recordings showed that activity in the perioral region of the so-

matosensory cortex preceded activity in the thalamus by a mean time of 8.1 ms during 

the first 500 ms of an absence seizure83. In GAERS rats, field recordings showed that facial 

somatosensory activity preceded either the motor cortex or the thalamus during seizures, 

and further pinpointed layer 5/6 neurons as the initiators of epileptic discharges84. Fur-

thermore, intracellular recordings showed that spontaneous 9-11 Hz oscillations at this 

cortical focus precede seizures84. Intracortical microinfusion of ethosuximide or topical 
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application of tetradotoxin (a sodium channel blocker that abolishes action potentials) in 

the somatosensory cortex, but not in the motor cortex, immediately ceased SWDs in 

GAERS rats, showing that the seizure initiation site is cortical-area specific, at least for 

rodent models85,86. Therefore, there is ample evidence to support the cortical focus the-

ory of SWD generation. However, in humans, beamformer analysis using synthetic aper-

ture magnetometry (SAM) in an MEG-EEG study showed that activity 50 ms prior to the 

start of seizures can be located in both the frontal cortex and the thalamus87. Therefore, 

the role that the thalamus plays in absence seizure generation still warrants further in-

vestigation. 

Nevertheless, the thalamus is essential at least for the maintenance of SWDs. In 

callosotomized GAERS rats, lesioning the reticular thalamic (RT) nucleus with ibotenic acid 

(a neurotoxin) disrupts ipsilateral SWDs88. In PTZ treated rats, bilateral lesions of RT sup-

pressed SWDs89. In intact WAG/Rij rats, a complete ipsilateral lesion of the right RT nu-

cleus with ibotenic acid decreased the number of SWDs to less than 10%, whereas a total 

ipsilateral thalamic lesion abolished SWDs completely90. These results pinpoint the RT nu-

cleus as an essential structure in the generation and or maintenance of SWDs. Granger 

causality analysis on field recordings of WAG/Rij rats showed that during SWDs, activity 

in the thalamus predicted activity in the cortex to a much greater extent than the other 

way around, suggesting that the thalamus drives each cycle of SWDs91. In a study done on 

fentanyl-anaesthetized WAG/Rij rats, simultaneous field recordings in different areas of 

the thalamus and cortex showed that the spike component of SWDs was phase-locked to 

activity in the specific thalamic relay nuclei (ventroposterior lateral (VPL), ventroposterior 

medial (VPM), ventrolateral (VL)), the mediodorsal (MD) nucleus, the RT nucleus and the 

cortex92. At each spike, the specific relay nuclei activity preceded both RT and cortical 
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activity92. A similar study done on fentanyl-anaesthetized GAERS rats confirmed that 

whereas cortical activity preceded thalamic activity at the onset of SWDs, relay nuclei 

activity preceded RT and cortical activity at each spike component of an SWD93. Therefore, 

while the cortex might contain the focus that initiate seizures, the thalamocortical (TC) 

relay neurons might be responsible for maintaining seizures by initiating subsequent cy-

cles of oscillations. On the other hand, the wave component of SWDs in fentanyl-anaes-

thetized WAG/Rij rats and GAERS rats were phase-locked to activity in the cen-

trolateral/paracentral nucleus and the anteroventral/ventrolateral nucleus of the thala-

mus, respectively, indicating that non-relay nuclei of the thalamus might also play a role 

in the maintenance of SWDs92,93.  

In summary, a thalamocortical network involving the cortex, the reticular thalamic 

nucleus and the thalamocortical relay nuclei appears to be responsible for the generation 

of SWDs. The same thalamocortical network is thought to be responsible for spindle os-

cillations during normal stage II sleep and the cortical slow wave oscillations during nor-

mal stage IV sleep94. We next explore the anatomy and physiology of thalamocortical os-

cillations and the possible pathophysiology of spike-wave discharges. 

 

Projections between the thalamus and the cortex 

How does the thalamus influence the cortex? Thalamocortical projections arise 

from TC neurons in the thalamocortical relay nuclei. Specific thalamocortical relay nuclei 

such as the VPL, VPM, VL, the lateral geniculate nucleus (LGN) and nuclei in the anterior 

nucleus relay information from subcortical structures to the cortex, whereas higher-order 

thalamocortical relay nuclei relay information from cortical neurons to other cortical neu-

rons95. These are all glutamatergic projections that predominantly project to layer IV of 
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the cortex96, except for the layer IV-deficient motor cortex (in which case the projections 

end in layers II/III and V)97. Different parts of the thalamus project to different parts of the 

cortex, and so there is a parallel, topographic organization of thalamocortical columns98.  

How does the cortex influence the thalamus? Corticothalamic projections arise 

from pyramidal neurons in cortical layers V and VI99. Those arising from layer VI cortex 

project, often bilaterally, to specific thalamocortical relay nuclei and give off collaterals to 

the RT nucleus (or the perigeniculate (PGN) nucleus if coming from the visual cortex), 

which contains GABAergic neurons projecting to the thalamocortical relay nuclei; those 

arising from layer V cortex project to higher-order thalamocortical relay nuclei and do not 

give off collaterals to the reticular thalamic nucleus95. Corticothalamic projections are glu-

tamatergic100, accounts for 25-31% of all synapses that TC neurons receive101–103, and ac-

counts for 50-65% of all synapses that RT neurons receive104. Different parts of the cortex 

project to different parts of the thalamus, preserving the parallel, topographic organiza-

tion of thalamocortical columns, with low convergence and divergence105. Corticotha-

lamic projections outnumber thalamocortical feedback by an order of magnitude106. Ex-

tracellular single unit recordings in the ventrobasal nucleus (VB, the area containing so-

matosensory relay nuclei in rodents) of anaesthetized rats showed that corticothalamic 

axons could be activated from the contralateral cortex and elicits a clear excitation fol-

lowed by inhibition107. Here, the inhibitory responses are thought to be mediated through 

RT because no interneurons are found in the VB nucleus100. In fact, by sending a strong 

excitation to both TC and RT neurons, corticothalamic projections result in both direct 

excitation (cortex to TC) and feedforward inhibition (cortex to RT then to TC), respectively, 

at the TC neurons.  
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Projections between RT/PGN neurons and TC neurons within the thalamus 

What about projections among nuclei within the thalamus? Studies in cats and 

rats using horse-radish peroxidase (HRP) staining showed that at least 60-80% of 

thalamocortical projections give off collaterals to RT neurons (or to PGN neurons if coming 

from lateral geniculate neurons), but not collaterals to other TC neurons108,109. Being col-

laterals of thalamocortical axons, these TC-RT connections are glutamatergic. Are these 

connections convergent? First of all, TC neurons greatly outnumber PGN or RT neurons110. 

In electron microscopy studies, PGN neurons are densely innervated by terminals from TC 

neurons, suggesting convergence of TC-RT connections110,111. In support of this, in ferret 

thalamic slices, the average amplitude of excitatory post-synaptic currents (EPSCs) from 

TC neurons recorded in PGN neurons were 5-8 times larger during spindle waves than that 

generated by a burst of a single TC neuron110. Based on this finding, the same study esti-

mated that 20-40 TC neurons innervate a single PGN neuron110. What about divergence? 

In HRP staining studies, TC-RT connections typically do not bifurcate extensively nor give 

rise to dense synaptic arborization, suggesting that TC-RT connections are not diver-

gent108,112,113. In support of this, simultaneous recording of nearby RT neurons (whether 

electrically coupled or not) in mouse thalamic slices showed very little synchrony in the 

EPSCs recorded114. Therefore, these TC-RT connections are excitatory, convergent but not 

divergent, with neighboring RT neurons receiving sparse non-overlapping input from 

many TC neurons114.  

On the other hand, there are also GABAergic projections from RT neurons to TC 

neurons, called RT-TC connections. Biocytin labelling studies in rat thalamic slices have 

shown that individual RT neurons can give rise to diffuse axonal arborizations, suggesting 

high convergence and divergence of RT-TC connections115,116. In support of convergence, 
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in ferret thalamic slices, the average amplitude of inhibitory post-synaptic currents (IPSCs) 

from PGN neurons recorded in TC neurons were ~4 times larger during spindle waves than 

that generated by a burst of a single PGN neuron. Based on this finding, the same study 

estimated that 10-20 PGN neurons innervate a single TC neuron110. In support of diver-

gence, simultaneous recordings of nearby TC neurons in mouse thalamic slices showed a 

strong covariation of IPSCs evoked by activation of RT-TC connections (indirectly through 

optogenetically activating cholinergic input to RT)114. Based on morphology, the ferret 

study estimated that a single PGN neuron innervates 100-170 TC neurons110. Therefore, 

RT-TC connections are inhibitory, convergent and divergent. Despite the divergence, bio-

cytin labelling studies also showed that most RT-TC connections project to a single nucleus 

of the anterior, dorsal, intralaminar, posterior, or ventral thalamus, with distinct sectors of 

RT projecting to distinct nuclei, further preserving the parallel, topographic organization 

of thalamocortical columns116. By transmitting the excitatory signal from cortical neurons, 

and by reciprocating the excitatory signal from TC neurons, these connections play a role 

in feedforward inhibition and feedback inhibition of the thalamus, respectively117. A bio-

cytin-labelling study in intact rat brains showed that RT-TC connections largely project in 

a somatotopic manner, supporting the principle of reciprocity between RT neurons and 

TC neurons along the same radial axis118. However, not all RT neurons send axons back to 

the TC neurons that excite them, so a TC neuron firing can cause a polysynaptic IPSP on a 

nearby TC neuron through RT neurons, which is termed lateral inhibition119.  

 

Connections among RT/PGN neurons 

GABAergic RT-TC connections have been found to give off collaterals to nearby RT 

neurons, in cats120,121, rats104,115,122 and monkey123. In acute mouse brain slices cut in an 
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angle (35 tilt from coronal) that preserved thalamocortical circuitry, electrical stimulation 

of cortical layer VI elicited, in RT neurons, di- or polysynaptic IPSCs that were sensitive to 

both bicuculline (a GABAA receptor blocker) or a combination of CNQX (an AMPA receptor 

blocker) and APV (an NMDA receptor blocker)124. Antidromic stimulation of RT axons in 

VB also evoked IPSCs in RT neurons125. In ferret thalamic slices, local application of gluta-

mate in PGN or RT elicited IPSPs with a reversal potential of -77 mV or -72 mV that were 

abolished by bicuculline or picrotoxin, respectively126,127, indicating that intra-RT GABAer-

gic connections are mediated mostly through GABAA receptors. However, three pieces of 

evidence have called the existence of intra-RT inhibition into question: (1) paired record-

ings revealed very little IPSPs elicited by neighboring RT neurons128,129; (2) optogenetic 

stimulation of corticothalamic axons failed to evoke disynaptic IPSCs in RT neurons130; (3) 

optogenetic stimulation of RT neurons failed to evoke IPSCs in other RT neurons131. As 

discussed later, the plane of slice preparation might have been the cause of the discrep-

ancy among findings132. 

On the other hand, in situ hybridization studies showed that expression of con-

nexin-36 (a gap junctional protein) was high in the RT nucleus but absent in the VB nu-

cleus133 and the expression of pannexin-1 (another potential gap junctional protein) was 

also much higher in the RT nucleus than the rest of the thalamus, supporting the obser-

vation that electrical connections are a unique property for GABAergic neurons134. Paired 

recordings of nearby RT neurons revealed electrical coupling that were present in control 

mice but not in connexin-36 knockout mice, strongly supporting that functional electrical 

connections (gap junctions) exist between RT neurons128.  

Do intra-RT GABAergic or electrical connections play a more important physiolog-
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ical role? In acute rat thalamic slices, local stimulation of RT neurons via glutamate uncag-

ing elicited more IPSCs than spikelets (62% vs 17%), indicating that GABAergic chemical 

connections might predominate over electrical connections135. A similar study confirmed 

this finding and further showed that GABAergic chemical connections are predominant in 

the anteroposterior (horizontal) plane, whereas electrical connections are predominant 

in the dorsoventral (vertical) plane132. Nevertheless, as explained later, both intra-RT elec-

trical and GABAergic connections seem to play a role in absence seizures. 

 

Summary of the basic anatomical circuitry for thalamocortical oscillations 

In summary, there are non-diver-

gent excitatory connections from TC neu-

rons to RT neurons, divergent inhibitory 

connections from RT neurons back to TC 

neurons, intra-RT GABAergic connections 

and intra-RT electrical synapses, forming 

the basic intra-thalamic circuit. This cir-

cuit, in addition to thalamocortical projec-

tions and corticothalamic projections, 

forms the core of the basic thalamocorti-

cal circuit (see Figure 2). Later on, we will 

discuss how the basic intra-thalamic cir-

cuit could drive spindle-like oscillations or SWD-like oscillations in the basic thalamocorti-

cal circuit.  

 

Figure 2. The basic thalamocortical cir-

cuit143 
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Pathophysiology of absence seizures—introduction 

How does the basic thalamocortical circuit lead to sustained oscillations over time? 

What is different in the circuitry to produce aberrant SWDs as opposed to normal spindle 

oscillations? To answer this, we will first discuss in turn the distinctive properties of RT 

neurons, TC neurons, the corticothalamic projections, the RT-TC GABAergic connections 

and the intra-RT connections (both GABAergic and electrical).  

 

RT neurons: Electrophysiology, channels involved and their significance 

What are the electrophysiological properties of RT neurons? Intracellular record-

ings in rat thalamic slices showed that at the resting membrane potential (about -56 mV), 

RT neurons exhibit tonic firing, in which a depolarizing input would elicit isolated action 

potentials (spikes) that are followed by a rapid spike after-hyperpolarization potential 

(SAHP)136. At membrane potentials more negative than -60 mV, RT neurons gradually 

switch to a burst firing mode, in which a depolarizing input would elicit a burst of spikes 

superimposed on a slow depolarizing potential called a low-threshold spike (LTS)136. 

Thereafter, upon release from hyperpolarization, RT neurons would generate a post-inhib-

itory rebound LTS, or a post-inhibitory rebound burst if the LTS reaches the threshold for 

sodium spikes (action potentials). In cats, extracellular unit recordings of RT neurons dis-

played tonic firing when the animal was awake and burst firing when the animal was 

asleep137,138. In sleeping cats, bursts consisted of 4-9 spikes at 80-180 Hz and were long in 

duration (50-1500 ms)137,138. In both rats and sleeping cats, spikes within a burst in RT 

neurons follow an accelerando-decelerando firing pattern, in which the duration of suc-

cessive inter-spike intervals first decreased than increased136–138. In rat thalamic slices, the 

bursts were followed by a pronounced hyperpolarization that lasted 80-120 seconds, 
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termed a burst after-hyperpolarization potential (BAHP)136. When the RT neuron was de-

polarized a voltage between -85 and -60 mV from a hyperpolarized potential of -90 mV, 

an oscillation of burst-BAHP complexes at around 6-8 Hz occurs136. Therefore, RT neuron 

may intrinsically oscillate. Similar oscillations were found in intracellular recordings of 

guinea pig thalamic slices139. In fact, in anaesthetized cats, intracellular recordings in ros-

tral RT found that RT neurons intrinsically oscillate at 7-12 Hz, with such spindle waves 

riding on the peaks of a slow 0.1-0.2 Hz oscillation140. When the RT nucleus was isolated 

from the rest of the thalamus, 7-16 Hz spindle waves that recur with a rhythm of 0.1-0.3 

Hz could still be recorded, suggesting that RT neurons can function as an intrinsic pace-

maker on its own141. Notably, there is also heterogeneity among RT neurons and regional 

differences between the dorsal and ventral parts of the RT nucleus. Intracellular record-

ings in rat thalamic slices showed that while most neurons (82%) in the ventral RT nucleus 

fire typical bursts, those in dorsal RT nucleus fire impoverished bursts (35%) or single 

spikes (56%)142.  

What channels on RT neurons give rise to its intrinsic oscillatory behavior? It is 

thought that a hyperpolarization of the membrane potential would de-inactivate a T-type 

calcium current (ITs) that underlie the post-inhibitory rebound LTS, and the subsequent 

increase in intracellular [Ca2+] would activate an after-hyperpolarization current (Iahp) that 

hyperpolarizes the membrane potential (BAHP) and starts the next cycle of the oscilla-

tion139. We will now discuss these two currents in detail: 

 T-type calcium channels (T channels) 

T-type calcium currents (ITs) are conducted by calcium channels that are tran-

siently activated upon depolarization, inactivated at relatively depolarized potentials 
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and de-inactivated at relatively hyperpolarized potentials143. It is thought that T cur-

rents are responsible for the post-inhibitory rebound LTSs. Upon hyperpolarization 

of the membrane potential, T-type calcium channels are de-inactivated, so subse-

quent depolarization would activate IT and result in a long-duration depolarization144. 

In rat and guinea pig thalamic slices, LTS persists in RT neurons after application of 

TTX (a sodium channel blocker), albeit without overriding sodium spikes136,139. A sim-

ilar finding was demonstrate in anaesthetized cats after application of QX314 (also a 

sodium channel blocker)140. Therefore, the LTS is thought to be calcium-dependent. 

In transgenic mice (CaV3.3 knockout, see later) with T channels selectively deficient 

in RT neurons, RT neurons showed an impaired ability to produce rebound spikes and 

depolarizations from hyperpolarized potentials failed to induce oscillations. These 

mice also showed an impaired ability to form spindle oscillations during non-REM 

sleep70. Therefore, T channels are necessary for both LTS generation and the intrinsic 

pacemaker behavior of RT neurons70.  

Using in situ hybridization in rats, RT neurons were found to express both 

CaV3.2 and CaV3.3 calcium channels145. Electrophysiological measurements of cur-

rents induced by heterologous expression of these channels in HEK-293 cells showed 

that CaV3.3 channels activate and inactivate about three times slower than CaV3.2 

channels146. In rat thalamic slices, T currents recorded in the dendrites had a slower 

inactivation time course than those recorded in the soma, indicating that CaV3.2 

channels might be expressed more in the soma and CaV3.3 channels expressed more 

in the dendrites147. 

Which of CaV3.2 and CaV3.3 is more important in setting the electrophysio-

logical properties of RT? In rat thalamic slices, the T currents in RT neurons were 
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found to have a much slower decay time constant and a more depolarized activation 

range than T currents of TC neurons (discussed later), suggesting that the slower-

activating/inactivating CaV3.3 channels might play a more dominant role than CaV3.2 

channels70,143. In a study in rat thalamic slices that simultaneously recorded RT neu-

rons intracellularly and measured calcium dynamics with two-photon laser scanning 

microscopy, injection of a depolarizing current in the soma elicited a 4-fold increase 

in calcium response in the distal dendrites relative to the soma, supporting a domi-

nance of distally-expressed CaV3.3 channels144. Finally, in a transgenic CaV3.3 knock-

out mouse, T current density was much decreased in RT neurons compared to wild 

type mice, further supporting the dominance of CaV3.3 channels70. 

What is the significance of CaV3.2 and CaV3.3 channels in absence seizures? 

Even though CaV3.3 channels seemed to be more dominant electrophysiologically, it 

is a mutation in Cav3.2 channels that has been linked to childhood absence epilepsy 

genetically (in a cohort of Han Chinese patients)41. Intracellular recordings of rat tha-

lamic slices showed that T current density of RT neurons was larger in both WAG/Rij 

rats and GAERS rats than in non-epileptic control rats148,149. Using in situ hybridization, 

GAERS rats were found to have a higher expression of CaV3.2 channels in RT neurons 

than non-epileptic control rats150. Using RT-PCR, WAG/Rij rats were found to have a 

higher expression of both CaV3.2 and CaV3.3 channels in RT neurons than non-epi-

leptic control rats149. In thalamic slices of GAERS rats, high affinity T channel blockers 

Z941 and Z944 attenuated burst firing in RT neurons151. Furthermore, in vivo admin-

istration of these drugs suppressed absence seizures in GAERS rats by 85-90%151. 

These results demonstrate a role of RT neuronal T channel hyperactivity in the gen-

eration of SWDs.  
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 Small conductance calcium-activated potassium channels (SK channels) 

Small conductance calcium-activated potassium channels open on activation 

by low concentrations of Ca2+, resulting in an efflux of K+ ions and a hyperpolarization 

of the membrane potential152. It is independent of voltage and gated solely by intra-

cellular calcium levels153. In hippocampal neurons, a similar after-hyperpolarization 

current was found to be sensitive to Ba2+ (a potassium channel blocker), Mn2+ (a cal-

cium channel blocker) and EGTA (a calcium chelator), but not to TTX (a sodium chan-

nel blocker) or to intracellular Cl- iontophoresis (which abolishes the chloride gradi-

ent)154,155. Immunohistochemical studies in both mouse and rats showed that the 

thalamic reticular nucleus expressed a high density of KCa2.2 (SK2) subunits as well 

as a lower density of KCa2.1 (SK1) and KCa2.3 (SK3) subunits156. Therefore, SK channels 

are thought to be responsible for the after-hyperpolarization current (Iahp) that follow 

bursts of action potentials and thus for generating the BAHP. Indeed, in rat thalamic 

slices, BAHP of RT neurons were abolished with application of Cd2+ (a calcium channel 

blocker) and apamin (an SK channel blocker), but not with 8-Br cyclic AMP (a blocker 

for a different type of calcium-dependent potassium channel)136,157.  

Notably, in rat thalamic slices, application of bicuculline (a known GABAA re-

ceptor blocker) suppressed BAHP and reduced the amplitude of Iahp in RT neurons157, 

indicating that SK channels are also partially blocked by bicuculline. Also in rat tha-

lamic slices, stimulation of corticothalamic fibers induce spindle-like oscillations that 

are transformed to prolonged 3 Hz epileptiform oscillations upon bath application of 

bicuculline158. Such bicuculline-induced epileptiform oscillations could not be repro-

duced with application of picrotoxin (a specific GABAA antagonist) or apamin (a spe-
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cific SK channel blocker), but could be reproduced with application of picrotoxin com-

bined with subnanomolar concentrations of apamin (which partially blocks SK chan-

nels), demonstrating that both intra-RT inhibition (discussed later) and SK channels 

are important in preventing epileptiform oscillations158.  

How could activation of SK channels prevent seizures? In rat thalamic slices, 

application of apamin increases the duration of post-inhibitory rebound bursts of RT 

neurons and abolishes the BAHP157. In RT neurons, but not in TC neurons (which lack 

SK channels), application of an increasing concentration of apamin increased the 

spike frequency under a depolarizing stimulus and increased the duration of post-

inhibitory rebound bursts158. Therefore, Iahp seems to be important in limiting the 

burst durations of RT neurons. As further explained later, an increase in RT burst du-

ration would prolong IPSCs on TC neurons, activate GABAB IPSPs, increase synchrony 

and lead to slower and stronger epileptiform oscillations158. 

 

TC neurons: Electrophysiology, channels involved and their significance 

What are the electrophysiological properties of TC neurons? In guinea pig thalamic 

slices, just like RT neurons, TC neurons exhibit tonic firing at depolarized potentials (> -60 

mV), burst firing at hyperpolarized potentials (< -65 mV), and post-inhibitory calcium-de-

pendent rebound LTSs or bursts that were sensitive to Co2+ (a calcium channel blocker)159. 

In sleeping cats, bursts consisted of 2-7 spikes at 250-400 Hz, with a shorter duration than 

that of RT neurons137,160. In contrast to the accelerando-decelerando firing pattern, there 

was a progressive increase in the duration of successive inter-spike intervals137,160. In cats, 

just like for RT neurons, extracellular unit recordings of TC neurons displayed tonic firing 

when the animal was awake and burst firing when the animal was asleep160. In cat and rat 
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thalamic slices bathed in low [Mg2+] (0.5-0.8 mM) and high [Ca2+] (2-4 mM), 50-60% of TC 

neurons also became intrinsic pacemakers at a resting potential of -80 mV to -55 mV: pe-

riodic, large amplitude (10-30 mV) LTSs lasting 80-350 ms and occurring at 0.5-3 Hz were 

generated, with single spikes or bursts consisted of 2-7 spikes at 250-400 Hz riding on top 

of each LTS161. These pacemaker oscillations were also found in slices that lack LGN (cats) 

or RT (rats)161.  

What channels on TC neurons give rise to its intrinsic oscillatory behavior? It is 

thought that a hyperpolarization of the membrane potential would de-inactivate a T-type 

calcium current (IT) and activate a hyperpolarization-activated nonspecific cationic current 

(Ih). Ih would slowly depolarize the membrane potential until IT gets activated and gener-

ates a post-inhibitory rebound LTS, causing an inactivation of IT and deactivation of Ih, and 

the further return to hyperpolarized potentials would start the next cycle of the oscilla-

tion162. We will now discuss these two currents in detail:  

 T-type calcium channels (T channels) 

The T-type calcium currents (IT) in TC neurons have similar electrophysiologi-

cal properties as the T currents found in RT neurons, but with a faster decay time 

constant and a more hyperpolarized activation range143. In transgenic mice (CaV3.1 

knockout, see later) with T channels absent from TC neurons, TC neurons no longer 

exhibit burst firing upon hyperpolarization69. In rat thalamic slices, bath application 

of U-92032 (a T channel blocker) reduced the maximum slope of LTS in TC neurons 

by 90%163. Bath application of 1-octanol or Ni2+ (both T channel blockers) reversibly 

blocked the intrinsic pacemaker oscillations described earlier164. These results 

demonstrate that IT in TC neurons play a similar role as ITs in RT neurons in the gen-

eration of post-inhibitory rebound LTSs and intrinsic pacemaker oscillations.  
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Using in situ hybridization in rats, TC neurons were found to express CaV3.1 

calcium channels, which is also expressed in cortical neurons145. Electrophysiological 

measurements of currents induced by heterologous expression in HEK-293 cells 

showed that CaV3.1 channels activate and inactivate about 1.5 and 5 times faster 

than CaV3.2 and CaV3.3 channels, respectively146. 

What is the significance of CaV3.1 channels in absence seizures? Genetic mu-

tations in CaV3.1 channels have been linked to human absence seizures40. T currents 

in HEK-293 cells with heterologous expression of mutant versions of Cav3.1 have 

slightly faster inactivation time constants40. Using in situ hybridization, GAERS rats 

were found to have a higher expression of CaV3.1 channels in TC neurons than non-

epileptic control rats150. Similarly, using RT-PCR, WAG/Rij rats were found to have a 

higher expression of CaV3.1 channels in TC neurons than non-epileptic control rats149. 

Intracellular recordings of thalamic slices showed that T current density of TC neu-

rons was larger in WAG/Rij rats than in non-epileptic control rats149. In support of this, 

GABAB agonists (GHB and baclofen) could induce SWDs in wild-type mice (more on 

this later) but not in CaV3.1 knockout mouse69. Conversely, transgenic mice that over-

expressed Cav3.1 channels showed frequent bilateral cortical SWDs61. In rat thalamic 

slices, bath application of U-92032 (a T channel blocker) suppressed bicuculline-in-

duced slow oscillations (see before). These results demonstrate a role of TC neuron 

T channel hyperactivity in the generation of SWDs.  

 Hyperpolarization-activated nonspecific cation channels (HCN channels) 

In guinea pig and cat thalamic slices, voltage clamping TC neurons at hyperpo-

larized potentials (<-60 mV, with half activation at -75 mV) activated an inward cur-

rent carried by Na+ and K+ ions that reversed at -43 mV and showed a slow activation 
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time constant (200-700 ms) at hyperpolarized potentials (<-60 mV) and no inactiva-

tion with time162. This current was termed a hyperpolarization-activated nonspecific 

cationic current, or h current (Ih) for short. In non-oscillating TC neurons, Ih is thought 

to contribute to setting the resting membrane potential to a much more depolarized 

value (-70 to -60 mV) than the potassium reversal potential (-105 mV)162. In oscillat-

ing TC neurons, Ih is thought to underlie the depolarizing sag phase of each cycle of 

oscillation162. Finally, since it deactivates slowly, Ih is thought to underlie the afterde-

polarization (ADP) in TC neurons (see later) that play a key role in the waning phase 

of spindle oscillations161,165. In support of this, in ferret thalamic slices, the ADP was 

abolished after local application of Cs+ (an HCN channel blocker)166.  

In cardiac pacemaker cells, patch recordings showed that cyclic adenosine 

monophosphate (cAMP) cause a depolarizing shift of the activation curve of Ih
167. 

This was replicated in guinea pig sensory neurons with Ih having the same sensitivity 

to many different cyclic nucleotides168. Therefore, the channel responsible for Ih was 

termed hyperpolarization-activated cyclic nucleotide-gated channels, or HCN chan-

nels for short. In mice, in situ hybridization showed strong expression of HCN2 and 

HCN4 channels in TC neurons, which are both known to be slow activating and cAMP 

sensitive169. In TC neurons of rat thalamic slices, increasing the intracellular pH to 7.5 

and decreasing the intracellular pH to 6.7 caused a depolarizing shift of 4-5 mV and 

a hyperpolarizing shift of 2-3 mV of the activation curve of Ih, respectively170. In first-

order relay nuclei, the amplitude of Ih can also be increased by application of norepi-

nephrine or serotonin, possibly through an increase in cAMP171,172. Note however 

that in higher-order relay nuclei, serotonin hyperpolarizes TC neurons instead of en-

hancing Ih (which would depolarize the resting membrane potential)172. 
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What is the significance of HCN channels in absence seizures? Since Ih is re-

sponsible for the ADP in spindles, it may be critical for terminating individual spindles. 

In support of this, in ferret thalamic slices, bath application of Cs+ resulted in a pro-

gressive shortening of the spindle wave refractory period and a lengthening of the 

duration of individual spindle waves166. In a computational model of the basic tha-

lamic network (see later), reducing Ih led to sustained oscillations173. Since SWDs are 

thought to be generated from a similar network circuitry as spindle oscillations (see 

later), persistent activation of Ih may also cause TC neurons to progressively lose the 

ability to generate thalamocortical oscillations. In support of this, the transgenic tet-

ratricopeptide-containing Rab8b-interacting protein (TRIP8b) knockout mice (TRIP8b 

is an auxiliary subunit of HCN channels), which had significantly reduced HCN chan-

nel expression in cortical and TC neurons, exhibited ethosuximide-sensitive SWDs62. 

 

Corticothalamic projections: Electrophysiology and receptors involved 

What are the functional consequences of corticothalamic projections? Recall that 

corticothalamic projections can result in both monosynaptic, direct excitation and disyn-

aptic (through the RT nucleus), feedforward inhibition at the TC neurons. In a study done 

in rat brain slices, electrical stimulation of corticothalamic fibers evoked 57% pure excita-

tory response, 27% pure inhibitory response and 16% mixed response in thalamic neurons 

of the VB nucleus174. The excitatory post-synaptic potentials (EPSCs) were predominantly 

slow rising, showed nonlinear voltage dependence and were blocked by the NMDA recep-

tor antagonist 2-amino-5-phosphonovaleric acid (APV), although a minority had faster ki-

netics and were blocked by the AMPA receptor antagonist 6-cyano-7 nitroquinoxaline-2,3-
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dione (CNQX)174. The pure inhibitory response could be separated into a bicuculline-sen-

sitive early phase that had a reversal potential of -95 mV and a CGP-55845A-sensitive late 

phase that had a reversal potential of -113 mV174. In summary, this experiment showed 

that TC neurons have AMPA, NMDA, GABAA and GABAB receptors that could respond to 

corticothalamic input. 

So which one is stronger, direct excitation or feedforward inhibition? In mice, elec-

trical stimulation of corticothalamic fibers evoked excitatory post-synaptic conductances 

(EPSCs) that were 2.4 times larger in RT neurons than in TC neurons, and the quantal size 

of EPSCs was 2.6 times greater175. Thus it seems that normally, feedforward inhibition via 

the RT nucleus predominates. As explained later, this would allow the feedforward inhibi-

tion to generate post-inhibitory rebound bursts in TC neurons, which would further excite 

cortical neurons through thalamocortical projections, allowing thalamocortical oscilla-

tions such as spindles and SWDs to occur. However, in anaesthetized mice, in vivo optoge-

netic stimulation of layer VI cortical neurons (Ntsr1-Cre) only transiently hyperpolarized 

VB neurons, followed by a prolonged depolarization of the resting membrane potential 

(which, as explained later, would switch VB neurons from a bursting mode to a tonic firing 

mode)176. Intracellular recordings in TC neurons under optogenetic stimulation of layer VI 

cortical neurons showed that the sparse corticothalamic input suppressed TC activity, but 

short bouts of corticothalamic input enhanced TC activity177. Therefore, the balance be-

tween direct excitation and feedforward inhibition appears to be dynamically regulated in 

a frequency-dependent manner. Interestingly, the corticothalamic stimulation frequency 

that optimally evoked burst responses in thalamic neurons was 3-6 Hz, comparable to the 

oscillation frequency of SWDs174. 

What happens when feedforward inhibition is decreased? GluA4 AMPA receptor 
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subunits were found to be 3.7 times more numerous on RT neurons than on TC neurons, 

offering a possible explanation to the larger EPSC amplitude from cortex to RT neurons 

compared with that of cortex to TC neurons175. Indeed, in GluA4 knockout mice, optoge-

netic stimulation of cortical neurons evoked fewer EPSCs, with a reduced amplitude and 

slower decay, in RT neurons178. However, the EPSCs evoked in TC neurons after cortical 

stimulation and the EPSCs evoked in RT neurons after TC stimulation in GluA4 knockout 

mice were no different from those of control mice, indicating that GluA4 subunits are nor-

mally present in cortex to RT synapses only, and that cortex to RT synaptic strength is se-

lectively decreased in these mice178. Therefore, in GluA4 knockout mice, direct excitation 

predominates over feedforward inhibition, which is confirmed by a hyperactivation of TC 

neurons by cortical inputs178. Interestingly, these mice exhibit SWDs with behavioral arrest 

characteristic of absence seizures, likely due to the unmasking of direct corticothalamic 

excitations68,178. This suggests that feedforward inhibition is necessary for maintaining 

normal thalamic activity. 

How else can corticothalamic projections be modulated? A study of a large Aus-

tralian family strongly linked an R43Q mutation in the GABAA receptor γ2 subunit to ab-

sence epilepsy and febrile seizures31. Expressing the R43Q γ2 subunit mutant in human 

embryonic kidney 293-T cells showed that the mutation traps GABAA receptors in the en-

doplasmic reticulum to prevent surface expression179. A transgenic mouse model harbor-

ing the γ2 subunit R43Q mutation displayed ethosuximide-sensitive absence seizures64. 

Importantly, patch clamp recordings in acute brain slices of these mice showed a reduced 

amplitude of miniature IPSCs in cortical neurons, but not in RT or TC neurons64. Therefore, 

reduced cortical inhibition may play an important role in absence seizures by disinhibiting 

corticothalamic feedback. 
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Intra-RT connections: Electrophysiology, receptors involved and their significance 

How can intra-RT connections be modulated? Recall that there are both GABAergic 

and electrical connections among RT neurons. As discussed before, electrical connections 

are mediated through connexin-36 containing gap junctions. For the GABAergic connec-

tions, immunohistochemical staining studies have shown that RT neurons express synap-

tic α3β3γ2 GABAA receptors180. We will discuss the properties and significance of these in 

turn: 

 Gap junctions (connexin-36) 

Gap junctions are channels of 1.2 nm diameter that are comprised of 12 iden-

tical subunits of connexins (connexin-36 for the gap junctions in RT neurons), one on 

each connecting neuronal membrane128,181. Bridging the membranes of neighboring 

neurons, gap junctions are thought to quickly transmit changes in membrane poten-

tial from one neuron to another and synchronize activity. The presence of gap junc-

tions has thus been hypothesized to increase network synchrony. In fact, in rat tha-

lamic slices, simultaneous recordings in RT neurons showed that ACPD (a metabo-

tropic glutamate receptor agonist)-induced 10 Hz subthreshold rhythms were syn-

chronized between pairs of electrically-coupled RT neurons, but not between non-

electrically-coupled pairs182. 

In lethargic mice, intracerebroventricular injection of carbenoxolone also de-

creased the number and total duration of SWDs183. In WAG/Rij rats, bilateral injection 

of carbenoxolone (a gap junction blocker) into RT and VPL (but not in VPM) decreased 

the number and total duration of SWDs183. In rats treated with AY9944 (a cholesterol 
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synthesis inhibitor that induces atypical absence seizures with 7-8 Hz SWDs chroni-

cally), injecting carbenoxolone or 18-α-glycyrrhetinic acid (both gap junction blockers) 

in the RT nucleus suppressed SWDs184. In GAERS rats, injection of mefloquine (a spe-

cific blocker of connexin-36) in RT, but not in VB decreased the total duration of 

SWDs185. These results support a role for intra-RT electrical connections in the gen-

eration of absence seizures. Nevertheless, there is a short-term suppression of elec-

trical coupling among RT neurons with repetitive stimulation in GAERs rats, but not 

in non-epileptic controls185, suggesting the some compensatory mechanism is at play 

to limit the effect of gap junctions in synchronizing the network. 

 Synaptic GABAA receptors (α3β3γ2) 

GABAA receptors are ionotropic receptors that are permeable to chloride and 

bicarbonate anions186. Upon release of GABA in the synapse, activation of synaptic 

GABAA receptors induces a fast, phasic IPSC187. GABAA receptors are composed of 

two α subunits, two β subunits and a variable fifth subunit, most commonly a γ sub-

unit188. There are many different variants of each subunit and they are differentially 

expressed in different regions of the brain188. In the thalamus, the α3 subunit and β3 

subunit are almost exclusively expressed in the RT nucleus188.  

What is the functional significance of RT neuronal GABAA receptors in tha-

lamic oscillations in vitro? The reversal potential of GABAA receptors is often above 

the resting membrane potential of RT neurons, so activation of GABAA receptors in 

RT neurons is often depolarizing189. Nevertheless, in ferret thalamic slices, bath ap-

plication of bicuculline (a GABAA receptor blocker) slowed spindle oscillations to 2-4 

Hz, increased the number of action potentials per burst in PGN neurons during spin-

dle oscillations from a maximum of 13 to a maximum of 60, increased rebound burst 
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firing in TC neurons, and increased the amplitude and duration of the EPSP barrages 

arriving from TC neurons190–192. Local application of bicuculline in PGN had a similar 

effect. In rat thalamic slices, local application of bicuculline in RT, but not in VB, 

slowed and synchronized oscillations193. In thalamic slices of transgenic GABAA β3 

subunit knockout mice, whose RT neurons show a decreased amplitude and duration 

of spontaneous and evoked IPSCs, the oscillations evoked by stimulating corticotha-

lamic fibers were much more synchronous compared to those of control mice194. In 

rat thalamic slices, local application of picrotoxin (a GABAA receptor blocker) in RT, 

which generated similar slowed paroxysmal oscillations, increased the burst proba-

bility of RT neurons, but not the number of spikes per burst195. These results suggest 

that intra-RT GABAergic connections are probably still inhibitory (which is true as 

long as the reversal potential is below the activation threshold of LTSs) and is im-

portant in limiting RT burst probability. 

Conversely, in rat thalamic slices, bath application of clonazepam (a GABAA 

receptor agonist) reduced the number of bursts (but not spikes per burst) in RT neu-

rons and shortened the duration of evoked spindle-like oscillations196. This still held 

true when clonazepam was applied in thalamic slices of mice with an α1(H101R) mu-

tation, which rendered the synaptic GABAA receptor on TC neurons benzodiazepine-

insensitive and allowed clonazepam to activate GABAA receptors on RT neurons se-

lectively196. Furthermore, simultaneous intracellular recordings of RT neurons and 

extracellular recordings of TC neurons showed that clonazepam desynchronized the 

relative timing of RT bursts to TC neuronal activity195. These results further support 

that intra-RT GABAergic connections are important for limiting RT neuronal syn-
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chrony and burst duration, limiting the intensity of recurrent excitation from TC neu-

rons and desynchronizing the thalamic network (see later). 

What is the significance of intra-RT inhibition in absence seizures in vivo? Sin-

gle-nucleotide polymorphisms that reduce expression of the GABAA receptor β3 sub-

unit (note the β3 subunit is specific to RT neurons and not TC neurons) expression, 

one of which is possibly due to a reduced binding of neuron-specific transcription 

factor N-Oct-3, are associated with childhood absence epilepsy34,35. In GAERS rats, 

injecting γ-vinyl GABA or muscimol (both GABAAR agonists) in the RT nucleus sup-

pressed SWDs197. The transgenic GABAA β3 subunit knockout mice mentioned previ-

ously display an Angelman syndrome phenotype whose absence seizures are aggra-

vated by carbamazepine, THIP and baclofen (all pro-SWD drugs), and whose inter-

ictal spiking and clonic jerks can be suppressed by ethosuximide (an anti-SWD drug)63. 

Conversely, transgenic GABAA α3 subunit knockout (note the α3 subunit is also spe-

cific to RT neurons and not TC neurons) mice, whose RT neurons have a paradoxical, 

compensatory increase in the GABAA IPSP amplitudes, showed in vitro, a reduced 

duration of thalamic oscillations evoked by electrically shocking corticothalamic fi-

bers and in vivo, a reduced duration and amplitude of γ-butyrolactone (GBL)-induced 

SWDs71. Therefore, intra-RT inhibition appears important for limiting SWDs. 

The α3β3γ2 GABAA receptor is also regulated by diazepam binding inhibitor 

(DBI), an endogenous benzodiazepine (endozepine). Both nm1054 mice, in which the 

DBI gene is knocked out, and α3(H126R) mice, in which the GABAA receptor is ren-

dered insensitive to benzodiazepines, exhibit spontaneous SWDs198. DBI comes from 

astrocytes, as poisoning of glial cells with fluorocitrate reduces the spontaneous IPSC 

duration in RT neurons, an effect that is absent in nm1054 mice and α3(H126R) 
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mice199. In fact, in vivo application of fluorocitrate caused seizures in mice200. There-

fore, the astrocytic provision of DBI play an important role in enhancing intra-RT in-

hibition and limiting network synchrony, as discussed above. 

 

RT-TC connections: Electrophysiology, receptors involved and their significance 

How can RT-TC GABAergic inhibition be modulated? Immunohistochemical stain-

ing studies have shown that TC neurons express synaptic α1β2γ2 GABAA receptors, extra-

synaptic α4β2δ GABAA receptors and GABAB receptors188,201,202. Similar to that in intra-RT 

synapses, the concentration of GABA in RT-TC synapses can also be modulated by GABA 

transporters 1 and 3 expressed in astrocytes surrounding the TC neurons203. We will dis-

cuss these receptors and transporters in turn: 

 Synaptic GABAA receptors (α1β2γ2) 

γ2 subunit-containing GABAA receptors are preferentially located in the syn-

apses204 and drive fast, “phasic” IPSCs in TC neurons180,205. In GABAAR γ2 floxed mice, 

focal deletion of synaptic GABAA receptors from somatosensory TC neurons blocked 

spontaneous IPSCs as well as monophasic IPSCs evoked by electrical stimulation in 

the RT nucleus under glutamate receptor blockade205. However, burst IPSCs could 

still be evoked when the glutamate receptor blockade was removed and the TC neu-

rons were patched with high intracellular [Cl-]205. In fact, slow cortical oscillations and 

spindle oscillations persisted in these mice205. Furthermore, in thalamic slices of mice 

with an α3(H126R) mutation, which rendered the synaptic GABAA receptor on RT 

neurons benzodiazepine-insensitive, bath application of clonazepam (a GABAA recep-

tor agonist that now activates only synaptic GABAA receptors on TC neurons) did not 

affect spindle-like oscillations evoked by corticothalamic stimulation196. These results 
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suggest that synaptic GABAA receptors are not essential for the generation of 

thalamocortical oscillations and that spindle oscillations are likely to be more de-

pendent on the benzodiazepine-insensitive extrasynaptic GABAA receptors, as dis-

cussed next. 

 Extrasynaptic GABAA receptors (α4β2δ) 

δ subunit-containing GABAA receptors are expressed in the extrasynaptic or 

perisynaptic membrane206–208. δ subunit-containing GABAA receptors also have an af-

finity for GABA 50 times higher than other GABAA receptors, and they do not desen-

sitize upon the prolonged presence of an agonist, both properties that increase the 

effectiveness of extrasynaptic activation209. Due to the presence of the α4 subunit, 

extrasynaptic GABAA receptors in TC neurons are insensitive to benzodiaze-

pines201,210,211. In particular, they are activated by neurosteroids, THIP and blocked by 

Zn2+ and gabazine201,211. 

Extrasynaptic GABAA receptors are thought to be activated by GABA spillover 

from synapses during periods of intense synaptic release such as RT burst firing, gen-

erating a “tonically” active inhibitory current, sensitive to bicuculline, in TC neu-

rons201,207,211. Notably, this tonic inhibitory current is absent in RT neurons, which do 

not express α4 or δ subunits based on histochemical studies188,201. This tonic current 

could influence the excitability and firing mode of TC neurons by regulating their 

membrane potential117. On the other hand, whole cell recordings in acute thalamic 

slices of transgenic GABAAR α4 subunit knockout mice showed that, in addition to 

reduced tonic inhibition, there is also a reduced GABAA IPSC duration in TC neurons 

upon RT burst firing212. Application of DS2 (an agonist of δ subunit-containing GABAA 



36 
 

 

receptors) increased GABAA IPSC duration wild-type mice but not in GABAAR α4 sub-

unit knockout mice212. Therefore, extrasynaptic GABAA receptors are responsible for 

the prolongation of phasic IPSPs as well.  

What is the significance of extrasynaptic GABAA receptors? In GAERS rats, in-

jecting γ-vinyl GABA or muscimol (both GABAAR agonists) in the VB nucleus increased 

the total duration of SWDs197. In transgenic GABAAR δ subunit knockout mouse, there 

is reduced tonic inhibition in TC neurons and reduced sensitivity to GBL-induced 

SWDs66. In normal rats, intrathalamic administration of THIP by reverse microdialysis 

induced ethosuximide-sensitive SWDs66. Therefore, extrasynaptic GABAA receptors 

are both necessary and sufficient for the generation of SWDs.  

 GABAB receptors 

GABAB receptors are metabotropic, G-protein-coupled receptors (GPCRs)213. 

Double immunolabelling with GAD (glutamate decarboxylase, a presynaptic marker 

for GABAergic synapses) in TC neurons showed that GABAB receptors are primarily 

localized extrasynaptically202,214. Postsynaptically, GABAB receptors activates potas-

sium channels such as the Kir3 channel and induce slow IPSCs213. In rat thalamic slices, 

extracellular stimulation of RT neurons evoke a biphasic IPSCs in TC neurons: the fast, 

GABAA-mediated component was picrotoxin-sensitive, outwardly-rectifying, Cl- de-

pendent with a reversal potential of about -94 mV and lasted <100 ms; the slow 

GABAB-mediated component was CGP-35348-sensitive, had a linear conductance, 

had a reversal potential of about -103 mV and lasted about 300 ms215.  

When do GABAB receptors in TC neurons get activated? Similar to extrasyn-

aptic GABAAR-mediated IPSCs, GABABR-mediated IPSCs often require strong stimuli 

that presumably promote GABA spillover216–218. This increase in GABA spillover could 
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occur during RT neuronal bursting, when the high frequency of GABA release satu-

rates the GABA transporters that normally recycle GABA from the extracellular space, 

and can be exacerbated by GABA transporter blockade. Indeed, in ferret thalamic 

slices bathed in bicuculline (a GABAA receptor blocker), an increase in the stimulation 

of PGN neurons via local application of glutamate resulted in an increase in the am-

plitude of CGP-35348-sensitive IPSPs in TC neurons219. Therefore, increased GABA 

spillover could increase the amplitude of GABABR-mediated IPSCs. Note, however, 

that increased GABA spillover could also increase the duration of GABABR-mediated 

IPSCs without affecting the amplitude, as discussed later220. 

What is the role of GABAB receptors in thalamic oscillations in vitro? In ferret 

thalamic slices, bath application of saclofen (a GABAB receptor agonist) did not affect 

normal spindle oscillations191,192. However, local (with a micropipette) or bath appli-

cation of saclofen completely abolished the bicuculline-induced paroxysmal oscilla-

tions discussed previously191,192, suggesting that GABAB receptors participate in slow, 

SWD-like oscillations, but not in normal spindle oscillations. Similarly, in rat thalamic 

slices, local application of bicuculline in RT, which slowed and synchronized oscilla-

tions, increased the amplitude of both GABAA and GABAB IPSPs, but more promi-

nently the latter, in TC neurons193. Conversely, bath application of clonazepam (a 

GABAA receptor agonist), which decreased the total duration of oscillations and 

desynchronized RT neuronal activity, reduced the amplitude of RT-TC GABAB IPSPs 

(but not GABAA IPSPs)193. These results indicate that blocking or enhancing intra-RT 

inhibition could bias RT-TC IPSPs towards a GABABR-mediated or GABAAR-mediated 

profile, respectively, and that the former profile is more likely to generate slow, syn-

chronized, SWD-like oscillations. In support of this, in rat thalamic slices, application 
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of CGP-35348 (after which only GABAAR-mediated IPSCs remain) sped up spindle-like 

oscillations and but did not affect synchrony, whereas application of picrotoxin (after 

which only GABABR-mediated IPSCs remain) slowed oscillations and increased syn-

chrony221. Therefore, a major difference between slow, SWD-like oscillations versus 

normal spindle-like oscillations seems to be a differential activation of GABAB versus 

GABAA receptors. Biasing the RT-TC IPSP towards a GABABR-mediated profile seems 

to facilitate the synchronization of thalamocortical oscillations and would potentially 

exacerbate SWDs222.  

What about the role of GABAB receptors in SWDs in vivo? in GAERS rats, bilat-

eral injections of baclofen (a GABAB receptor agonist) into the VB or RT nucleus of 

the thalamus increased spontaneous SWDs in a dose-dependent fashion, whereas 

injections of CGP35348 (a GABAB receptor antagonist) into the same sites decreased 

spontaneous SWDs dose-dependently223. Intraperitoneal administration of baclofen 

in GAERS rats also increased spontaneous SWDs dose-dependently223. In normal rats, 

bilateral injections of baclofen into the VB or RT nucleus of the thalamus generated 

spontaneous SWDs223. These results strongly support a role of GABAB receptors in 

the generation or maintenance of SWDs.  

However, in WAG/Rij rats, microiontophoretic application of CGP55485A (a 

GABAB receptor antagonist) did not significantly alter TC neuronal firing during spon-

taneous SWDs, arguing against a predominant role GABAB receptors play in the gen-

eration of SWDs224. Instead, microiontophoretic application of bicuculline (a GABAA 

receptor antagonist) significantly increased the magnitude of TC neuronal firing dur-

ing spontaneous SWDs, and this increase could be attenuated by further application 

of CGP55485A224. In non-epileptic rats, infusion of bicuculline (a GABAA receptor 
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blocker, although also an SK channel blocker as discussed before) directly into the 

thalamus resulted in 3-Hz synchronous cortical oscillations that was abolished by in-

fusion of CGP35348225. Taken together, these results suggest that GABAB receptors 

are recruited during SWDs only after GABAA receptor inhibition. 

 GABA transporters 1 and 3 

In the brain, GABA transporters are located on both astrocytes (GAT 1 and 

GAT 3) and neuronal presynaptic terminals (GAT 1), and serve to clear or reuptake 

GABA from the synaptic cleft, respectively. One might argue that blockade of GAT 1 

in neuronal presynaptic terminals decreases the available pool of GABA for future 

releases, causing a reduction in GABA inhibition. However, picrotoxin (a GABAA an-

tagonist)-induced tonic currents were increased and spontaneous IPSCs were pro-

longed in prefrontal cortical slices of GAT 1 knockout mice67. Gabazine (an extrasyn-

aptic GABAA antagonist)-sensitive tonic currents were also increased in TC neurons 

of GAT 1 knockout mice66. Furthermore, these mice showed increased schizophre-

nia-like symptoms that were reversed with application of picrotoxin67. These results 

demonstrate that GAT 1 blockade indeed results in an increase in extracellular GABA.  

In fact, as opposed to most parts of the brain226, immunostaining in the thal-

amus showed strong expression of GABA transporter 1 (GAT 1) and GABA trans-

porter 3 (GAT 3) in astrocytes, but not in neurons227, speaking against the presence 

of GATs in neuronal presynaptic terminals. Furthermore, GAT 3 was expressed more 

robustly than GAT 1 throughout the thalamus227. Therefore, the GABA concentration 

at both RT-TC and intra-RT synapses seems to be regulated by astrocytic GAT1 and 

GAT3. 

What are the functional consequences of GAT 1 and GAT 3 blockade? Under 
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GABAB receptor blockade, application of nicopetic acid (a non-selective blocker of 

GAT 1 and GAT 3) increased the RT-TC IPSC duration in wild-type mice, but not in 

GABAAR α4 subunit knockout mice, showing that GABAA IPSCs could be prolonged by 

increased GABA spillover and the consequent activation of extrasynaptic GABAA re-

ceptors212. 

Conversely, by bathing an 

acute thalamic slice in a solution 

of glutamate and GABAA receptor 

blockers, one can isolate the 

GABAB-mediated IPSCs during 

GAT 1 and/or GAT 3 blockade. In 

rat thalamic slices, Beenhakker 

and Huguenard electrically stimu-

lated RT neurons and recorded 

the evoked GABAB IPSCs in a volt-

age-clamped TC neuron of the VB 

nucleus220. Perfusing locally in VB 

with a GAT 1 blocker, a GAT 3 blocker, or both, the maximum amplitude and decay 

time constants of the evoked GABAB IPSCs were found to change significantly. As 

shown in Figure 3, GAT 1 blockade increased the IPSC amplitude, but not the dura-

tion; GAT 3 blockade increased the IPSC amplitude even more, and also increased 

the duration220. Interestingly, dual GAT 1 and GAT 3 blockade increased the IPSC du-

ration significantly, but the average IPSC amplitude was not affected220. 

To explain such differences, Beenhakker and Huguenard co-stained GAT 1 

 

Figure 3. GABAB IPSCs corresponding to GAT 

1 & 3 blockades220 
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and GAT 3 particles with either gephyrin (a post-synaptic GABAA receptor scaffolding 

protein that serves as a postsynaptic marker for GABAergic synapses) or VGAT (ve-

sicular GABA transporter that serves as a presynaptic marker for GABAergic synapses) 

particles220. They found that, in the thalamus but not in the cortex, GAT 3 expression 

decayed less spatially from either gephyrin or VGAT particles, demonstrating that 

GAT 3 is localized farther away from GABAergic synapses than GAT 1.  

Beenhakker and Huguenard therefore hypothesized that blocking GAT 3 al-

lowed GABA to diffuse to a greater extent extrasynaptically and resulted in a pro-

longed recruitment of GABAB receptors, leading to an increase in IPSC decay time. 

They supported this hypothesis with a computational model of an RT-TC synapse, 

along with the surrounding extrasynaptic membrane, that included the spatial dis-

tribution of GABAB receptors, GAT 1 and GAT 3 as observed from immunohistochem-

ical stains. In their simulations, partial GAT 3 blockade that yielded the same ampli-

tude reduction in GABAB receptor recruitment as complete GAT 1 blockade was 

shown to preserve an increase in duration, showing that the IPSC amplitude and du-

ration can be independently modulated by differential blockade of GAT 1 versus GAT 

3. In summary, GABA transporters 1 and 3 on astrocytes differentially shape the am-

plitude and decay time of GABAB IPSCs. 

What is the significance of GABA transporters in absence seizures? In humans, 

the GABA transporter 1 (GAT 1) specific blocker tiagabine, clinically used to treat fo-

cal seizures, exacerbates absence seizures and non-convulsive status epilepticus, 

both generalized forms of epilepsy228,229. In rats, GAT 1 expression was found to de-

crease in the hippocampus 24 hours after pilocarpine (a cholinergic agonist that in-

duces recurrent seizures) administration230. In WAG/Rij rats, tiagabine increased in 
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a dose-dependent way both the number and mean duration of SWDs231. In trans-

genic GAT 1 knockout mice, ethosuximide-sensitive spontaneous SWDs of 4.7-5.7 Hz 

were observed66. Similarly, intrathalamic application of NO-711 (a GAT 1 blocker) by 

reverse microdialysis in normal Wistar rats induced ethosuximide-sensitive SWDs of 

5.0-15.3 Hz66. These results suggest that GAT 1 is responsible for limiting the number 

and duration of SWDs, presumably by limiting the activation of extrasynaptic GABAA 

receptors or GABAB receptors. In fact, in rat thalamic slices, blocking glutamine up-

take into neurons, which consequently blocked GABA synthesis in RT neurons, re-

duced the duration of paroxysmal oscillations232. Taken together, these results sug-

gest that the amount of extracellular GABA and the extent of GABA spillover is im-

portant in controlling SWDs. 

 

Thalamocortical oscillations 

Now I will explain how the basic thalamocortical circuit interact with the distinctive 

properties of the thalamic neurons to produce normal spindle oscillations and aberrant 

SWDs.  

 Sleep spindles in early slow-wave sleep 

The sleep spindle is an intermittent, waxing and waning 7-15 Hz oscillation 

that lasts 1-3 s, occurring once every 5-20 s117. Sleep spindles are normal rhythms 

observed on EEG during the early stages of sleep, especially stage II non-REM sleep233. 

Spindle oscillations persisted in the thalamus even after decortication, but did not 

persist in the cortex after removal of the thalamus234–237. Therefore, spindle oscilla-

tions are thought to be generated by intra-thalamic networks. In cats, disconnecting 

TC neurons from RT input abolished spindle oscillations238, whereas 7-16 Hz spindle 
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oscillations could still be observed in RT/PGN neurons disconnected from both corti-

cal and thalamic inputs141. In sleeping mice, brief (20 ms) optogenetic activation of 

RT neurons switched TC neuronal activity from tonic to bursting mode, which was 

sustained for hundreds of milliseconds after stimulation239. Burst probability of TC 

neurons peaked 100-200 ms after stimulation, consistent with the bursts being post-

inhibitory rebound bursts239. The brief activation of RT neurons also evoked spindles 

on cortical EEG during NREM sleep, rarely during waking periods and not during REM 

sleep239. These results demonstrated that spindle rhythms are causally paced by 

RT/PGN neurons during NREM sleep. 

In ferret thalamic slices, spontaneous spindle oscillations of 2-4 s duration 

have been observed to form every 5-20 s191. Each spindle consists of RT-TC IPSPs at 

6-10 Hz, rebound bursts in TC neurons after every 2nd-4th IPSP, and is followed by a 

slow and small (1-2.5 mV) afterdepolarization166. Simultaneous intracellular record-

ings of PGN and TC neurons revealed that PGN burst firing was synchronous with a 

barrage of IPSPs at 6-10 Hz recorded in TC neurons192. The IPSPs, through the removal 

of T channel inactivation (see before), resulted in the generation of rebound calcium-

dependent LTSs at 0.5-4 Hz, which were synchronous with peaks of spindle waves in 

local field recordings192. The rebound LTSs of TC neurons often had overriding sodium 

spikes that were synchronous with a barrage of 3-6 EPSPs at 250-350 Hz recorded in 

PGN neurons191. These EPSPs in PGN neurons then activated an LTS with overriding 

sodium spikes (12-20) at up to 700 Hz, which started a new oscillation cycle190. Com-

parison with field recordings showed that PGN neurons fire bursts at every 1-2 cycles 

of a spindle oscillation, whereas TC neurons fire bursts at every 2-3 cycles190,192. 

These spindles were abolished by local (around TC neurons) or bath application of 
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bicuculline (a GABAA receptor blocker) or CNQX (an AMPA receptor blocker), but not 

by saclofen (a GABAB receptor blocker) or APV (an NMDA receptor blocker). There-

fore, IPSPs and EPSPs in spindle oscillations are primarily mediated by GABAA and 

AMPA receptors, respectively. 

Similar spindle-like oscillations in RT and TC neurons can be evoked in mouse 

or rat thalamic slices by electrical stimulation of corticothalamic fibers in the internal 

capsule221,240. These oscillations also occur spontaneously in slices of juvenile rats 

(peak at P12)221. After corticothalamic stimulation, recurrent EPSPs in RT neurons 

were abolished by bath application of bicuculline (a GABAA receptor blocker), but not 

by saclofen (a GABAB receptor blocker)240. Conversely, recurrent IPSPs in TC neurons 

were abolished by bath application of CNQX (an AMPA receptor blocker) and APV (an 

NMDA receptor blocker)240. Indeed, application of either picrotoxin (a GABAA recep-

tor blocker) or combined CNQX and APV abolished oscillations completely221. There-

fore, spindle oscillations are generated through reciprocal connections between 

RT/PGN and TC neurons and the interactions between GABAAR-mediated IPSPs, T-

type calcium channels and AMPAR and NMDAR-mediated EPSPs.  

How do spindle oscillations propagate? Through divergent TC-RT connections, 

spindle oscillations can also propagate laterally in vitro241. Spindle oscillations also 

propagate to the cortex through thalamocortical projections242. In barbiturate-anaes-

thetized cats, intracellular recordings of cortical neurons in the primary somatosen-

sory cortex showed rhythmic (7-14 Hz) EPSPs that were in phase with spindle waves 

on EEG242. Spindles occurred in phase among TC, RT and cortical neurons, suggesting 

that corticothalamic feedback in turn drives further thalamic spindles242. Simultane-
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ous field recordings revealed that spindle oscillations were synchronized across dif-

ferent cortical regions and thalamic regions, even after transection of intracortical 

synapses via a deep coronal cut243. Upon decortication, the thalamic oscillations be-

came less organized. These results support an important role for corticothalamic 

feedback in maintaining spindle coherence across regions.  

However, in naturally sleeping mice, cortical spindles evoked by optogenetic 

stimulation of RT neurons were not in phase with thalamic activity, suggesting that 

in non-anaesthetized animals spindle oscillations may not be synchronized across re-

gions239. Consistent with this, simultaneous intra-cortical depth EEG recordings in 

neurosurgical patients showed that spindles are not synchronized across brain re-

gions and may propagate across typical paths244. Therefore, sleep spindles are most 

likely localized thalamocortical oscillations. 

 Spike-wave discharges (SWD) or absence seizures 

Spike-wave discharges are abnormal, generalized, large amplitude oscilla-

tions of 3-6 Hz (6-10 Hz in rodents), lasting 2-30 s, observed on human EEG during 

absence seizures117. In WAG/Rij rats, the mean duration of SWDs is about 5 s at 6 

months of age, and the number of SWDs is about 15-20 an hour245. As opposed to 

spindles, which are mostly local rhythms, SWDs are generalized and synchronized 

across both hemispheres. 

As discussed previously, in ferret or rat thalamic slices, bath application of 

bicuculline (a GABAA receptor blocker) could transform spindles into paroxysmal 2-4 

Hz oscillations, which were followed by a prolonged and small (1-4 mV) afterdepo-

larization166. However, when CGP-35348 (a GABAB receptor blocker) was also present 

in the bath solution, local application of bicuculline at both the PGN and the dorsal 
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LGN (dLGN, where TC neurons reside) suppressed oscillations completely, supporting 

an essential role of GABAB IPSPs in the paroxysmal oscillations219. Interestingly, both 

the effects of bicuculline at both the PGN and the dorsal LGN were necessary to trans-

form spindles into paroxysmal oscillations219. When bicuculline was applied in the 

dLGN only, RT inhibition was still intact and the resulting GABAB IPSP amplitudes were 

too small. When bicuculline was applied in the PGN only, spindle oscillations were 

still intact because the shorter GABAA IPSPs were still present to override any GABAB 

IPSP219. Therefore, the slow, synchronous oscillations observed in bicuculline treat-

ment likely resulted from a bias of the RT-TC IPSP towards a GABABR-mediated profile 

through a combination of two factors: (1) blockade of GABAA receptors on TC neu-

rons (2) blockade of GABAA receptors on RT neurons, which suppressed intra-RT in-

hibition, increased RT burst activity, facilitated GABA spillover and increased activa-

tion of GABAB receptors on TC neurons. 

Based on the fact that spindles can be transformed into paroxysmal oscilla-

tions of the same frequency as SWDs in vitro, and the observation that there is rapid 

transition from normal to epileptiform activity in absence seizures, many have hy-

pothesized that SWDs may hijack the same circuitry that generates sleep spindles94. 

However, how the transition from normal to abnormal occurs is not fully understood. 

A magnetic resonance spectroscopy study on an absence epilepsy patient with uni-

lateral spike-wave discharges found increased GABA levels in the hemisphere with 

SWDs, supporting a role of GABA regulation (by GABA transporters for instance) in 

absence seizures246. Nevertheless, any of the projections, connections, receptors and 

intrinsic currents in the basic thalamocortical circuit discussed above could poten-

tially be altered to induce the spindle-to-seizure transition. Therefore, there is a need 
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for computational models to help us understand experimental results, distinguish 

among different hypotheses, identify important factors and predict effects of poten-

tial treatments. 

 

Computational models: Rationale and potential pitfalls 

To provide support for hypotheses on the pathophysiology of absence seizures, 

computational models can be built to try to reproduce features of the SWDs that have 

been observed experimentally. There are many ways such a computational model can be 

useful, such as: (1) By reproducing an experimental phenomenon through known equa-

tions and parameters, one can determine which parts of a system is sufficient for the phe-

nomenon observed; (2) By modifying equations or parameters and analyzing the effect on 

the experimental phenomenon (sensitivity analysis), one can identify the parts of a system 

that is necessary for the phenomenon observed; (3) By modifying equations or parame-

ters, one can also predict expected outcomes of future experiments or predict the effects 

of potential treatments. 

What are the potential pitfalls to computational modelling? Most experimental 

phenomena likely involve many more factors than are incorporated in a computational 

model. Oversimplification may lead to inaccuracy and a wrong interpretation of the ex-

perimental phenomenon. On the other hand, inclusion of too many parameters may lead 

to degeneracy and blur the effect each individual parameter has on the phenomenon. 

 

Computational models of channels and receptors 

Channels and receptors are modelled with equations that govern the current I (the 
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output variable) generated by the channel or receptor over time. The current is depend-

ent on the membrane potential V (a global state variable) and is usually modelled with 

either Ohm’s law (linear dependence) or the Goldman-Hodgkin-Katz (GHK) current equa-

tion (nonlinear dependence, inward or outward-rectifying). The conductance is often 

modelled with Hodgin and Huxley-type kinetics that include activation and/or inactivation 

gating variables (multiplicative factors to the maximal conductance) that are voltage de-

pendent and decay with time. As examples, we will discuss how currents of T-type calcium 

channels (T currents), hyperpolarization-activated nonspecific cation channels (h currents) 

and GABAB receptors have been modelled: 

 T-type calcium current (T current) 

The T-type calcium current (IT) is often modelled with the GHK current equa-

tion and the conductance is with 2 activation gates and 1 inactivation gate (m²h). The 

GHK current equation is used because T channels are strongly inward-rectifying and 

because intracellular [Ca2+] is normally so small that it may be drastically altered with 

activity. The T current is given by: 

 

where PCa is the maximum permeability, Z = +2 is the valence of calcium, F is the 

Faraday’s constant, R is the universal gas constant, and T is the temperature of the 

experiment. 

The intracellular [Ca2+] is modelled to be activity-dependent by first order ki-

netics, in which calcium accumulates in a submembranal shell-like compartment with 

depth d and is extruded by a calcium exporter with time constant τr: 
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where F is Faraday’s constant and [Ca2+]∞ is the steady-state calcium concentration. 

The activation variable m(t, V) and inactivation variable h(t, V) are governed 

by first order kinetics with the steady state values m∞(V), h∞(V) and the time con-

stants τm(V), τh(V): 

,  

The voltage dependence of the steady state values and time constants of ac-

tivation and inactivation gating variables are fitted to values obtained from two-step 

voltage clamp experiments, and the resulting curves from one study using rat TC neu-

rons are given below247: 

, 

 

 

 

 

,   
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, 

 

where Q10,m = 3.6 and Q10,h =2.5 are temperature correction factors determined from 

experiments that measured the temperature-dependence of activation and inactiva-

tion time constants248, and shiftm, shifth, slopem, slopeh are parameters that can shift 

the voltages of half-activation (V1/2) and the slope of voltage dependence (1/k) when 

the model is used to fit new experimental data, as these parameters may potentially 

change across species or across different neuronal types. 

 Hyperpolarization-activated nonspecific cationic current (h current) 

The h current (Ih) is permeable to both sodium and potassium ions with a 

permeability ratio of about K+:Na+ = 3:1-4:1249. Based on physiological concentrations 

of sodium and potassium, the GHK voltage equation yields a reversal potential of 

about -24 to -32 mV. The h current is often modelled with Ohm’s law and the con-

ductance is modelled with 1 activation gate, since it doesn’t inactivate: 

 

where gh is the maximum conductance and the activation variable m(t, V) is governed 

by first order kinetics with the steady state value m∞(V) and the time constants τm(V): 

,  
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Here, the curves were fitted to experimental data from a study using mouse TC neu-

rons250, and Q10,m = 4.0169.  

 GABAB receptors 

There are many ways for modelling GABAB receptors. Since GABAB receptors 

activate potassium channels, experimental measurements for the reversal potential 

ranged from Erev = -117 mV to -103 mV for TC neurons215,251. The modelling of GABAB 

receptors can be simplified by using the stereotypical IPSP conductance profiles that 

were experimentally recorded by Beenhakker and Huguenard under different phar-

macological conditions220. The GABAB IPSP current (IGABAB) is governed by Ohm’s law: 

 

 and the conductance gGABAB is governed by an equation of the form 

 

where A is the maximum amplitude, Ron, Roff,fast, Roff,slow are the rise, fast decay and 

slow decay variables, p is the cooperativity, and w is the weight for the fast decay 

variable. These variables are governed by first-order kinetics and are updated when-

ever a synaptic event arrives: 

, , 

 

, 
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What have we learned from modelling channels or receptors? Let’s take GABA syn-

aptic transmission as an example. A model of GABA synaptic transmission that incorpo-

rated GABA release, diffusion and reuptake assumed a nonlinear activation profile for 

GABAB receptors based on cooperative binding of 4 G proteins252. When placing this 

model receptor in a model TC neuron (see later) innervated by 5 RT neurons (convergence), 

this model successfully reproduced the experimental finding that low intensity RT bursting 

(for instance during spindle oscillations) evoked a GABAAR-dominated IPSP, whereas high 

intensity RT bursting (for instance during SWDs) evoked a GABABR-dominated IPSP252. This 

model demonstrated that activation of GABAB receptors is likely cooperative (may involve 

4 intermediates binding together) and that GABA spillover in the synapses is indeed im-

portant for activating GABAB receptors and biasing the RT-TC IPSP profile towards GABAB-

mediated IPSPs. Another modelling study of the GABAergic synapse that demonstrated 

the effect of GAT blockers on GABAB IPSP profiles was discussed previously220.  

 

Computational models of neurons 

Neurons are modelled with equations that govern the voltage (the output variable) 

generated by various intrinsic and extrinsic currents over time. The plasma membrane is 

modelled as a capacitor that can be charged by various parallel currents. Soma, dendrites 

and axons of neurons can be broken up into cylindrical compartments that are parallel RC 

circuits linked together by resistors (for axial resistance). The compartmentalization could 

be as complicated as a detailed multi-compartment model generated from morphological 

reconstruction of biocytin-filled real neurons and as simple as a single-compartment 

model. Each compartment could also be divided into sections (with a computing node in 

each section) so that the spatial variation over a compartment could be modelled and the 
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cable equation could be more closely approximated. The actual number of compartments 

and computing nodes used will depend on the level of detail needed for the particular 

experimental phenomenon to be modelled. For instance, in a three-compartment model 

with a configuration given by soma-dend1-dend2, the governing differential equation for 

the voltage in the dend1 compartment would be given by: 

 

where Cm is the specific membrane capacitance, Ra is the axial resistivity, gL is the leak 

channel conductance, EL is the leak channel reversal potential, and IT, Ih, IA, IKir, INaP, IGABAB 

are intrinsic currents present in the dend1 compartment. 

What have we learned from single neuron models? I will discuss two examples: 

(1) A single-compartment model of a TC neuron that included seven intrinsic conduct-

ances quantified the relative contribution of each channel to the resting membrane 

potential250. The model reproduced the behavior of TC neurons such as a switch from 

a tonic firing mode to an oscillatory bursting mode as the membrane potential hy-

perpolarizes250. Through sensitivity analysis, the model also determined many possi-

ble parameter alterations (e.g., increasing the permeability of T channels or decreas-

ing the conductance of A-type potassium channels) that could allow such a switch to 

occur250.  

(2) Comparison of a detailed model, a 3-compartment model and a single-compartment 

model of an RT neuron demonstrated that a dendritic distribution of T channels is 
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necessary to reproduce the characteristic accelerando-decelerando firing pattern253. 

A higher T channel density in distal versus proximal dendrites was also necessary to 

reconcile the differences of RT neuron response to a hyperpolarizing current in vivo 

versus in vitro and to reproduce the all-or-none bursting property of RT neurons253. 

This model thus predicted a distal distribution of T channels in RT neurons, which was 

later confirmed by further experiments144,147. Similar model comparison for a TC neu-

ron also demonstrated that a distal distribution of T channels is necessary to recapit-

ulate the much decreased T current amplitude and lack of bursting in dissociated TC 

neurons254. Indeed, using calcium imaging and simultaneous soma and dendritic elec-

trical recordings, a high contribution of T currents in dendrites versus soma has been 

experimentally confirmed255–257. 

 

Computational models of networks 

Networks are modelled by linking the membrane potentials of each presynaptic 

model neuron to currents injected into the post-synaptic model neuron upon the initiation 

of synaptic events, which are simply modelled to be dependent on a certain activation 

threshold.  

What intra-thalamic network models have been established and what have we 

learned from these models? A two-layer, one-dimensional network model of single-com-

partment TC and RT neurons that incorporated the basic thalamic circuit and intrinsic cur-

rents discussed above (IT, Ih in TC neurons, ITs and Iahp in RT neurons) successfully repro-

duced both spindle oscillations and bicuculline-induced paroxysmal oscillations that prop-

agated as observed in vitro173. The model gave great support to the hypothesized mecha-

nisms of spindle generation (interaction between the circuitry and T currents) and the 
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differential activation of GABAA versus GABAB receptors in spindles versus paroxysmal os-

cillations, as discussed above173. The waning phase of the spindle wave was also success-

fully reproduced by assuming an activity-dependent upregulation of Ih
173. A similar intra-

thalamic network model independently reproduced propagating spindle oscillations, but 

also reproduced the lack of change in spindle oscillations upon GABAB receptor blockade 

and the persistence of intrinsic oscillations in the isolated RT nucleus in vitro258. Finally, an 

intra-thalamic network model that selectively knocked-out or reduced intra-RT GABAergic 

connections showed an increased duration and synchrony of oscillations, supporting a 

role for intra-RT inhibition in the desynchronization of network activity195,259.  

What thalamocortical network models have been established and what have we 

learned from these models? A four-layer, one-dimensional network model of single-com-

partment cortical pyramidal neurons, cortical interneurons, TC neurons, and RT neurons 

that incorporated the basic thalamocortical circuit and intrinsic currents successfully gen-

erated patterns of synchronous oscillations similar to spindle oscillations observed in 

vivo260. Similar to the intra-thalamic network model, Ih was essential in the thalamocorti-

cal model for setting the refractory period260. A follow-up modelling study using the same 

network generated ~4 Hz synchronous oscillations by blocking GABAA inhibition in the 

thalamus and generated ~3 Hz highly synchronous oscillations by blocking GABAA inhibi-

tion in the cortex261. Local field potentials were also modelled, and spike-and-wave com-

plexes could be reproduced from summing the post-synaptic currents of cortical neurons 

after introducing bursts of spikes in cortical neurons261. Sensitivity analysis revealed that 

the “spike component” came from EPSPs mediated through AMPA/NMDA receptors and 

that the “wave component” came from IPSPs mediated through GABAA receptors (early 
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upward deflection) and GABAB receptors (late downward deflection)261. Strengthened cor-

ticothalamic input at 3 Hz, but not at 10 Hz, could entrain a two-by-two thalamic network 

to produce oscillations261. A gradual reduction of intracortical inhibition in the model grad-

ually transformed spindle waves to spike-and-wave complexes (slowing the period and 

increasing the amplitude of field potentials)261. Therefore, the model supported the cor-

tical focus theory of SWD generation in which a strengthened corticothalamic feedback 

increased RT bursting, inducing GABAB receptor-mediated IPSPs in TC neurons, prolonging 

and strengthening the RT-TC IPSPs. The prolongation of RT-TC IPSPs prolongs the oscilla-

tion period to ~300 ms (3 Hz), whereas the strengthening of RT-TC IPSP increases rebound 

bursting in TC neurons, which then initiates the next oscillation cycle by providing strong 

thalamocortical excitation back to cortical neurons261. 

 

Research goals 

In summary, prior research has pinpointed the intra-thalamic network as the core 

circuitry that maintains absence seizures. Through experimental and computational ap-

proaches, a shift from GABAA to GABAB receptor-mediated inhibition appears to be re-

sponsible for the pathological shift from spindles to spike-wave discharges on EEG, or from 

spindle-like oscillations to paroxysmal epileptiform oscillations in acute thalamic slices. 

Each oscillation cycle appears to be initiated by thalamocortical rebound bursting medi-

ated by T-type calcium channels. Early electrophysiological studies using current steps and 

ramps have established some links between the amplitude or rate of inhibition with T-

type calcium channel activation159,262,263. Nevertheless, the temporal interplay between 

physiological forms of inhibition (such as GABAB receptor-mediated IPSCs) and T-type cal-

cium channel activation has not been well understood.  
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I therefore set out to answer the following research questions: (1) To determine 

the influence of distinct physiological forms of inhibition on network-level oscillations; (2) 

To determine the influence of distinct physiological forms of inhibition on thalamocortical 

rebound bursting; (3) To understand mechanistically how physiological forms of inhibition 

control rebound bursting. 
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Chapter 2: Nonlinearities between inhi-

bition and T-type calcium channel activ-

ity bidirectionally regulate thalamic oscil-

lations 
 

Introduction 

Neural circuits rely on a combination of intrinsic cellular properties and synaptic 

connections to generate large-scale electrical oscillations that drive behavior264–267. Fol-

lowing membrane hyperpolarization, such as that produced by synaptic inhibition, corti-

cally-projecting neurons of the thalamus [i.e. thalamocortical (TC) neurons] produce brief 

bursts of action potentials159, a cellular property that maintains both sleep-related and 

seizure-related oscillations268,267,94. Several studies have shown that CaV3.1 T-type calcium 

channels (T channels) sustain post-inhibitory rebound bursts in thalamocortical neurons 

by producing a relatively prolonged calcium-dependent, low-threshold spike69,269,163. 

These channels require membrane depolarization to open and hyperpolarization to re-

cover248. Hyperpolarization-dependent recovery involves the removal of T channel inacti-

vation (i.e. de-inactivation). As T channels are largely inactivated at resting membrane po-

tentials, membrane hyperpolarization is necessary for robust rebound bursting159,248. 

While controlled voltage-clamp experiments have informed our understanding of how 

neuronal membrane potential dynamics can affect T channel opening263, we still know 

little regarding channel behavior during physiological forms of synaptic inhibition. 

Reticular thalamic (RT) neurons serve as the main source of inhibitory, GABAergic 
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input to thalamocortical neurons, especially in rodents270,116. Thalamocortical neurons ex-

press synaptic α1β2γ2 GABAA receptors, and two types of extrasynaptic receptors: GABAA 

(α4β2δ) and GABAB
188,202,201. Studies have shown that modulation of synaptic GABAA re-

ceptors between RT and TC neurons has little effect on thalamocortical oscillations196,205. 

In contrast, extrasynaptic receptors have been implicated in thalamocortical seizures, 

both for GABAA
66 and GABAB

223,271,272 receptors. Prior experimental and computational 

work has demonstrated that a shift from GABAA receptor-mediated to GABAB receptor-

mediated inhibition at the RT-TC synapse transforms oscillations from a 10 Hz, sparse, 

spindle-like activity to a 3 Hz, hyper-synchronized, seizure-like state191,173,261,273.  

GABA transporters (GATs) powerfully control the activation of GABAB receptors220. 

GAT1 and GAT3 represent the primary GABA transporters expressed in the brain and nor-

mally recycle GABA from the extrasynaptic space, thereby regulating GABA spillover from 

the synapse and the activation of extrasynaptic GABAA and GABAB receptors66,218. In the 

thalamus, the more abundant transporter, GAT3, is localized farther away from synapses 

than GAT1227,220. Consequently, specific GAT1 blockade results only in an increase in the 

amplitude of the GABAB IPSC, reflecting increases in GABA concentration near the synapse. 

In contrast, specific GAT3 blockade results in an increase in both amplitude and decay of 

the GABAB-mediated inhibitory post-synaptic current (GABAB IPSC), as GABA is allowed to 

diffuse far from the synapse where there is an abundance of GABAB receptors220. On the 

other hand, dual GAT1 and GAT3 blockade results in a roughly 10-fold increase in the de-

cay time constant and a 5-fold increase in the area under the curve of the GABAB IPSC. 

These findings were replicated in a diffusion-based computational model220. 

In this study, we investigate the consequences of physiologically-relevant GABAB 
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receptor-mediated inhibition observed during different combinations of GABA trans-

porter blockade: control, GAT1 blockade, GAT3 blockade and dual GAT1+GAT3 blockade220. 

As absence seizures are dependent on GABAB receptor signaling, we hypothesized that 

GAT blockade would regulate both thalamocortical neuron rebound bursting and network-

level thalamic oscillations. We examine the effects of different GABAB receptor activation 

waveforms on both absence-seizure-like thalamic oscillations and single thalamocortical 

neuron responses. We first use pharmacological manipulations to demonstrate that indi-

vidual GAT1 or GAT3 blockade prolongs seizure-like oscillations, but that dual GAT1+GAT3 

blockade surprisingly abolishes oscillations. Next, we apply physiological GABAB IPSC 

waveforms corresponding to each pharmacological condition to single thalamocortical 

neurons with dynamic clamp and demonstrate that individual GAT1 or GAT3 blockade in-

creases rebound burst probability, but that dual GAT1+GAT3 blockade suppresses it. We 

then build computational model neurons to explore how the differential GABAB IPSC mod-

ulation affects TC responses and discover that differential T channel gating dynamics are 

responsible for those differences. Finally, we build computational model thalamic net-

works to determine how the differential effects of GAT blockade influence thalamic oscil-

lations and to probe for pro- and anti-epileptic mechanisms. Through these experimental 

and computational approaches, we identify how GABAB-mediated inhibition across both 

voltage and time dimensions regulates T channel activity and seizure-like oscillations. 

 

Results  

Thalamic oscillations 

To evaluate the contribution of GABA transporters to thalamic network activity in 

the context of GABAB receptor-mediated inhibition, we used a standard, acute rat brain 
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slice model in which electrical oscillations are evoked by extracellular stimulation of the 

synaptic inputs to the reticular thalamic nucleus in the presence of the GABAA receptor 

blocker bicuculline215,221,274. We evoked oscillations at intervals producing no rundown 

[once per minute221] and monitored neuronal activity with extracellular multiunit elec-

trodes placed within the ventrobasal complex of the thalamus. By detecting evoked bursts, 

we found that oscillations last between 2-13 seconds at baseline (Figure 1A). The autocor-

relogram of binned spike times revealed pronounced secondary peaks at multiples of ap-

proximately 500 ms (Figure 1A). After recording evoked oscillations for 20 minutes under 

baseline conditions, we then applied one of four experimental solutions to the perfusate 

(Figure 1B). Experimental solutions consisted of: (1) a control solution identical to the 

baseline solution, (2) 4 µM NO-711, a specific GAT1 blocker275, (3) 100 µM SNAP-5114, a 

specific GAT3 blocker276, or (4) a combination of 4 µM NO-711 and 100 µM SNAP-5114. 

These blocker concentrations achieve full GAT blockade220. Experimental solutions were 

applied for 40 minutes, and then washed out over another 20 minutes. 

When individually applied, either GAT1 or GAT3 blockade prolonged oscillations 

(Figure 1C), consistent with the absence seizure exacerbation seen with a clinically used 

GAT1 blocker, tiagabine 228,229,277. We measured the duration of each evoked oscillation, 

then computed the average duration of the last 5 stable oscillations in baseline and 

experimental solutions (Figure 1D). Relative to baseline, individual GAT1 or GAT3 blockade 

increased oscillation duration by 36% (n = 8 slices from 5 animals, p = 0.0027) and 99%, (n 

= 7 slices from 5 animals, p = 0.0076), respectively. We also evaluated the effects of indi-

vidual GAT1 or GAT3 blockade on the period of evoked oscillations (Figure 1E). Relative to 

baseline, GAT1 or GAT3 blockade increased the oscillation period by 13% (n = 8 slices from 

5 animals, p = 0.0021) and 32% (n = 7 slices from 5 animals, p = 0.0050), respectively.  
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Figure 1. Individual GAT1 or GAT3 blockade strengthens thalamic oscillations, but dual GAT1+GAT3 block-
ade abolishes oscillations. 
(A) Slice recording setup and sample analysis. Acute thalamic slices were bathed in bicuculline to block 
GABAA receptors. A brief voltage stimulus (0.5 ms, 10 V) was applied with a bipolar electrode placed in ei-
ther the reticular thalamic nucleus or the adjacent internal capsule to evoke epileptiform oscillations rec-
orded extracellularly in the ventrobasal complex. Spikes were detected, binned, and grouped into bursts. 
The oscillation duration was measured from the spike histogram and the oscillation period was computed 
from the autocorrelation function of binned spikes. (B) Example evoked epileptiform oscillations at base-
line and 40 minutes after perfusing with (i) control (no drug added), (ii) 4 µM NO-711 (GAT1 blocker), (iii) 
100 µM SNAP-5114 (GAT3 blocker) or (iv) dual 4 µM NO-711+100 µM SNAP-5114. (C) Example PSTHs over 
the entire course of a single control, GAT1-, GAT3-, and dual-block experiment. Oscillations were evoked 
every 60 seconds, but only the first 17 seconds after stimulation are shown. Drugs were perfused for 40 
minutes after 20 minutes of baseline, followed by 20 minutes of washout. (D-F) Oscillation measures for 
all slices. Colored circles denote the mean value, colored lines denote the mean change; and shaded areas 
denote the 95% confidence intervals for the mean change. (D) Oscillation duration did not change follow-
ing control perfusion, but increased following NO-711 or SNAP-5114 perfusion. Dual NO-711+SNAP-5114 
perfusion reduced oscillation duration (* p < 0.05, ** p < 0.01, paired-sample t-test). Inset shows mean 
change relative to baseline. (E) Oscillation period did not change following control perfusion and length-
ened following NO-711 or SNAP-5114 perfusion (** p < 0.01, paired-sample t-test). (F) After 60 minutes of 
dual NO-711 + SNAP-5114 perfusion, oscillations were abolished in all slices (** p < 0.01, paired-sample t-
test).   
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Collectively, the effects of GAT blockade on oscillation properties generally agreed with 

the previously reported actions of GAT blockers on isolated GABAB receptor-mediated IP-

SCs. That is, the 1.4-fold and 2-fold increase in oscillation duration corresponds roughly to 

the reported 1.5-fold and 2.2-fold increase in GABAB IPSC amplitude produced by GAT1 or 

GAT3 blockade, respectively220. Additionally, GAT3 blockade significantly prolonged oscil-

lation period, while the effect for GAT1 blockade was modest, consistent with reported 

effects on isolated GABAB IPSC decay220. 

Surprisingly, the effects of NO-711 and SNAP-5114 co-perfusion on evoked oscilla-

tions were not additive. Rather than prolonging evoked oscillations, dual GAT1+GAT3 

blockade ultimately eliminated oscillations. Following a brief prolongation during the early 

phases of drug perfusion (see Figure 1C), dual GAT1+GAT3 blockade eventually decreased 

oscillation duration by 48% (Figure 1D, n = 9 slices from 4 animals, p = 0.026; here and in 

all results, percentages refer to relative change from control conditions). As the effects of 

dual blockade on oscillation duration did not appear to reach a steady state by 40 minutes, 

we extended the drug application to 60 minutes in a subset of experiments. For those 

slices, dual GAT1+GAT3 blockade invariably abolished oscillations (Figure 1F, n = 5 slices 

from 3 animals, p = 0.0062).  

In summary, the observed effects of individual GAT1 or GAT3 blockade on oscilla-

tion duration and period generally reflect the actions the individual blockers have on 

GABAB receptor-mediated IPSCs isolated from thalamocortical neurons. GAT blockade-de-

pendent increases in IPSC amplitude were associated with increased strength of oscilla-

tion, as measured by duration. However, the effects of dual GAT1+GAT3 blockade on os-

cillation duration did not reflect the additive effects of combined blockade on GABAB IP-

SCs220. To better understand the discrepancy between GAT regulation of IPSCs and GAT 
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regulation of thalamic oscillations, we next examined how IPSC amplitude and kinetics 

regulate the activity of single thalamocortical neurons.  

 

Single neuron recordings 

We investigated the effects of GAT-modulated, GABAB receptor-mediated currents 

on thalamocortical neuron rebound bursting, as this property is likely critical for the initi-

ation of each successive cycle of an evoked oscillation191,215,240. Experimentally evoked 

GABAB receptor-mediated IPSCs isolated in acute thalamic slices vary considerably in am-

plitude220, likely reflecting differences in synaptic activation of reticular thalamic neurons 

by the electrical stimulus. We therefore utilized an alternative approach to systematically 

examine the effects of GAT blockade on the firing properties of thalamocortical neurons: 

dynamic clamp278,279. We used GABAB receptor-mediated IPSC waveforms isolated under 

voltage clamp during each pharmacological condition (control, GAT1 blockade, GAT3 

blockade, dual GAT1+GAT3 blockade) as conductance waveform commands applied to sin-

gle thalamocortical neurons (Figure 2A). We refer to these dynamic clamp-mediated con-

ductance waveforms as dIPSCs. We applied each dIPSC pharmacological condition (dCon-

trol, dGAT1-Block, dGAT3-Block, dDual-Block; Figure 2B) to each recorded thalamocortical 

neuron.  

Since neurons likely receive variable numbers of inhibitory inputs, we scaled the 

conductance waveform amplitudes for each pharmacological dIPSC by 25%, 50%, 100%, 

200%, 400% and 800%, yielding 24 possible dIPSC waveforms (i.e. 4 pharmacological con-

ditions x 6 amplitude scales). Additionally, we delivered each of the 24 waveforms at three 

approximate holding potentials: -60 mV, -65 mV or -70 mV. Five non-consecutive repeti-

tions were performed for each dIPSC waveform and holding potential condition. 
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Figure 2. Post-inhibitory, low-threshold rebound spikes and bursts in thalamocortical neurons are bidirec-
tionally modulated by GABAB receptor-mediated conductance waveforms. 
(A) Dynamic clamp setup. A thalamocortical neuron was patched in the whole-cell configuration. The ap-
plied current was computed from the instantaneous voltage and a command conductance waveform over 
time to simulate GABAB receptor activation. (B) Command GABAB receptor conductance waveforms (dIP-
SCs, amplitudes scaled by 200%) that emulated different GAT blockade conditions based on GABAB IPSCs 
isolated with voltage clamp 220. (C) Sample voltage responses of two neurons to the four different dIPSCs 
shown in (B). Annotations are for measures in (D) and (E). (D) Distributions of post-inhibitory low-thresh-
old rebound spike or burst measures over all 47 recorded neurons across dIPSCs shown in (B). Relative to 
dControl responses, rebound burst probability increased following either dGAT1- or dGAT3-Block, but de-
creased following dDual-Block (* p < 0.05, ** p < 0.01, *** p < 0.001, Friedman’s test for burst probability, 
repeated-measures ANOVA otherwise). (E) Mean LTS or burst measures over all 47 recorded neurons, 
across 4 different dIPSC waveforms and 6 different conductance amplitude scales. Error bars denote 95% 
confidence intervals.  
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Figure 2C shows example responses to dIPSCs scaled by 200% delivered with dy-

namic clamp. Post-inhibitory, low-threshold calcium spikes (LTS) often followed each dIPSC, 

with sodium-dependent action potentials often crowning each LTS. Herein, LTS refers to 

the slow, broad (~50 ms) event following inhibition. Burst, on the other hand, specifically 

refers to the collection of action potentials crowning the LTS. We quantified several prop-

erties of each post-inhibitory LTS and burst in response to each dIPSC, including the prob-

ability of occurrence and the latency from dIPSC onset. We also computed LTS features 

such as peak voltage value, maximum rising slope and the number of spikes per LTS, aver-

aged across trials for each neuron. 

We first examined LTS and burst probability distributions over all recorded neurons 

following delivery of dIPSCs (LTS: not shown, burst: Figure 2D, 2E). Considering only those 

dIPSCs scaled by 200% (Figure 2D), relative to dControl responses, LTS and burst probabil-

ities were higher following either dGAT1-Block (n = 47 cells, LTS: +26%, p = 0.0080, burst: 

+63%, p = 0.0018) or dGAT3-Block (n = 47 cells, LTS: +39%, p = 0.0015, burst: +106%, p = 

1.7 x 10-7), but lower following dDual-Block (n = 47 cells, LTS: -88%, p = 4.8 x 10-6, burst: -

82%, p = 0.030). We observed the same trend across pharmacological conditions for all 

other conductance scales (LTS: not shown, burst: Figure 2E). Not surprisingly, increasing 

the conductance scale produced an increase in LTS and burst probability for either the 

dControl, dGAT1-Block or the dGAT3-Block condition. However, both probabilities were 

consistently very low, below 6%, across all conductance scales following dDual-Block IPSCs. 

These changes in thalamocortical neuron rebound burst probability parallel the prolonged 

oscillation duration observed following individual GAT1 or GAT3 blockade, and the de-

crease in oscillation duration following dual GAT1+GAT3 blockade (Figure 1D).  

Next, we examined distributions of average LTS and burst latencies over neurons 
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responsive to dIPSCs (LTS: not shown, burst: Figure 2D, 2E). We restricted this analysis to 

dGAT1- and dGAT3-Block IPSCs because the dDual-Block IPSC did not reliably evoke LTSs. 

Considering dIPSCs scaled by 200% (Figure 2D), relative to dControl responses, average 

LTS latency was not significantly different following dGAT1-Block (n = 32 cells, p = 0.97), 

while average burst latency was modestly prolonged (+4.6%, n = 21 cells, p = 0.034). In 

contrast, dGAT3-Block IPSCs significantly prolonged both LTS (+53%, n = 32 cells, p = 3.7 x 

10-9) and burst latency (+58%, n = 21 cells, p = 1.1 x 10-9). We observed the same trend 

across pharmacological conditions for all other conductance amplitude scales (Figure 2E). 

As the inter-burst interval (latency from last burst) separates each cycle of seizure-like os-

cillations, and is dominated by inhibition of TC cells 192, the above results are consistent 

with the increase in oscillation period upon following either individual GAT1 or GAT3 

blockade, but a more pronounced effect for the latter (Figure 1E). 

We also examined the distributions of effects on LTS features across neurons re-

sponsive to dIPSCs (Figure 2D). Relative to dControl responses, there was an increase in 

average number of spikes per LTS, average LTS peak value and average LTS maximum slope 

following either dGAT1-Block (n = 32, spikes per LTS: +62%, p = 1.3 x 10-6, peak value: 2.5 

± 0.5 mV, p = 1.4 x 10-4, maximum slope: +52%, p = 2.6 x 10-9) or dGAT3-Block (n = 32, 

spikes per LTS: +93%, p = 9.3 x 10-7, peak value: 3.3 ± 0.8 mV, p = 5.2 x 10-4, maximum 

slope: +82%, p = 1.4 x 10-9). As both greater LTS peak value and greater LTS maximum slope 

increase the likelihood for action potential generation, these changes were consistent 

with both the observed increase in spikes per LTS following either dGAT1-Block or dGAT3-

Block and, secondarily, the prolongation of oscillation duration following either GAT1 or 

GAT3 blockade (Figure 1D). In contrast, dual GAT1+GAT3 blockade reduced burst proba-

bility and abolished oscillations (Figure 1F). 
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In summary, the bidirectional differences in rebound burst probability, burst la-

tency and LTS features of single thalamocortical neurons in response to different GABAB 

activation waveforms were in agreement with the bidirectional differences in thalamic 

oscillation duration and period following the corresponding pharmacological manipula-

tions. That is, by ultimately regulating thalamocortical neuron bursting, GATs appear to 

powerfully control thalamic network oscillations through differential activation of GABAB 

receptors. 

 

Single neuron models 

We next sought to determine the essential components of the thalamocortical 

neuron that contributes to the differential dIPSC responses observed during our dynamic 

clamp experiments. We also sought to better understand the underlying channel dynam-

ics contributing to the differential responses. Towards these ends, we established a con-

ductance-based, multi-compartment, single neuron model for each of the 36 experimen-

tally recorded thalamocortical neurons for which we had stable responses across all ac-

quired conductance amplitude scales (Figure 3A).  

Our preliminary modeling results using existing TC cell models254,250 failed to reca-

pitulate two key features of GABAB receptor-mediated post-inhibitory rebound LTSs that 

are likely critical in determining network level responses. Notably, the average LTS laten-

cies of the model responses were routinely much earlier (400~1000 ms) than the biologi-

cal ones (400~4000 ms). In addition, the model LTS and burst responses tended to be con-

tinuously graded in amplitude as a function of inhibitory strength, in contrast to the more 

characteristic all-or-none responses of recorded neurons. Therefore, we developed a gra-

dient descent fitting approach to obtain suitable multicompartment models  
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Figure 3. Model thalamocortical neurons reproduce GABAB IPSC and rebound responses.  
(A) Model optimization workflow. (B) Sample double-exponential curve fits (red) to averaged current pulse 
responses (blue) for two example neurons. The dotted lines correspond to the curves representing the so-
matic compartment (green) and dendritic compartment (orange). The resulting ball-and-stick geometries 
estimated from the 2 exponential components are shown below the recordings 280. (C) We converted ball-
and-stick models shown in (B) to cylindrical, three compartment models (left), which were then optimized 
(right). (D) Fits of simulated sIPSC responses to recorded dIPSC responses, for the same two neurons. (E) 
The 33 model neurons that underwent optimization were ranked by a weighted average of 5 different 
types of errors (see Methods). The 31 highest ranked model neurons were considered well-fitted. (F) Final 
values of parameters that could vary for the 31 well-fitted model neurons. Note that the T channel density 
is high in the dendrites and the A-type potassium channel density is high in the soma for all model neu-
rons (red boxes). The h channel density in the proximal dendrite negatively correlates with LTS latency 
(blue box). Geometric parameters are in µm, maximal conductance densities (�̅) and conductance densi-
ties (�) are in S/cm2 and maximal permeability densities (�̅) are in cm/s. The x axis is the model neuron 
rank in (E). We distinguish among (i) geometric parameters, (ii) voltage-independent passive parameters 
and (iii) voltage-dependent active parameters.  
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compatible with the data. As prior computational and experimental work demonstrates 

the importance of higher T channel densities in dendritic versus somatic compart-

ments254–257, we modeled each thalamocortical neuron by a cylindrical somatic compart-

ment and two cylindrical dendritic compartments in series (Figure 3C).  

To reduce the number of fitted parameters, some simplifying assumptions were 

made: the somatic length and diameter were equivalent, the two dendritic compartments 

had equal dimensions, and passive leak channels were inserted into all three compart-

ments at uniform densities. Four voltage-independent (passive) parameters were allowed 

to vary across model neurons: the somatic diameter (��������), the dendritic diameter 

(��������), the dendritic length (����� ����) and the passive leak conductance density 

(����). As prior work has identified ionic currents that contribute to the resting membrane 

potential of thalamocortical neurons250, we inserted the following five voltage-dependent 

channels in all three compartments: the T-type calcium channel (��), the hyperpolariza-

tion-activated nonspecific cationic channel (��), the A-type transient potassium channel 

(�� ), the inward-rectifying potassium channel (���� ) and the persistent sodium channel 

(����). The densities of voltage-dependent channels were allowed to vary across compart-

ments, resulting in a total of 15 (5 currents x 3 compartments) voltage-dependent (active) 

parameters that were allowed to vary across model neurons. 

To provide an initial estimate of the geometric parameters that corresponded to 

each recorded thalamocortical neuron, we applied the short pulse methodology de-

scribed by Johnston and Wu280. During dynamic clamp experiments, we applied a short 

current pulse at the beginning of each recorded sweep. The average current pulse re-

sponse for each neuron was well-fitted by a double exponential function (Figure 3B). From 

the coefficients and time constants of the two exponential components, we inferred the 
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following four parameters for a ball-and-stick model281: input conductance, electrotonic 

length, dendritic-to-somatic conductance ratio and the membrane time constant. These 

Rall model values were then converted into initial passive parameter seed values 

(��������, ��������, ����� ����, ����) of each 3-compartment model neuron (see 

Methods). 

Single thalamocortical neuron responses recorded during dynamic clamp experi-

ments served to optimize passive and active parameters of each 3-compartment, model 

thalamocortical neuron. GABAB receptors were placed in the somatic compartment of 

each model neuron, and activation waveforms identical to the conductance waveforms 

used in dynamic clamp (the dIPSCs) were applied. We refer to these simulated GABAB re-

ceptor activation waveforms as sIPSCs, corresponding to each pharmacological condition 

(sControl, sGAT1-Block, sGAT3-Block, sDual-Block). For each model neuron, simulated re-

sponses to sIPSCs were iteratively compared to experimental dIPSC responses. We evalu-

ated the goodness-of-fit for each iteration with a total error defined by a weighted com-

bination of component errors (see Methods). Examples of resultant geometry and voltage 

response fits are shown in Figures 3C and 3D, respectively. 

Each model neuron was trained using a set of 12 recorded traces, each selected 

from a different dIPSC waveform, but evaluated against all recorded traces for the neuron 

and ranked by the total error (Figure 3E). By removing neurons with a total error greater 

than two standard deviations above the mean, we designated the top 31 neurons as the 

set of well-fitted model neurons. All well-fitted neurons were characterized by high T chan-

nel densities in the distal dendrite and high A-type potassium channel densities in the 

soma (Figure 3F). Considerable variability among model neurons was observed in the den-
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sities of other ionic channels, likely contributing to the heterogeneity in LTS and burst sta-

tistics among recorded neurons in response to each GABAB dIPSC waveform (Figure 2D). 

For example, the value of the maximal h channel conductance density in the proximal 

dendrite �̅�,�����  was negatively correlated with LTS latency (R2 = -0.80, not shown), 

which is consistent with the depolarizing effects of the h current162. 

We compared the distribution of LTS probabilities and features over the 31 well-

fitted model neurons and over their 31 corresponding neurons recorded in dynamic clamp. 

In general, there was high agreement between the model simulations and dynamic clamp 

recordings. We first compared the d and sIPSC datasets when scaled by 200% (Figure 4A 

and 4B). Relative to d/sControl responses, LTS probability was increased following 

d/sGAT1-Block (n = 31, model: +30%, p = 0.0086, recorded: +31%, p = 0.038) or d/sGAT3-

Block (model: +44%, p = 7.4 x 10-4, recorded: +45%, p = 0.011) and decreased following 

d/sDual-Block (model: -75%, p = 9.8 x 10-7, recorded: -93%, p = 5.7 x 10-4). Relative to 

d/sControl responses, average LTS latency was not different following d/sGAT1-Block 

(model: n = 27, p = 0.85, recorded: n = 21, p = 0.99) but was increased following d/sGAT3-

Block (model: +42%, n = 27, p = 7.3 x 10-8, recorded: +52%, n = 21, p = 2.4 x 10-6). Differ-

ences in average number of spikes per LTS, average LTS peak value and average LTS maxi-

mum slope across dIPSC waveforms were not sufficiently captured by model neurons. The 

same trends across pharmacological conditions were observed for all other conductance 

amplitude scales, showing high agreement between model and recorded neurons for LTS 

probability and latency, but not for other LTS features (Figure 4C and 4D). 

In summary, many single neuron models were established that sufficiently recapitu-

lated the probability and timing of post-inhibitory rebound bursts in response to 12 differ-

ent physiological GABAB-receptor IPSC waveforms. A commonality among well-fitted 
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model neurons is that T channel densities were high in the dendrites and A-type  
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Figure 4. Well-fitted model and recorded neurons show similar low-threshold rebound spike differences in 
response to different GABAB IPSC waveforms.  
(A) Distributions of post-inhibitory, low-threshold rebound spike measures over the 31 well-fitted model 
neurons across GABAB IPSC waveforms shown in Figure 2B (* p < 0.05, ** p < 0.01, *** p < 0.001, re-
peated-measures ANOVA for LTS probability, Friedman’s test otherwise). (B) Same as (A) but for the corre-
sponding 31 recorded neurons (Repeated-measures ANOVA for Spikes per LTS and LTS peak value, Fried-
man’s test otherwise). (C) Mean LTS or burst measures over all 31 model neurons, across 4 different 
GABAB IPSC waveforms and 3 different conductance amplitude scales. Error bars denote 95% confidence 
intervals. (D) Same as (C) but for the corresponding 31 recorded neurons.  



75 
 

 

potassium channel densities were high in the soma, while there was heterogeneity in 

other channel densities. 

 

Interplay between GABAB receptors and T-type calcium channels 

We next sought to understand the post-synaptic ion channel dynamics contributing 

to the IPSC-evoked, post-inhibitory rebound LTS. We first compared examples of LTS-pro-

ducing responses evoked by sGAT1- and sGAT3-Block waveforms with examples of LTS-

lacking responses evoked by sControl and sDual-Block waveforms in a model neuron (Fig-

ure 5). For LTS-producing responses, the LTS voltage response was present across all three 

compartments and appeared largest in the distal dendrite (Figure 5A). This voltage re-

sponse reflected a dominant T-type calcium current in dendritic compartments (Figure 5B-

C), consistent with experimental findings255–257. The initiation of the LTS was also associ-

ated with a slightly delayed outward A-type potassium current that was distributed more 

evenly across compartments (Figure 5B-C). The temporal overlap between the T and A 

currents has been shown to be important for controlling the LTS amplitude and width282. 

 While much is known regarding the gating properties of low threshold, T-type cal-

cium channels, little is known about how these properties behave during physiological 

stimuli such as voltage changes induced by synaptic inhibition. Although it has been pro-

posed from artificial voltage ramp studies that rebound bursting is sensitive to the slope 

of voltage repolarization263, the underlying T channel dynamics that confer such voltage 

sensitivity remain unknown. We therefore sought to understand how T channel activation 

and inactivation contribute to the production of the post-inhibitory rebound LTS (Figure 

5D). In our well-fitted model neurons, we tracked the activation (��) and inactivation ( �) 

gating variables of the T channel, as a function of time. By convention,  
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Figure 5. T-type calcium channel inactivation lag and open probability discrepancy depend on GABAB IPSC 
waveforms.  
(A) The LTS response was most pronounced in the distal dendrite and correlates with the presence of large 
intrinsic channel currents. (i) Command d/sIPSCs as in Figure 2B. (ii) Voltage responses of Neuron 1 of Fig-
ure 2C recorded using dynamic clamp. (iii-viii) Simulated responses of the corresponding model neuron, 
including: (iii) somatic voltage, (iv) proximal dendritic voltage, (v) distal dendritic voltage, (vi) total current, 
(vii) GABAB receptor current, (viii) total intrinsic channel current. Currents were summed over all three 
compartments. (B) T-type calcium currents and A-type potassium currents were at least an order of magni-
tude larger than other intrinsic currents, with the T currents contributing to LTS initiation. Intrinsic cur-
rents were summed over all three compartments and include: (i) passive leak current, (ii) hyperpolariza-
tion-activated cationic current, (iii) inward-rectifying potassium current, (iv) persistent sodium current, (v) 
A-type fast-transient potassium current, (vi) T-type calcium current. A sum of A and T currents is shown in 
(vii). (C) Comparison of A and T currents across compartments. T currents were much larger in the den-
drites and A currents were slightly elevated in the soma. (D) A combination of T channel recovery (high 
�) and inactivation lag ( � different from �,� ) appeared to be necessary for T channel opening (high 

��
�

�). State variables for the distal dendritic T channel (other two compartments are similar) include: (i) 
instantaneous activation gating variable, (ii) steady-state activation gating variable, (iii) instantaneous inac-
tivation gating variable, (iv) steady-state inactivation gating variable, (v) instantaneous open probability 
(solid line) versus steady-state open probability (dotted line), (vi) difference of instantaneous versus 
steady-state open probability (open probability discrepancy). (E) The maximum open probability discrep-
ancy was higher in LTS-producing responses (*** p < 0.001, n = 31 cells, paired-sample t-test). (F) Within 
the LTS regions highlighted in both (i) somatic voltage curves and (ii) dendritic T channel open probability 
discrepancy curves, LTS-producing responses followed different trajectories than LTS-lacking responses in 
either (iii) the voltage vs. open probability discrepancy phase plot or (iv) the concavity versus slope of dis-
crepancy phase plot. Sample points plotted are 1 ms apart. Circles denote the decision points where ei-
ther zero (or maximal negative) concavity is reached in the open probability discrepancy curves. (G) The 
maximum open probability discrepancy concavity in the LTS region, (H) The slope of open probability dis-
crepancy at the decision point, and (I) The slope of somatic voltage at the decision point were all higher in 
LTS-producing responses (*** p < 0.001, n = 31 cells, paired-sample t-test).   
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�� = 1  when all channels are activated, and � = 0  when all channels are inacti-

vated283. We also distinguished between steady-state values (��,�  and �,� ), which de-

pend only on voltage, from instantaneous values (�� and �), which reach steady-state 

values exponentially through a voltage-dependent time constant (i.e. depend on voltage 

and time).  

One notable feature of the T channel is that the inactivation time constant is about 

10-fold higher than the activation time constant 248. Indeed, in all conditions, the instan-

taneous T channel activation variable �� was nearly identical to its voltage-dependent 

steady-state value ��,� . However, the instantaneous T channel inactivation variable �  

never achieved its steady-state value �,�  during dynamic changes in membrane voltage 

(Figure 5D). That is, the activation gate responded to changes in membrane potential 

quickly, but the inactivation gate responds slowly. Notably, the T channel inactivation lag 

was larger for LTS-producing responses than for LTS-lacking responses. 

We next explored how T channel inactivation lag affects open probability. Without 

significant T channel inactivation lag, there was no discrepancy between the instantane-

ous and steady state T channel open probabilities. Based on the measurements by Hugue-

nard and McCormick247, the maximum achievable T channel open probability at steady 

state (max� (��,� (�)
�

�,� (�))) is 8.4 x 10-4, which is close to the LTS-lacking, pre-IPSC, 

baseline values in our simulations (Figure 5D). Consequently, an LTS was only produced 

when the instantaneous T channel open probability (��
�

�) was orders of magnitude 

higher than steady-state open probabilities. In fact, when all 31 well-fitted model neurons 

were considered, the maximum difference between the instantaneous and steady-state 

open probability (max� (��
�

� ��,�
�

�,� )) was on average 2.9 orders of magnitude 

higher for LTS-producing responses than for LTS-lacking responses (Figure 5E, n = 31 cells, 
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p = 2.4 x 10-29). Herein, we refer to the difference between instantaneous versus steady-

state open probability (��
�

� ��,�
�

�,� ) simply as T channel open probability dis-

crepancy. When each trace for all 31 model neurons was considered, a threshold open 

probability discrepancy of 10-2 separated LTS-producing responses from LTS-lacking re-

sponses (not shown). 

We sought to understand how high or low T channel open probability discrepancy 

arises in response to distinct sIPSCs. When the somatic voltage was plotted against the 

dendritic T channel open probability discrepancy, LTS-producing responses produced tra-

jectories that were qualitatively different from the LTS-lacking responses (Figure 5F). For 

all sIPSC responses, open probability discrepancy increases upon voltage depolarization. 

Nevertheless, only for LTS-producing responses does the open probability discrepancy 

curve reach an inflection point (point of zero concavity) that eventually progresses to pos-

itive concavity. We define the point at which the open probability discrepancy curve 

reaches zero (or maximal negative) concavity as the decision point (circles in Figure 5F). A 

comparison between the sGAT3-Block (red) and sDual-Block (purple) responses showed 

that at the decision point, the slope of open probability discrepancy, rather than its value, 

determines whether positive concavity is eventually achieved. In fact, for all open proba-

bility curves that reach zero concavity, the slope of the open probability discrepancy curve 

at the decision point is always higher for LTS-producing responses than for LTS-lacking re-

sponses, but the threshold is cell-dependent (not shown). We show the progression of 

trajectories aligned to the decision points for two conditions (Movie 1, sGAT3-Block and 

sDual-Block) and for all conditions (Movie 2). When all 31 well-fitted model neurons were 

considered, there was a significant difference between LTS-producing and LTS-lacking re-

sponses for either the maximum open probability discrepancy concavity (Figure 5G), the 
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discrepancy slope at the decision point (Figure 5H) or the voltage slope at the decision 

point (Figure 5I). We conclude that IPSC responses produce LTSs only if two conditions are 

satisfied: (1) the open probability discrepancy curve reaches zero concavity, and (2) the 

slope of the open probability discrepancy curve at that decision point reaches a cell-de-

pendent threshold. 

We next applied our understanding of the T channel open probability discrepancy 

to how GAT-modulated, GABAB IPSCs regulate LTS production. We observed that the 

sControl waveform did not produce an LTS response simply because inhibition was insuf-

ficient for T channel recovery ( �  was always below 0.2, Figure 5D). In contrast, although 

T channels were sufficiently recovered ( �  reached above 0.6) by strong hyperpolariza-

tion associated with sGAT1-, sGAT3-, and sDual-Block waveforms, only the former two 

waveforms produced an LTS response. We observed that rapid repolarization from a hy-

perpolarized state in response to the sGAT1- and sGAT3-Block waveforms allowed activa-

tion gates to open (�� increased) before the inactivation gates closed ( �  decreased), 

creating a brief window characterized by a discrepancy between high instantaneous T 

channel open probabilities (��
�

� > 10��) and the low steady-state open probabilities 

(��,�
�

�,� < 10��). In contrast, the sDual-Block waveform produced a prolonged inhi-

bition, resulting in a slower rise during membrane potential repolarization, a small lag in 

T channel inactivation, a lack of increase in T channel open probability discrepancy and, 

ultimately, a lack of LTS response. 

To test the contribution of T channel inactivation lag to LTS production, we bidirec-

tionally altered the T channel inactivation time constant (��� ) for the same sIPSC response 

simulations as in Figure 5. When ���  was halved in sGAT1- and sGAT3-Block simulations, 
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T channel open probability discrepancy remained low and LTS responses normally ob-

served during GAT1 and GAT3 blockade were abolished (cf. Figure 6A with Figure 5). In 

contrast, doubling ���  in sDual-Block simulations promoted a discrepancy between in-

stantaneous and steady-state open probabilities and, consequently, normally absent LTSs 

appeared (cf. Figure 6B with Figure 5). Note that sControl waveforms did not produce an 

LTS as voltage hyperpolarization was weak and T channel recovery was low. Thus, a com-

bination of sufficient T channel recovery and high T channel open probability discrepancy 

appears to be necessary for LTS production. 

The kinetics of inhibition appeared to underlie the observed T channel open prob-

ability discrepancy. We therefore systematically varied the time constant of an LTS-pro-

ducing sGAT3-Block IPSC while fixing the amplitude. Prolonging IPSC kinetics decreased T 

channel open probability discrepancy and abolished LTS responses as time constants in-

creased above 4-fold (Figure 6C). Conversely, shortening the time constant of a non-LTS-

producing sDual-Block IPSC – also while fixing the amplitude – increased T channel open 

probability discrepancy and produced LTS responses as time constants decreased by 20% 

(Figure 6D). We show the progression of trajectories aligned to the decision points for two 

time constants (Movie 3, last LTS success and first LTS failure) and for all time constants 

(Movie 4). As changing the kinetics of inhibition also changes the total amount of inhibi-

tion delivered to a cell, we also changed inhibition kinetics while keeping charge (i.e. the 

area under the curve) constant. Nevertheless, we continued to observe that instantane-

ous versus steady-state open probability discrepancies became smaller and LTS responses 

diminished as sIPSC kinetics increased (Figure 6E). Therefore, the temporal envelope of 

inhibition appears to be important for LTS production through its influence on T channel 

open probability discrepancy.  
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Figure 6. Manipulation of either the T-type calcium channel inactivation time constant or the GABAB IPSC 
kinetics bidirectionally modulates low-threshold rebound spike production.  
(A) Simulated responses as in Figure 5 with the T channel inactivation time constant ���  halved. The T 
channel inactivation lag disappeared and no LTS was produced following any sIPSC waveform. (B) Simu-
lated responses as in Figure 5 with ���  doubled. The T channel inactivation lag lengthened and LTSs ap-
peared following sDual-Block. (C) LTS responses to the sGAT3-Block waveform (blue) gradually disappeared 
as the time constant was increased (with amplitude fixed) to that of the sDual-Block waveform (red). (D) 
LTS responses to the sDual-Block waveform (red) gradually appeared as the time constant of the waveform 
was decreased (with amplitude fixed) to that of the sGAT3-Block waveform (blue). (E) LTS responses to the 
sDual-Block waveform (blue) gradually appeared as all parameters of the waveform were shifted (with 
area under the curve fixed) to that of the sGAT3-Block waveform (yellow), then to the sGAT1-Block wave-
form (dark red). (F) LTS responses gradually appeared as the amplitude of the sGAT3-Block waveform was 
increased (with time constant fixed). (G) Robust LTS responses never appeared as the amplitude of the 
sDual-Block waveform is increased (with time constant fixed).  
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Since hyperpolarization promotes T channel recovery248, it remains possible that a 

sufficiently strong hyperpolarization – regardless of waveform – will produce an LTS. To 

test this possibility, we varied the inhibition amplitude using either the sGAT3-Block (fast 

kinetics) or sDual-Block (slow kinetics) waveform. As we increased the amplitude of the 

sGAT3-Block waveform while fixing the rise and decay time constants, LTSs emerged as T 

channel open probability discrepancy increased (Figure 6F). In contrast, as the amplitude 

of the sDual-Block waveform increased while fixing the rise and decay time constants, T 

channel open probability discrepancy nonetheless remained low and robust LTS responses 

never emerged (Figure 6G). Thus, fast inhibition kinetics are important for driving T chan-

nel open probability discrepancy, and slow kinetics provides an explanation for the con-

sistently low LTS or burst probability across conductance amplitude scales following 

s/dDual Block (Figures 2E, 4C and 4D). 

In summary, LTS production following physiological inhibition is largely controlled 

by the dynamics of T channel open probability discrepancy in the distal dendrites. We 

extend this understanding by showing that LTS production appears to depend not only on 

the amplitude of inhibition, but also the temporal envelope of inhibition. Large inhibition 

amplitude is required for sufficient T channel recovery, whereas fast inhibition decay is 

required for driving the T channel open probability discrepancy beyond an inflection point 

and creating a brief time window with sufficiently high T channel open probability for LTS 

production.  

 

Network models 

We next explored whether the interplay between GABAB-mediated inhibition and 

T type calcium channel dynamics in thalamocortical neurons contributes to the observed 
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changes in network-level oscillations following GAT blockade. We first examined the ef-

fects of GABAB receptor-mediated inhibition in a simplified 2-cell network configuration. 

In each 2-cell network, we connected a single compartment, GABAergic reticular thalamic 

model neuron284 to one of the 31 well-fitted model thalamocortical neurons (Figure 7A). 

To generate action potentials, Hodgkin-Huxley type sodium and potassium channels were 

inserted into the somatic compartment of each model neuron257. The reticular thalamic 

neuron was connected to the thalamocortical neuron via a GABAB receptor-mediated in-

hibitory synapse (GABAA receptors were blocked during experimentally evoked oscilla-

tions, see Figure 1). Consistent with previous intra-thalamic models173, the thalamocorti-

cal neuron provided AMPA receptor-mediated excitation to reticular thalamic neurons. By 

applying a brief stimulating current to the reticular thalamic neuron and varying the 

GABAB receptor activation parameters (sIPSCs), GABAB conductance waveforms compara-

ble to those used by dynamic clamp were evoked in each thalamocortical neuron (Figure 

7B). To simulate variable tonic inhibition on thalamocortical neurons, we varied the 

thalamocortical neuron leak reversal potential between -73 and -60 mV (14 leak reversal 

potentials). To generate trial-to-trial variability (5 trials per leak reversal potential), we 

randomized the leak conductance of each neuron to within 10% of the original value. Of 

all 31 possible 2-cell networks, 24 had a quiescent, pre-stimulation baseline over this 

range of leak reversal potentials. In those networks with quiescent baseline, oscillations 

persisted only when the GABAB-mediated inhibition promoted T channel open probability 

discrepancy in thalamocortical neurons to produce rebound bursting (Figure 7C). An os-

cillation probability was computed for each 2-cell network over the 14 x 5 = 70 trials. In 

addition, an oscillatory period and an oscillatory index based on the autocorrelation func-

tion of pooled spikes was computed for each   
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Figure 7. GABAB-receptor mediated conductance waveforms modulate oscillations produced by 2-cell 
model thalamic networks.  
(A) Schematic of a 2-cell model network. A reticular thalamic (RT) neuron projected a GABAB receptor-me-
diated inhibitory synapse (-) to a thalamocortical (TC) neuron, which reciprocally projected an AMPA re-
ceptor-mediated excitatory synapse (+) to the reticular thalamic neuron. (B) Evoked GABAB conductance 
waveforms in network model TC neurons (solid lines) were similar to GABAB dIPSC waveforms (dashed 
lines).  (C) 2-cell network responses under different GABAB receptor conditions. Model TC neuron param-
eters corresponded to Neuron 1 in Figure 2. A brief (40 ms, 0.2 nA) current stimulus was applied to the re-
ticular thalamic neuron, evoking an initial burst of 12 spikes. Oscillations were evoked under some but not 
all GABAB receptor conditions. A total of 24 model TC neurons produced oscillations in response to stimu-
lation. (D) Distributions of oscillation measures over all 24, 2-cell networks. Oscillation probability was in-
creased when either sGAT1-Block parameters or sGAT3-Block parameters were used, but decreased when 
sDual-Block parameters were used (* p < 0.05, ** p < 0.01, *** p < 0.001, Friedman’s test). 
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successfully-evoked oscillation (see Methods). 

We examined the distributions of oscillation probability, average oscillation period 

and average oscillatory index over the 24 different 2-cell networks wherein sIPSCs were 

scaled by 200% (Figure 7D). Relative to using sControl parameters, oscillation probability 

increased when using sGAT1-Block parameters (+66%, n = 24 networks, p = 0.016) or 

sGAT3-Block parameters (+93%, p = 0.048). These results are consistent with the experi-

mental observation that individual GAT1 or GAT3 blockade prolonged oscillations (Figure 

2D). Relative to using sControl parameters, average oscillation period increased when us-

ing sGAT3-Block parameters (+39%, n = 10, p = 4.2 x 10-4). These results are consistent 

with the experimental observation that individual GAT3 blockade increased oscillation pe-

riods (Figure 2E). In contrast, when sDual-Block parameters were applied in the network, 

oscillations do not arise, consistent with the experimental observation that dual 

GAT1+GAT3 blockade inevitably abolished oscillations (Figure 2D & 2F). Although the 2-

cell networks recapitulated some effects of GAT blockade on oscillations, the 2-cell oscil-

lations were extremely stereotyped and regular, resulting in unrealistically high oscillatory 

indices.  

We sought to determine whether larger, more complex model networks could 

more realistically simulate experimental oscillations and recapitulate the bidirectional ef-

fects of GAT blockade by varying sIPSCs. We scaled up the network to include one circular 

layer of 100 reticular thalamic (RT) neurons and one circular layer of 100 thalamocortical 

(TC) neurons (Figure 8A). RT-TC inhibitory connections and TC-RT excitatory connections 

were both convergent and divergent. To assess the importance of the geometric and con-

ductance heterogeneity we observed in the single cell models (Figure 3F), we established 

two sets of model thalamic networks: (1) 24 TC-homogeneous  
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Figure 8. GABAB-receptor mediated conductance waveforms modulate oscillations produced by 200-cell 
model thalamic networks.  
(A) Schematic of a 200-cell model network. Each reticular thalamic (RT) neurons projected GABAB recep-
tor-mediated inhibitory synapses (-) to 9 nearby thalamocortical (TC) neurons. Each TC neuron projected 
AMPA receptor-mediated synapses (+) to 5 nearby reticular thalamic neurons. (B) Sample spike raster 
plots of a TC-homogenous network, using model TC neuron parameters corresponding to Neuron 1 of Fig-
ure 3. A brief (40 ms, 0.2 nA) current stimulus was applied to each of the center 20 reticular thalamic neu-
rons. Spikes within the stimulation period are red; all other evoked spikes are black. (C) Sample spike ras-
ter plots of a TC-heterogeneous network, using model TC neuron parameters corresponding to the 24 
model TC neurons used in Figure 7. Relative to TC-homogeneous networks, activity was more localized for 
TC-heterogeneous networks. (D) Distributions of oscillation measures over all 24 TC-homogeneous 200-
cell networks (* p < 0.05, ** p < 0.01, *** p < 0.001, repeated-measures ANOVA for oscillation period and 
half activation time, Friedman’s test otherwise). (E) Distributions of oscillation measures over all 24 TC-
heterogeneous 200-cell networks. Oscillation probability, oscillation period and percent of active cells in-
creased when sGAT3-Block parameters were used, but decreased when sDual-Block parameters were used 
(repeated-measures ANOVA for oscillatory index, Friedman’s test otherwise).  
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networks with TC parameters taken from each of the 24 model neurons used for the 2-

cell networks and (2) 24 TC-heterogeneous networks with TC parameters taken from all of 

the 24 model neurons, randomly ordered. All networks had a quiescent, pre-stimulation 

baseline when the thalamocortical neuron leak reversal potential was varied between -73 

and -60 mV (14 leak reversal potentials). To generate trial-to-trial variability (5 trials per 

leak reversal potential), we randomized the leak conductance for each of the 200 neurons 

to within 10% of the original value. For both TC-homogeneous and TC-heterogeneous net-

works, oscillations emerged and spread in response to some but not all GABAB receptor 

activation parameters (Figure 8B & 8C).  An oscillation probability was computed for 

each 200-cell network over the 14 x 5 = 70 trials. In addition, an oscillatory period, an 

oscillatory index and a half activation time was computed for each successfully-evoked 

oscillation (see Methods). 

We examined the distributions of oscillation probability, average oscillation period, 

average oscillatory index, average percent of active TC cells and average half activation 

time over the set of TC-homogeneous networks (Figure 8D) and the set of TC-heterogene-

ous networks (Figure 8E) wherein sIPSCs were scaled by 200%. The values of oscillation 

periods and oscillatory indices for TC-heterogenous networks were similar to values ex-

tracted from experimental recordings (oscillation period: Figure 1E, oscillatory index: not 

shown). In response to the same sIPSC conditions, we observed highly varied (often bi-

modal) oscillation responses across TC-homogeneous networks, which reflects the highly 

varied LTS responses across individual model TC neurons (Figure 4B). In contrast, oscilla-

tion measures were less variable across the different TC-heterogeneous networks. There-

fore, cell heterogeneity averages out the LTS response variability, provides more robust 

network responses and accentuates the differences across sIPSCs. Indeed, for the set of 
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TC-heterogeneous networks, relative to using sControl parameters, oscillation probability 

increased when using either sGAT1-Block (+8.2%, n = 24 networks, p = 0.049) or sGAT3-

Block parameters (+8.5%, p = 0.013), but decreased when using sDual- Block parameters 

(-82%, p = 0.0010); average oscillation period increased when using either sGAT3-Block 

(+23%, p = 1.3 x 10-7) or sDual-Block parameters (+19%, p = 2.8 x 10-6); average percent of 

active TC cells increased when using either sGAT1-Block (+130%, p = 0.0044) or sGAT3-

Block parameters (+193%, p = 1.6 x 10-5), but decreased when using sDual-Block parame-

ters (-79%, p = 0.037). These results are consistent with experimental findings that indi-

vidual GAT1 or GAT3 blockade increased oscillation durations (Figure 2D) and oscillation 

periods (Figure 2E), whereas dual GAT1+GAT3 blockade eliminated oscillations (Figure 2F) 

in acute thalamic slices.  

In summary, a population of thalamic network models was established that suffi-

ciently recapitulated the bidirectional effects of individual versus dual GAT blockade on 

thalamic oscillations by merely altering the kinetics of GABAB-receptor inhibition. There-

fore, the same interplay between GABAB-receptor-mediated inhibition and T channel 

open probability that governs thalamocortical neuron rebound bursting appears to regu-

late network-level oscillations. Furthermore, we found that including cell heterogeneity in 

network simulations provides more robust oscillations and more realistically recapitulates 

experimental oscillation periods by averaging out LTS response heterogeneity. Using het-

erogeneous networks in future studies would thus facilitate comparison across pharma-

cological conditions. 

 

Discussion  
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We show that seizure-like thalamic oscillations were prolonged following individ-

ual GAT1 or GAT3 blockade, yet abolished following dual GAT1+GAT3 blockade. We have 

also shown that, relative to control GABAB IPSC waveform responses, thalamocortical neu-

ron rebound burst probability increased following waveforms corresponding to individual 

GAT1 or GAT3 blockade, but decreased following waveforms corresponding to dual 

GAT1+GAT3 blockade. Using a population of model neurons and a population of model 

thalamic networks, we show that the observed thalamocortical neuron responses to 

GABAB IPSCs and the observed oscillation changes following GAT blockade, respectively, 

can be recapitulated by varying the GABAB receptor activation waveform. Finally, we’ve 

characterized a link between GABAB-mediated inhibition and T channel opening across 

both voltage and time dimensions that provides an explanation for the bidirectional ef-

fects of GAT blockade on both thalamocortical rebound bursting and seizure-like oscilla-

tions. Specifically, we identified a decision point at which the discrepancy between the 

instantaneous and the steady-state T channel open probability follows one of two trajec-

tories: failing to reach a concavity and slope threshold or driving past the threshold to 

produce a rebound burst. These observations provide a mechanistic explanation for burst 

sensitivity to voltage ramps263, and burst sensitivity to both the amplitude and the decay 

of physiological synaptic inhibition.  

 

Role of thalamocortical neuron rebound bursting in generalized seizures 

Thalamocortical neuron rebound bursting has long been implicated in spike-wave 

discharges (SWDs) observed in generalized seizures, and T channels mediate thalamocor-

tical neuron rebound bursting69,163. The expression of the CaV3.1 T channel subtype by 

thalamocortical neurons correlates with SWD expression in both animal models69,149,61 
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and human patients40. Blocking T channels reduce both thalamocortical neuron bursting 

and oscillations in thalamic slice models215. However, the importance of thalamocortical 

neuron bursting in generalized seizures remains unresolved. One recent study found re-

duced thalamocortical neuron firing during SWDs and a lack of seizure reduction with 

weak, local T channel blockade in the ventrobasal nucleus (however, strong blockade di-

minished SWDs285), while a second recent study found that increasing thalamocortical 

neuron bursting increases SWDs in both epileptic mice and rats286. One possibility ac-

counting for these discrepant findings is that the population of active thalamocortical neu-

rons during SWDs is sparse287. Interestingly, our heterogenous network models were 

largely characterized by robust, yet sparse, oscillations (in contrast, homogenous network 

models produced oscillations that were widespread, Figure 8B and C). 

Our study found a strong relationship between thalamocortical neuron bursting 

and epileptiform thalamic oscillations. First, the pharmacological conditions in which os-

cillation durations were increased (individual GAT1 or GAT3 blockade) or decreased (dual 

GAT1+GAT3 blockade) relative to baseline were the same conditions in which thalamocor-

tical neuron rebound burst probability increased (individual GAT1- or GAT3-Block GABAB 

dIPSC waveform) or decreased (Dual-Block GABAB dIPSC waveform), relative to control 

dISPCs. Second, the pharmacological conditions in which oscillation periods were in-

creased (GAT1 or GAT3 blockade) relative to baseline were also the same conditions in 

which thalamocortical neuron rebound burst latencies increased (individual GAT1- or 

GAT3-Block dIPSC waveform) relative to control dIPSCs. Finally, in our 2-cell model tha-

lamic network, each successive oscillation cycle was initiated by a thalamocortical neuron 

rebound burst (Figure 7C), similar to what has been reported in experiments when a re-

ticular thalamic neuron and a thalamocortical neuron is simultaneously recorded during 
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a thalamic oscillation192. 

 

Role of the inhibitory temporal envelope in seizures 

Prior experimental and computational work has suggested that a shift from GABAA 

receptor-mediated to GABAB receptor-mediated inhibition at the RT-TC synapse trans-

forms oscillations in acute thalamic slices from a 10 Hz, sparse, spindle-like activity to a 3 

Hz, hyper-synchronized, seizure-like state191,173,261,273. Notably, the shift in oscillation fre-

quency is consistent with differences in IPSC decay constants (GABAA: < 100 ms; GABAB: 

about 300 ms) recorded in thalamocortical neurons215. Multiple animal model studies 

support the hypothesis that generalized spike-wave seizures rely on robust GABAB recep-

tor-mediated inhibition. Specifically, systemic injection of GABAB receptor agonists in-

creases SWDs223,272, while injection of GABAB receptor antagonists reduces or even abol-

ishes SWDs223,271. Notably, however, other studies were not able to record rhythmic GABAB 

IPSCs during SWDs in vivo288 or find significant SWD changes with GABAB receptor modu-

lation224, and have highlighted a particular role for extrasynaptic GABAA receptors in 

SWDs66. Presumably, tonic GABAA currents hyperpolarize the resting membrane potential, 

promoting T channel recovery and increasing rebound bursting211. Thus, the disparate 

conclusions regarding the importance of GABAA receptor-versus GABAB receptor-medi-

ated inhibition appear to nonetheless converge on similar conclusions regarding the im-

portance of T channel recovery, a process that involves membrane potential hyperpolari-

zation. Under physiological conditions, it seems reasonable to expect multiple, convergent 

inhibitory mechanisms that promote T channel recovery.  

Our study establishes a clear link between GABAB receptor-mediated inhibition, 

thalamocortical neuron rebound bursting and epileptiform thalamic oscillations. First, we 
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found a 1.4-fold or a 2-fold increase in oscillation duration in acute thalamic slices after 

perfusing with the GAT1 blocker NO-711 or the GAT3 blocker SNAP-5114 (Figure 1D), 

closely corresponding  with the 1.5-fold or 2.2-fold increase in GABAB IPSC amplitude 

recorded under the same conditions, respectively220. Second, in both dynamic clamp re-

cordings and model neuron simulations, the GAT1-Block and GAT3-Block GABAB IPSC 

waveforms produced higher thalamocortical neuron rebound LTS or burst probability rel-

ative to the Control waveform, with the GAT3-Block waveform increasing LTS or burst 

probability more (Figure 2D & Figure 4A-B). Third, we found that increasing conductances 

for each of the Control, GAT1-Block and GAT3-Block waveforms led to an increase in LTS 

or burst probability, for both dynamic clamp recordings and model neuron simulations 

(Figure 2E & Figure 4C-D). Finally, a comparison of the Control (black) versus GAT1-Block 

(blue) IPSC responses in Figure 5 shows that the lack of LTS in the former correlates with 

a decreased level of TC hyperpolarization, a lack of T channel de-inactivation (both �  

and � ,� are low) and a deficiency in T current production (no spike in ��), agreeing with 

prior studies in that the initiation of a low-threshold rebound spike depends on the suffi-

cient removal of T channel inactivation through membrane potential hyperpolariza-

tion159,248. 

More interestingly, we found that not only is the overall amount of inhibition im-

portant, how such inhibition distributes over time is equally important. For instance, the 

dDual-Block waveform has an area under the curve (i.e. charge) about twice that of the 

dGAT3-Block waveform (Figure 2B). Nevertheless, both dynamic clamp recordings and 

model neuron simulations showed that the dDual-Block waveform decreased rebound 

burst probability relative to the control, whereas the dGAT3-Block waveform increased 

rebound burst probability (Figure 2D & Figure 4). In fact, the dDual-Block waveform largely 
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failed to produce rebound bursts even when the conductance amplitude was scaled so 

high that the burst probability was close to 1 in all other conditions, i.e. following dControl, 

dGAT1-Block and dGAT3-Block waveforms (Figure 2E & Figure 4). Dual GAT blockade also 

abolished oscillations, in stark contrast to the robust prolongation of oscillations observed 

during GAT3 blockade only (Figure 1D & 1F). Therefore, even high levels of synaptic inhi-

bition, if decayed too slowly, can abolish both thalamocortical neuron rebound bursts and 

epileptiform thalamic oscillations, a conclusion recapitulated by our model thalamic net-

works (Figure 7D & 8C). 

 

T channel open probability discrepancy drives thalamocortical neuron rebound burst-

ing 

What are the intrinsic channels in thalamocortical neuron that enable rebound 

bursting? Prior experimental work has shown that T channels are critical for the genera-

tion of post-inhibitory low-threshold rebound spikes in thalamocortical neurons69,163. A 

computational study by Destexhe et al.254 showed that membrane voltage trajectories of 

low-threshold rebound spikes in thalamocortical neurons can be recapitulated using a 3-

compartment model, but not a single-compartment model. A recent study by Amarillo et 

al.250 used pharmacological approaches to identify seven intrinsic channels (��, ��, ��, 

���� , ���� , ������� , ������ ) contributing to the resting membrane potential of 

thalamocortical neurons. The same study created a single-compartment computational 

model neuron that produced thalamocortical neuron rebound bursting and showed that 

a balance between the 5 voltage-dependent channels shapes the low-threshold rebound 

spike.  

Our model thalamocortical neurons extend the studies by Destexhe et al.254 and 
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Amarillo et al.250. That is, we incorporated the same intrinsic channels described by Ama-

rillo et al.250, but allowed channel density to vary across three compartments [note that 

the two different leak channels in Amarillo et al. were simplified by combining them into 

a single passive leak conductance (����) with a reversal potential (����)]. Furthermore, 

we established a different model neuron for each set of single thalamocortical neuron 

recordings, in an effort to capture the heterogeneity in response to physiologically rele-

vant inhibitory inputs such as GABAB receptor-mediated IPSCs (Figure 3). By creating a set 

of 31 well-fitted model neurons, we were also able to generate population statistics that 

were in many ways similar to those of the corresponding population of recorded neurons 

(Figure 4). 

We found that the well-fitted neurons, despite having fitted to IPSC responses that 

were widely heterogeneous in both LTS probability and latency, two parameters were 

highly convergent. First, T channel densities were always higher in the dendrites than in 

the soma (Figure 3F). This observation is in agreement with prior computational and ex-

perimental work255,256,254,257. In fact, as shown in Figure 5C, the relative magnitude of T 

currents during the LTS in all of our well-fitted models was negligible in the soma relative 

to that in the dendrites. Further, even after reducing the somatic T currents to zero, there 

was no visible change in the LTS responses (data not shown). Thus, our simulations suggest 

that the LTS response in the soma that ultimately results in a burst of action potentials is 

highly dependent on dendritic input currents. Second, A-type potassium channel densities 

were always highest in the soma (Figure 3F). As A channels are important for controlling 

the amplitude and width of the LTS response, but not for initiation 250, we focused on the 

relationship between inhibition and T channel opening in this study. Nevertheless, the 

striking similarity of the sum of the T and A currents (�� + ��) versus the total currents 
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provided by intrinsic channels (����������) suggests that these two currents work in oppo-

sition to shape the LTS response (Figure 5A-B, 289). The degree to which modulation of the 

A channel influences thalamocortical neuron bursting has yet to be explored. 

Perhaps more interestingly, our model neuron allowed us to identify a novel mech-

anism in which inhibition kinetics regulate T channel opening. We discovered a pro-

nounced lag between the instantaneous and steady-state T channel inactivation curves 

( �  versus �,� ) during sGAT1-Block and sGAT3-Block waveforms, but not during sDual-

Block waveforms. As this lag was difficult to visualize and was only important when the 

activation (��) was also high, we computed the instantaneous T channel open probability 

(��
�

� ) versus its steady-state (��,�
�

�,�  ) and resolved a high discrepancy during 

sGAT1- and sGAT3-Block waveforms, but not during sDual-Block waveforms. Across all 

GABAB sIPSC responses, the maximum difference between instantaneous versus steady-

state T channel open probability predicted the presence of an LTS response (Figure 5E). 

Indeed, upon bidirectional manipulation of T channel inactivation time constant, congru-

ent, bidirectional changes in T channel open probability discrepancy and LTS production 

were observed (Figure 6A-B). We thus propose that future efforts in modulating 

thalamocortical rebound bursting can be directed at modulating the T channel inactiva-

tion time constant. 

In order to confirm that inhibition kinetics influence LTS production by controlling 

T channel opening, we varied the GABAB sIPSC waveform systematically five different ways 

(Figure 6C-G). In each case, an LTS was only produced when there was both sufficient T 

channel recovery and an increase in T channel open probability discrepancy. We con-

cluded that a high inhibition amplitude was required for sufficient T channel recovery, but 

fast inhibition kinetics was required for driving T channel open probability discrepancy 
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past the threshold for LTS production. Collectively, the results of these manipulations (c.f. 

Figures 6F and 6G) support the hypothesis that dual GAT1+GAT3 blockade eliminates tha-

lamic oscillations by promoting sustained, GABAB receptor-mediated inhibition that, in 

turn, promotes a convergence of instantaneous and steady-state T channel open proba-

bilities, a state that results in LTS failure.  

 

Implication on anti-epileptic therapies 

Drugs that increase synaptic inhibition in the brain may paradoxically exacerbate 

generalized seizures. For example, the GAT1 blocker tiagabine increases extracellular 

GABA concentrations220 and is an effective anti-epileptic drug used to treat focal epi-

lepsy290,291. However, tiagabine can also induce continuous SWDs (i.e. absence status epi-

lepticus) in patients with absence epilepsy277 and non-convulsive status epilepticus in pa-

tients with focal epilepsy228,229. GAT1 knockout mice, which have increased inhibitory cur-

rents, and presumed increased activation of GABAB receptors220 in thalamocortical neu-

rons, also exhibit increased incidence of SWDs66. Furthermore, application of GABAB re-

ceptor antagonists increases seizures in rats susceptible to convulsive focal seizures, but 

suppresses seizures in rats with non-convulsive absence seizures271. Together, these ob-

servations suggest that, although a seizure is a manifestation of hyperexcitable neuronal 

firing, increasing inhibition in the form of neuronal hyperpolarization may not always re-

duce seizures94.  

In fact, as we discovered in this study, the temporal envelope of inhibition seems 

to play an important role in determining whether thalamocortical rebound bursts and sei-

zure-like oscillations occur. Although the finding that dual GAT1+GAT3 blockade abolished 

epileptiform oscillations may at first glance suggest that nonspecific GABA transporter 
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blockers may be used to treat generalized seizures, this approach would be relatively non-

specific, including for example, disrupting normal spindle oscillation formation, leading to 

undesirable side effects. Nevertheless, it is possible that temporary, pharmacological en-

hancement of GABA transporter expression or function may create pockets of IPSC re-

sponse heterogeneity in the overall thalamocortical neuron population, making it less 

likely for the thalamic network to develop a hypersynchronous state114. 

 

Materials and Methods 

Oscillation recordings in acute thalamic slices 

Sprague-Dawley rats (Charles River Laboratories, Wilmington, MA) of postnatal 

day 11 to 17 (P11-P17), of either sex, were used in oscillation experiments, which were 

performed in accordance with protocols approved by the Institutional Animal Care and 

Use Committee at the University of Virginia (Charlottesville, VA). Rats were deeply anes-

thetized with pentobarbital, then transcardially perfused with ice-cold protective recovery 

solution containing the following (in mM): 92 NMDG, 25 glucose, 5 Na-ascorbate, 3 Na-

pyruvate, 2.5 KCl, 2 thiourea, 20 HEPES, 26 NaHCO3, 1.25 NaH2PO4, 0.5 CaCl2, 10 MgSO4, 

titrated to a pH of 7.3-7.4 with HCl292. Horizontal slices (400 μm) containing the thalamus 

were cut in ice-cold protective recovery solution using a vibratome (VT1200, Leica Biosys-

tems, Wetzlar, Germany). Slices were trimmed to remove the hippocampus and the hypo-

thalamus, and then transferred to protective recovery solution maintained at 32-34°C for 

12 min. Brain slices were kept in room temperature ACSF consisting of the following (in 

mM): 126 NaCl, 2.5 KCl, 10 glucose, 26 NaHCO3, 1.25 NaH2PO4, 2 CaCl2, and 1 MgSO4. All 

solutions were equilibrated with 95% O2/5% CO2. 

Slices were placed in a humidified, oxygenated interface recording chamber and 
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perfused with oxygenated ACSF (2 mL/min) at 32-34°C. 10 μM bicuculline was added to 

the ACSF (bicuculline-ACSF) to block GABAA receptors. Oscillations were evoked by a 

square voltage pulse (10 V, 0.5 ms duration) delivered once every 60 seconds through two 

parallel tungsten electrodes (50-100 k, FHC) 50-100 μm apart and placed in either the 

internal capsule or the reticular thalamus, which stimulated traversing corticothalamic 

and thalamocortical axons. Extracellular potentials were recorded in a differential manner 

with two tungsten electrodes (50-100 k, FHC) by placing one in the somatosensory ven-

trobasal nuclei of the thalamus close to the stimulating electrode and one far away from 

the stimulating electrode. One experiment was performed per slice. Multi-unit recordings 

were amplified 10,000 times with a P511 AC amplifier (Grass), digitized at 10 kHz with 

Digidata 1440A, band-pass filtered between 100 Hz and 3kHz, and acquired using Clampex 

10.7 software (Molecular Devices, San Jose, CA). 

After at least 20 minutes in baseline bicuculline-ACSF, slices were perfused with 

one of 4 possible solutions: (1) bicuculline-ACSF, (2) bicuculline-ACSF plus 4 μM NO-711 

to block GAT1 transport275, (3) bicuculline-ACSF plus 100 μM SNAP-5114 to block GAT3 

transport276 or (4) bicuculline-ACSF plus a combination of 4 μM NO-711 and 100 μM SNAP-

5114 to simultaneously block both GAT1 and GAT3. After 40 minutes, the perfusion solu-

tion was switched back to bicuculline-ACSF for at least 20 minutes. 

 

Dynamic clamp recordings 

Male Sprague-Dawley rats of postnatal day 11 to 15 (P11-P15) were used in dy-

namic clamp experiments, which were performed in accordance with protocols approved 

by the Administrative Panel on Laboratory Animal Care at Stanford University (Palo Alto, 

CA). Rats were deeply anesthetized with pentobarbital, then brains were rapidly extracted 
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and placed in ice-cold protective recovery solution containing the following (in mM): 34 

sucrose, 2.5 KCl, 11 glucose, 26 NaHCO3, 1.25 NaH2PO4, 0.5 CaCl2, and 10 MgSO4, titrated 

to a pH of 7.4 with HCl. Horizontal slices (300 μm) containing the thalamus were cut in ice-

cold protective recovery solution using a vibratome (VT1200, Leica Biosystems). Slices 

were transferred to artificial cerebrospinal fluid (ACSF) maintained at 32°C for 45-60 min, 

then gradually brought to room temperature. The ACSF contained the following (in mM): 

126 NaCl, 2.5 KCl, 10 glucose, 26 NaHCO3, 1.25 NaH2PO4, 2 CaCl2, and 1 MgSO4. All solu-

tions were equilibrated with 95% O2/5% CO2. 

Slices were placed in a submerged recording chamber and perfused with oxygen-

ated ACSF (2 mL/min) at 32-34°C. The chamber contained nylon netting which suspended 

the slice 1-2 mm from the chamber floor and enhanced slice perfusion. Slices were visu-

alized with Dodt-contrast optics (Luigs & Newmann, Ratingen, Germany) on an Axioskop 

microscope (Zeiss, Pleasanton, CA). Recordings were obtained with a MultiClamp 700A 

patch amplifier (Molecular Devices), digitized with Digidata 1322A and acquired using 

Clampex software. Borosilicate glass pipettes (1.5-3 M) pulled on a P-87 micropipette 

puller (Sutter Instruments, Novato, CA) were filled with an internal solution containing (in 

mM): 100 potassium gluconate, 13 KCl, 10 EGTA, 10 HEPES, 9 MgCl2, 2 Na2-ATP, 0.5 Na-

GTP, 0.07 CaCl2 (pH 7.4). 

Dynamic clamp experiments were conducted using a computer running the 

RealTime Application Interface for Linux (RTAI, www.rtai.org) sampling the intracellular 

potential at 50 kHz. Custom-written software modified from previous work293 used the 

sampled membrane potential and the pre-specified GABAB-mediated inhibitory conduct-

ance to, at every timestep, update the inhibitory current that was injected into the 

thalamocortical neuron at 50 kHz. All measured voltages were corrected for a junction 
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potential of -10 mV. 

Inhibitory conductance waveforms (dControl, dGAT1-Block, dGAT3-Block, dDual-

Block, Figure 2B) for use in dynamic clamp experiments were created based on previous 

recordings of GABAB-mediated IPSCs220. In the previous study, voltage-clamped 

thalamocortical neurons were recorded during electrical stimulation of presynaptic retic-

ular thalamic neurons while the thalamic slices were bathed in ionotropic glutamate re-

ceptor and GABAA antagonists to isolate GABAB-mediated IPSCs. After acquiring baseline 

data, one of three drugs was added to the perfusing ACSF: 4 μM NO-711 to block GAT1, 

100 μM SNAP-5114 to block GAT3, or both 4 μM NO-711 and 100 μM SNAP-5114 to block 

both GAT1 and GAT3275,276. After at least 10 minutes of drug perfusion and stabilization of 

drug effect, a series of GABAB-mediated IPSCs was acquired. In the present study, we con-

verted the previously obtained averaged IPSCs for each drug condition into a conductance 

waveform fitted with the equation:  

������
= �(1 ���/�����)�(����/���������+ (1 �)���/���������)    

where �  is the amplitude coefficient, �����  is the rise time constant, ���������   and 

���������  are the fast and slow decay constants, respectively, and � is the weighting fac-

tor for the two decay terms294. The percent change in each parameter from baseline to 

drug condition was computed for each experiment. Baseline-normalized parameter val-

ues were compared between conditions, and for parameters with significant population 

differences in values (p < 0.05, Wilcoxon signed rank test), the mean change in parameter 

value was found and implemented for that drug condition. For parameters that did not 

change significantly in the drug condition compared to baseline, the parameter value was 

kept identical to that of the baseline (dControl) condition for the templates (Figure 2B). 

Parameter values for the four experiment conditions (dControl, dGAT1-Block, dGAT3-Block, 
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dDual-Block) are listed in Table 1. A value of -115 mV was used to for the reversal potential 

associated with the GIRK conductance following post-synaptic GABAB receptor activation.  

Since the number of GABAB receptors activated in a physiological setting was not 

determined, all GABAB IPSC waveforms (dIPSCs) had amplitude scaled between 25%-800%. 

A total of 5-15 repetitions were performed for each dIPSC waveform, with a holding cur-

rent adjusted at the beginning of each recording so the holding membrane potential is in 

the range of -73 to -60 mV. For each sweep, a brief current pulse (-50 pA, 10 ms) was 

applied at around 100 ms to assess electrode resistance and passive membrane properties, 

then the dIPSC was applied at 1000 ms.  

 

 � ����� ���������  ���������  � 

dControl 16.00 52.00 90.10 1073.20 0.952 

dGAT1-

Block 
24.00 52.00 90.10 1073.20 0.952 

dGAT3-

Block 
8.88 38.63 273.40 1022.00 0.775 

dDual-Block 6.32 39.88 65.80 2600.00 0.629 
Table 1. Parameter values of GABAB-mediated inhibitory conductance waveforms used in dynamic clamp 
experiments. These values (with the amplitudes scaled by 200%) correspond to the conductance templates 
shown in Figure 2B.  �, amplitude coefficient; �����, rise time constant; ��������� , fast decay time constant; 
��������� , slow decay time constant; �, weighting factor for the two decay terms. 

 

Analysis of oscillation recordings 

MATLAB R2018a (MathWorks, Natick, MA) was used for all data analysis. Single 

action potential spikes were detected from raw multi-unit activity as follows196. The raw 

signal was first bandpass-filtered between 100-1000 Hz. Slopes between consecutive sam-

ple points were computed from the filtered signal. For each sweep �, the baseline slope 

noise �� was computed from the root-mean-square average of the slope vector over the 
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baseline region before stimulation start, and the maximum slope ��  was defined as the 

maximum slope value at least 25 ms after stimulation start (to account for the stimulus 

artifact). For each slice, if � = ∑ ���  is the baseline slope noise averaged over all sweeps 

and � = ∑ ���  is the maximum slope averaged over all sweeps, then the slice-dependent 

signal-to-noise ratio was given by � = 1 + 0.1(
�

�
1). The resulting signal-to-noise ratios 

fell between 2-5. A sweep-dependent slope threshold was then defined by �� = ���. Fi-

nally, single spikes were defined as all local maxima of the slope vector at least 25 ms after 

stimulation start with values exceeding a slope threshold. 

To compute the oscillation duration for each sweep, spikes were first binned by 10 

ms intervals to yield a spike histogram. Evoked bursts were detected by joining consecu-

tive bins with a minimum spike rate of 100 Hz, using a minimum burst length of 60 ms, a 

maximum delay after stimulation start of 2000 ms and a maximum inter-burst interval of 

2000 ms (Figure 1A). The oscillation duration was defined as the time difference between 

the end of the last evoked burst and stimulation start.  

To compute the oscillation period for each sweep, an autocorrelation function 

(ACF) was first computed from the binned spikes, then moving-average-filtered using a 

100 ms window. Peaks (local maxima) were detected from the filtered ACF using a mini-

mum peak prominence that is 0.02 of the amplitude of the primary peak (the first value 

of the ACF). Peaks with lags greater than the oscillation duration were ignored. The oscil-

lation period was computed by searching for the lag value � that minimizes the distance 

function �(�)= ∑ |�� ��(�)|� , where �� is the lag value of peak � and ��(�) is the 

closest multiple of � to ��. The search was initialized with the estimate �� = �� �� 

and confined to the bounds �
�

�
��,

�

�
���.  
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An oscillatory index 293 was also computed from the filtered autocorrelation func-

tion (fACF). For each sweep, the non-primary peak with largest fACF value was designated 

as the secondary peak. The oscillatory index was then defined by �� = (������

�������)/(������ �������) , where ������  is the fACF value of the primary peak, 

������ is the fACF value of the secondary peak and ������� is the minimum fACF value 

between the primary peak and the secondary peak. 

The average oscillation duration or period at the end of each phase (baseline or 

drug) was computed by choosing the 5 values from the last 10 sweeps of each phase that 

were within 40% of the average of the group of values. This approach was used to mini-

mize bias caused by abnormally-shortened evoked oscillations due to the presence of 

spontaneous oscillations. 

 

Analysis of dynamic clamp recordings 

MATLAB R2018a was used for all data analysis. Responses to dIPSCs were analyzed 

as follows: All voltage traces were manually examined and noisy recordings were excluded. 

The peak of the current trace (IPSC peak) within the first 300 ms of dIPSC start was first 

detected. The most likely candidate for a calcium-dependent low-threshold spike (LTS) 

was then detected from the raw voltage trace in between the time of IPSC peak and 7000 

ms after dIPSC start.  

To detect the LTS candidate, the voltage trace was first median-filtered with a time 

window of 30 ms to remove action potentials295, then moving-average-filtered with a time 

window of 30 ms. First and second derivatives of the doubly-filtered voltage traces were 

computed by differences between consecutive sample points, and the first derivative vec-

tor was moving-average-filtered with a time window of 30 ms before taking the second 
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derivative. The local maximum of the doubly-filtered voltage trace with the most negative 

second derivative was chosen as the LTS candidate. A histogram of LTS candidate second 

derivatives for traces was fitted to a sum of 3 Gaussian distributions and the minimum of 

the probability density function between the first two peaks was used as a second deriv-

ative threshold.  

Features were computed for each LTS candidate. The LTS peak value was the ab-

solute voltage value for the peak. The LTS latency was defined by the time difference be-

tween the LTS peak time and dIPSC start. A time region that was bounded by the first local 

minimum of the doubly-filtered voltage trace on either side of the peak was used to com-

pute the LTS maximum slope and detect action potentials. For accuracy, the slope value 

was computed from a different doubly-filtered trace with a smaller moving-average-filter 

time window corresponding to roughly a 3 mV-change in amplitude for that trace. Action 

potentials spikes were detected by a relative amplitude threshold 10 mV above the LTS 

amplitude for that trace. 

An LTS candidate was then assigned as an LTS if the following criteria were all sat-

isfied: (1) Peak prominence must be greater than the standard deviation of the filtered 

voltage values before IPSC start; (2) Peak second derivative must be more negative than 

the threshold (-0.0023 V2/s2) described above; (3) If there were action potentials riding on 

the LTS, the LTS peak time must occur after the time of the first action potential. Detection 

results were manually examined by blinded experts and the algorithm’s decision for LTS 

determination was overturned only if 3 of the 4 polled electrophysiology experts agreed. 

The LTS or burst probability was defined as the proportion of traces producing an LTS or a 

burst (an LTS with at least one riding action potential) across all 5-15 repetitions (with 

varying holding potentials) for a particular GABAB IPSC waveform.  
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Single thalamocortical neuron models 

All computational simulations were performed using NEURON296 version 7.5 with 

a temperature of 33C. Each model thalamocortical neuron had one cylindrical somatic 

compartment (Soma) and two cylindrical dendritic compartments (Dend1 and Dend2) in 

series (Figure 3C). The somatic length and diameter were set to be equivalent with the 

parameter ��������. The two dendritic compartments were set to have equal diameters 

(��������), with each having lengths equal to half of the parameter �����. Values for 

specific membrane capacitance and axial resistivity were equivalent to those reported by 

Destexhe et al.254. Passive leak channels were inserted in all three compartments at equiv-

alent densities (����) with a fixed reversal potential of -70 mV. The 4 voltage-independent 

(passive) parameters described above were allowed to vary across neurons. 

The following mechanisms were inserted in all 3 compartments: the T-type calcium 

current (��) and the submembranal calcium extrusion mechanism (�������) was adapted 

from Destexhe et al. (1998); the hyperpolarization-activated nonspecific cationic current 

(��), the A-type transient potassium current (��), the inward-rectifying potassium current 

(����) and the persistent sodium current (����) were adapted from Amarillo et al. (2014). 

The following parameters were allowed to vary across compartments and across neurons: 

the maximum permeability �̅� (in cm/s) of ��, which was described by the Goldman–

Hodgkin–Katz flux equation247, and the maximum conductance densities �̅�, �̅�, �̅���, 

�̅��� (in S/cm2) of other currents described by Ohm’s law. All parameters that were not 

varied during optimization were identical for all model neurons and taken from literature 

values. Based on calculations from solutions used in experiments, the potassium reversal 
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potential was -100 mV, the sodium reversal potential was 88 mV, the calcium concentra-

tion outside neurons was 2 mM and the initial calcium concentration inside neurons was 

240 nM. 

All intrinsic current mechanisms were described by Hodgkin-Huxley type equa-

tions with voltage and/or time-dependent activation (�) and inactivation ( ) gating vari-

ables and have been described in detail in the corresponding sources250,254. In particular, 

the open probability of �� was described by �(�, �)� (�, �)143. At every point in time, 

the activation variable � converges exponentially to its steady-state value �� (�) with 

a time constant ��(�) and the inactivation variable  converges exponentially to its 

steady-state value � (�)  with a time constant ��(�) . The equations for �� (�) , 

��(�) , � (�)  and ��(�)  were fitted from electrophysiological recordings and de-

scribed by Huguenard & McCormick247. 

For simulations involving action potentials, a fast sodium and potassium mecha-

nism adapted from Sohal and Huguenard195 was inserted in the somatic compartment and 

made identical across neurons. Based on the comparison of the number of spikes per LTS 

between model neurons and corresponding recorded neurons (Figure 4A-B), the thresh-

old parameter ������ was changed to -65 mV. 

A custom GABAB receptor mechanism was inserted in the somatic compartment 

that produced IPSCs with the equation form given by Eq1. The parameters used were 

identical to that used for dynamic clamp, with kinetics varying for each pharmacological 

condition as in Table 1. Although parameter measurements were performed at a same 

temperature (33 C) as simulations, a Q10 of 2.1294 was included in the model.  

All simulations performed for each model neuron were matched to traces 

recorded using dynamic clamp for the corresponding recorded neuron as follows: To 
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match the holding potentials, we first performed a test simulation to voltage clamp the 

model neuron (with initial potential -70 mV) for 2 seconds to bring it to a quasi-steady 

state. The resultant steady-state current was used as holding for the current clamp 

simulation. To simulate dynamic clamp of the recorded neuron, after 2 seconds to allow 

state variables in the model to stabilize, a brief current pulse (-50 pA, 10 ms) was applied 

at around 2.1 seconds, then an sIPSC identical to the dIPSC applied in dynamic clamp was 

applied at 3 seconds. The analysis of LTS and burst features for simulated sIPSC responses 

is identical to that for recorded dIPSC responses. 

 

Parameter initialization  

Initial values for passive parameters were different for each model neuron and 

were estimated from the current pulse responses from the corresponding recorded neu-

ron by a strategy adopted from Johnston and Wu280. A portion of raw current pulse re-

sponses had a systematic voltage shift at the beginning and end of the pulse, consistent 

with an unbalanced bridge. These shifts were detected by a slope threshold determined 

through a histogram of all initial slopes and then corrected by shifting the entire portion 

of the response during the brief current pulse, by the calculated amount. The corrected 

current pulse responses for a particular neuron were then fitted to the following first or-

der response equation with 2 exponential components: 

  �(�)= [��(1 ���/��)+ ��(1 ���/��)]�(� ≤ ��)+  

[��(1 ����/��)��������/�� + ��(1 ����/��)��������/��]�(� > ��), 

where ��, �� are the amplitudes (in mV) of the two components, ��, �� are the time 

constants (in ms) of the two components, �� = 10 ms  is the width of the current pulse, 

and �(�)  is a Boolean function defined by �(�)= 1  if � = true  and �(�)= 0  if 
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� = false . Initial values for the curve fit were ��,� = �  , ��,� = �  , ��,� = 10 ms  , 

��,� = 1 ms   where �  is the mean voltage change for the neuron after each 10 ms 

stimulus. 

Next, given the fitted coefficients, we estimated the defining parameters for a ball-

and-stick model. The input resistance was computed by  

  ������ = (�� + ��)/��, 

where �� = 50 pA is the amplitude of the current pulse. The membrane time constant 

�� was set to equal that of the slow component �� = ��. The length constant was com-

puted by solving for � in equation 4.5.57 of Johnston and Wu280: 

  ���/�(2����/��) ���� = cot (���)[cot(���) 1/���],  

where �� = �(��/��) 1�
�/�

 , starting with the initial guess of �� = �/�� . The den-

dritic-to-somatic conductance ratio � was then computed by equation 4.5.58 of John-

ston and Wu280: 

  � = ��cot (���)/coth (�). 

Finally, we converted the defining ball-and-stick parameters to initial estimates for 

the passive parameters in our 3-compartment NEURON model that are optimized. The 

input resistances of the soma and the dendrite were computed by 

 ����� = ������ ��, ����� = (1 + �)�����, ����� = �����/�, 

where �� is the series resistance. The specific membrane resistivity �� was computed 

by equation 4.3.3 of Johnston and Wu280: 

  �� = ��/��, 

where a fixed value of 0.88 µF/cm2 254 for the specific membrane capacitance ��. Then 

the somatic diameter �������� was computed by equation 4.3.8 of Johnston and Wu: 
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  �������� = 2���/4������, 

the dendritic diameter �������� was computed by equation 4.5.47 of Johnston and Wu: 

  �������� = �2�����(coth�)/�������
�/�

, 

where a fixed value of 173 ·cm254 for the axial resistivity ��, the dendrite length ����� 

was computed by equation 4.4.15 of Johnston and Wu280: 

  ����� = ������������/4��, 

and the passive conductance ���� was estimated by 

  ���� = 1/�������,  

where � = ����������
� + �������������� is the total surface area of the neuron. 

Initial values for active parameters were identical for all model neurons and were 

taken from literature values250,261 as follows: �̅�,���� = �̅�,����� = �̅�,����� =

2.0 x 10�� cm /s , �̅�,���� = �̅�,����� = �̅�,����� = 2.2 x 10�� S/cm � , �̅���,���� =

�̅���,����� = �̅���,����� = 2.0 x 10�� S/cm � , �̅�,���� = �̅�,����� = �̅�,����� =

5.5 x 10�� S/cm � and �̅���,���� = �̅���,����� = �̅���,����� = 5.5 x 10�� S/cm �.  

 

Parameter optimization  

The voltage responses of a model neuron to a set of 12 different GABAB IPSC wave-

forms (4 pharmacological conditions at 3 different conductance amplitude scales) was 

compared with the responses of the corresponding recorded neuron. To emphasize the 

LTS response, model neurons excluded fast sodium and potassium channels and the ex-

perimental responses were median-filtered with a time window of 30 ms to remove action 

potentials. As multiple objective functions were of interest297, a total error ������ was 

computed by a weighted average of component errors (Figure 3E): 
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 ������ = (���� + ������ + ���� + ���� + ������)/∑ ��� , 

where �� is the average error across all traces for whether the presence or absence of 

LTS matches (if an LTS is missed an error of 18 is assigned; if an LTS is falsely produced an 

error of 6 is assigned), ��� is the average root-mean-square error of voltage values, �� 

is the average LTS peak value error across all LTS-matching traces, �� is the average LTS 

latency error across all LTS-matching traces, ��� is the average LTS maximum slope error 

across all LTS-matching traces, and the ��’s denote the corresponding weights. Based on 

the maximum LTS latency observed in recorded neurons, the fitting region was restricted 

to between 0-1.8 seconds after the start of the IPSC. Traces were also allowed to have 

different sweep weights, in which case the average across traces were computed using 

root-mean-square. 

A modified version of the Nelder-Mead simplex algorithm298 was used to update 

parameter values within defined parameter bounds, with the objective of minimizing 

������ . For each simplex, the maximum number of iterations was 2000, the maximum 

number of error evaluations was 4000, the relative error tolerance was 0.1, the relative 

parameter change tolerance was 0.1, the coefficient of reflection was � = 1, the coeffi-

cient of expansion was � = 2, the coefficient of contraction was � = 0.75, the coeffi-

cient of shrinkage was � = 0.8. The initial simplex was set up so that each vertex deviates 

in a parameter to be varied by � = 2/3 of the parameter’s total range. To transform val-

ues to an unconstrained parameter space so that the Nelder-Mead method could be ap-

plied, each bounded parameter value was first linearly transformed to the region [ 1, 1] 

than transformed to ( ∞,∞) using the inverse tangent function. 

A total of 21 different iterations were run to optimize each model neuron, with the 
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weights among different error types and weights among different traces varying from it-

eration to iteration. For some poorly fit neurons, the initial parameters for that neuron 

were replaced by the best-fit neuron’s parameters from the previous iteration. One trace 

per GABAB IPSC waveform was used during model optimization, but all traces were used 

for the final model evaluation (Figure 3E). 

 

Network Models 

Each 2-cell network includes one single-compartment model reticular thalamic 

neuron, described in previous work284, and one of the well-fitted, 3-compartment model 

thalamocortical neurons described earlier. The reticular thalamic neuron has an AMPA re-

ceptor that is synaptically activated by the thalamocortical neuron, and the thalamocorti-

cal neuron has a GABAB receptor in the somatic compartment that is synaptically activated 

by the reticular thalamic neuron. Synaptic currents were evoked with 100% probability 

and a delay of 1 ms whenever the presynaptic neuron reached a voltage threshold of -30 

mV.  

AMPA receptors were adapted from Sohal et al. (2000). Reflecting more recent 

physiological measurements132, AMPA currents were adjusted to bring rise time to 0.5 ms, 

decay time to 5.6 ms and maximal conductance of 7 nS per synapse. The reversal potential 

for AMPA currents was maintained at 0 mV.   

GABAB receptors were as described before for single model TC neurons. In order 

for overlapping IPSCs to be summed linearly, we expanded Eq1 into 18 terms, each having 

its own rise and decay exponential time constants. To be consistent with dynamic clamp 

experiments, a reversal potential of -115 mV was used in simulations, although the net-

works behave similarly if a reversal potential of -100 mV was used instead (data not 
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shown). Relative to the values used in dynamic clamp, the conductance amplitudes were 

scaled by 1/12 to account for temporal summation from an RT burst, and the synaptically-

evoked IPSCs was verified to be comparable to recorded values (Figure 7B). 

Each 200-cell network assumed a bilayer architecture, with one 100-cell circular 

layer of single-compartment model reticular thalamic neurons and one 100-cell circular 

layer of 3-compartment model TC neurons. The identity of the TC neuron was chosen from 

each of the 31 well-fitted model TC neurons. Each reticular thalamic neuron inhibited the 

nine nearest TC cells, whereas each TC neuron excited the five nearest reticular thalamic 

neurons 195. The passive leak conductance of each model reticular thalamic neuron was 

randomly selected from a uniform distribution between 45 and 55 µS/cm2 195. The passive 

leak conductance of each model TC neuron was randomly selected from a uniform distri-

bution between -10% to 10% of the optimized value. 

Network simulations were performed with leak reversal potentials and initial 

membrane potentials set to a value between -73 mV and -60 mV, at 1 mV increments, so 

that a total of 14 repetitions were applied for each model network. After a delay of 3 

seconds to allow for state variable stabilization, either the reticular thalamic neuron in the 

2-cell network or each of the center 20 reticular thalamic neurons in the 200-cell network 

was injected with a square current pulse (0.2 nA, 40 ms). Simulations were performed 

with a 0.1 ms integration time step and continued for a total of 30 seconds. Pooling all 

action potential spikes after stimulation end, we detected bursts and computed an oscil-

lation period and an oscillatory index using the same algorithm as that for multiunit re-

cordings, except for a bin width of 100 ms for spike histograms and a minimum peak prom-

inence of 0.5 relative to the largest secondary peak for the filtered autocorrelation func-

tion. Oscillation probability was defined as the proportion of simulations (with varying 
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holding potentials) that induced oscillations with at least three bursts. Percent of active 

TC cells was defined as the percentage of model TC neurons in the network that produced 

at least one spike. Half activation latency was defined as the time it took for half of the 

final percentage of active cells to be activated. Mean oscillation period, mean oscillatory 

index and mean half activation latency were computed by restricting to trials with a suc-

cessfully evoked oscillation. 

 

Statistics 

MATLAB R2019b was used for all statistical analysis. Since the number of available 

data points for LTS and burst features was significantly different for the Dual-Block condi-

tion, we performed a paired t-test or a signed-rank test between the Control condition 

and the Dual Block condition. We used either repeated-measures ANOVA or the Fried-

man’s test for comparison across the Control, GAT1-Block and GAT3-Block conditions.  

Paired comparisons were applied if not otherwise specified. Normality of the dif-

ferences to the within-subject mean was assess for all groups using a combination of the 

Lilliefors test, the Anderson-Darling test and the Jarque-Bera test. Normality was satisfied 

when the geometric mean of three p values was at least 0.05 for all groups. When nor-

mality was satisfied, the paired-sample t-test was used when there are two groups and 

repeated-measures ANOVA (with multiple comparison) was used when there are more 

than two groups. When normality was not satisfied, the Wilcoxon signed-rank test was 

used when there are two groups and Friedman’s test (with multiple comparison) was used 

when there are more than two groups. Tests were two-tailed with a significance level of 

0.05. Error bars reflect 95% confidence intervals. All violin plots used a bandwidth that 

was 10% of the maximum data range. 
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Drugs 

Bicuculline methiodide was purchased from Sigma-Aldrich (St. Louis, MO). The 

GAT1 blocker NO-711 [(1,2,5,6-tetrahydro-1-[2-[[(diphenylmethylene)amino]oxy]ethyl]-

3-pyridinecarboxylic acid hydrochloride] and GAT3 blocker SNAP-5114 [1-[2-[tris(4-meth-

oxyphenyl)methoxy]ethyl]-(S)-3-piperidinecarboxylic acid] were purchased from Tocris Bi-

oscience (Minneapolis, MN).  

 

Code 

Data analysis, data visualization, statistical tests, NEURON model setup and NEU-

RON model optimization were performed using custom MATLAB code. All code for repro-

ducing results (including NEURON .hoc, .tem and .mod files used) are available online at 

https://github.com/luadam4c/m3ha_published/.  
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Chapter 3: Conclusion and Future Direc-

tions 
 

Research goals achieved 

Combining experimental and computational approaches, I discovered a nonlinear 

interaction between physiological inhibition and both thalamocortical bursting and tha-

lamic network oscillations. In response to increased amplitude and duration of GABAB IP-

SCs through individual GAT1 or GAT 3 blockade, thalamocortical rebound bursting was 

more robust and thalamic network oscillations were lengthened. However, in response to 

a further increase in GABAB IPSC duration through dual GAT1+GAT3 blockade, thalamocor-

tical rebound bursting was less probable and thalamic network oscillations were elimi-

nated. Furthermore, this nonlinear interaction persisted across conductance amplitude 

scales. Therefore, in addition to the overall level and amplitude of inhibition, the kinetics 

of inhibition appeared to be crucial for controlling intra-thalamic network oscillations. 

By exploring computational models further, I described mechanistically how dis-

tinct inhibition waveforms control thalamocortical rebound bursting. Supported by the 

non-LTS producing responses of dual blockade IPSCs, increased hyperpolarization and in-

creased removal of T channel inactivation was not sufficient for T channel opening. An 

increased discrepancy between instantaneous and steady-state T channel open probabil-

ity driven by a combination of a slow T channel inactivation time constant and a fast volt-

age rise from a hyperpolarized state was also required. Although an interaction between 

voltage ramps and low threshold spikes has been previously described263, I provided an 

explanation for this interaction by examining trajectory differences in the voltage versus 
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T channel open probability discrepancy phase plane. Furthermore, I have identified the 

time point at which the T channel open probability discrepancy reaches zero concavity as 

the decision point for LTS production. This understanding provides a framework for future 

studies on the control of LTS production.  

Finally, my work has laid a foundation for future research on thalamocortical neu-

ronal heterogeneity through the creation of 31 data-driven computational model neurons. 

Previous computational work on thalamic neurons typically creates a single model based 

on example or averaged experimental data250,254. In contrast, I attempted to generate a 

computational model neuron for each recorded neuron. As a result, the heterogeneity in 

the LTS and burst responses of thalamocortical neurons was and could be further explored 

as a function of intrinsic channel parameters. Furthermore, I was able to generate a TC-

heterogeneous thalamic network model that was more robust and more realistically re-

flected oscillation differences across pharmacological manipulations.  

In the rest of this chapter, I will discuss potential future directions that logically 

follow from this work.  

 

Prediction of LTS production 

As discussed previously, I have identified a decision point for LTS production using 

the T channel open probability discrepancy concavity (Figure 5F of Chapter 2). In short, if 

the concavity remained negative, no LTS will be produced. If the concavity reached zero, 

it either become positive and produce an LTS or become negative and caused an LTS fail-

ure. What factor causes the open probability discrepancy trajectory to go one way or the 

other at the decision point? In preliminary explorations of all available IPSC responses, 

there appeared to be a threshold for either the voltage slope value or the open probability 
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discrepancy slope value at the decision point that separates. Nevertheless, this threshold 

appeared to be neuron-dependent. Given the heterogeneity in neuronal parameters (Fig-

ure 3F of Chapter 2), one could potentially correlate and manipulate an intrinsic channel 

parameter with the slope threshold values and provide further mechanistic explanation 

of LTS production. 

 

Implications of thalamocortical neuron heterogeneity 

Responses to IPSCs across recorded neurons was highly heterogeneous, often with 

bimodal distributions (Figure 2D and Figure 4B of Chapter 2). The heterogeneity could be 

recapitulated by the model neurons (Figure 4A of Chapter 2), which are reflected in pa-

rameter heterogeneity (Figure 3F of Chapter 2). How can parameter heterogeneity explain 

response heterogeneity? Preliminary explorations correlating each LTS response feature 

with each individual parameter identified a strong relationship between LTS latency and 

HCN channel density. However, strong individual predictors of LTS probability, LTS ampli-

tude and LTS maximum slope were not identified. Future exploration using generalized 

linear models and hierarchical clustering may identify combinations of parameters as 

strong predictors. Nevertheless, a mechanistic understanding would require manipula-

tions on identified individual parameters or combinations of parameters. With the benefit 

of a population of heterogeneous model neurons that recapitulates the LTS response het-

erogeneity, one could artificially reduce the heterogeneity of a given set of parameters 

and measure the resulting change in the heterogeneity of a particular LTS response fea-

ture. Therefore, a brute-force approach iterating through all possible sets of parameters 

is another potential method for identifying predictors of LTS features. 
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Development of a physiologically-relevant thalamic network model 

Spike-wave discharges have been modelled across several levels of complexity, 

from formal mathematical models to biophysically detailed networks299. In this work, I 

used biophysical, compartmental models to model the basic thalamic circuit. This level of 

complexity was necessary for the following two reasons: (1) to be able to dissect the ef-

fects of biophysical properties of individual channels and receptors on network oscilla-

tions; (2) to be able to introduce heterogeneity across neurons in the network. Although 

prior biophysical thalamic network models have captured several aspects of thalamic os-

cillations259,300,301, they have not accounted for oscillation changes in response to varying 

RT-TC inhibition kinetics. Furthermore, prior models typically reduced all neurons of the 

same type to the same identical geometric and channel parameters, with the exception 

of leak conductance variability. The lack of cell parameter heterogeneity ignored observed 

electrophysiological response differences across thalamocortical neurons.  

To better account for experimental data, I have updated the thalamic network 

model as follows: (1) a simplified model of the GABAB receptor was created that did not 

make any assumptions on intrinsic gating mechanisms, but rather utilized empirical IPSC 

conductance traces that were recorded under different pharmacological conditions; (2) a 

set of thalamocortical model neurons that accounted for electrophysiological response 

differences among recorded neurons was established and included in the same layer of 

the network.  

There were two important effects with the inclusion of thalamocortical neuron 

heterogeneity. First, the percent of TC neurons activated was considerably smaller, and 

oscillations were more localized to an area of the network. Reduced activation percentage 

in the model network more realistically captures anecdotal findings in the acute thalamic 
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slice, where oscillations were often found to be localized to within a millimeter of a re-

cording electrode. Furthermore, there is a possibility of sparse activation of thalamocor-

tical neurons during absence seizures in vivo, which could explain the difficulty in intracel-

lularly recording thalamic bursts during seizures287. Second, the variable rebound burst 

response profiles across individual thalamocortical neurons was averaged out in the net-

work. The averaging of LTS latencies caused oscillation periods of TC-heterogeneous to be 

averaged relative to the corresponding TC-homogeneous networks. The resulting oscilla-

tion period values produced by the TC-heterogeneous networks were remarkably similar 

to experimentally observed values (Figure 1E and 8E of Chapter 2). The averaging of re-

sponse profiles also caused network oscillations to be less variable from trial to trial. With 

increased robustness of the network responses, oscillation differences across pharmaco-

logical manipulations were more easily compared. The incorporation of biological varia-

bility also increased the reproducibility of results, in line with current recommendations302. 

Nevertheless, there was a major shortcoming of the current thalamic network 

model: variable oscillation durations were not recapitulated. In fact, most oscillations did 

not terminate with 27 seconds of simulations after stimulation, while experimentally rec-

orded oscillations were usually no longer than 20 seconds. A prior thalamic model suc-

cessfully modelled finite oscillation durations by including presynaptic depression of 

GABAB receptors upon repetitive activation. However, there is no experimental evidence 

of presynaptic GABAB receptors at RT-TC synapses, as immunohistochemical stains in the 

ventrobasal nucleus found that GABAB receptors were exclusively extrasynaptic220. There-

fore, a more physiological explanation of how oscillations terminate in acute thalamic 

slices is warranted and could be explored in future iterations of the network model.  
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Role of heterogeneity in intrathalamic inter-neuronal synchrony 

In mouse thalamic slices, simultaneous extracellular recordings of neighboring TC 

neurons upon a synchronized activation of RT neurons showed a synchronous timing for 

IPSP initiation but an asynchronous timing for rebound firing, both across TC neurons (re-

bound LTS heterogeneity) and across trials (rebound LTS jitter)114. What underlies the lack 

of inter-neuronal synchrony and apparent rebound LTS heterogeneity in TC neurons? 

There are three possibilities: 

(1) Heterogeneity in RT-TC synapses could, through a differential expression of synaptic 

GABAA receptors, extrasynaptic GABAA receptors and GABAB receptors, result in dif-

ferences in IPSP amplitude and kinetics across TC neurons (RT-TC IPSP heterogeneity) 

that can impact their respective rebound LTS timing or jitter114,117.  

(2) Heterogeneity in intrinsic currents across TC neurons could lead to differential inter-

actions with similar IPSPs and directly result in rebound LTS heterogeneity. In fact, 

dynamic clamp recordings showed high variability in the LTS latencies (Figure 2D of 

Chapter 2). The HCN channel density in the proximal dendrite was found to be nega-

tively correlated with LTS latency, in corroboration with previous studies293. 

(3) The lateral inhibition architecture discussed in Chapter 1 could amplify rebound LTS 

jitter and heterogeneity114. Specifically, since rebound LTSs in TC neurons occur at 

different times, a polysynaptic IPSP (through lateral inhibition) evoked by the firing 

of an earlier-rebounding TC neuron could suppress a would-be rebound LTS, intro-

ducing further uncertainty in the rebound LTS timing of neighboring TC neurons.  

Which of the three mechanisms is most important? In support of (3), when simulta-

neous recording of neighboring TC neurons (see above), blocking polysynaptic excitation 



121 
 

 

with NBQX (an AMPA receptor antagonist) and APV (an NMDA receptor antagonist) re-

duced the rebound LTS jitter for each TC neuron by 50% and also increases its probability 

and speed, demonstrating that the lateral inhibition architecture played an important role 

in desynchronizing network activity114. In further support of (3), bath application of NBQX 

or APV shortened the duration of evoked spindle oscillations in rat thalamic slices221. Nev-

ertheless, there was still rebound LTS heterogeneity across neighboring TC neurons even 

after blocking lateral inhibition114, which demonstrates that either (1) or (2) must be valid 

mechanisms as well.  

To tease apart these three mechanisms, one could use the TC-heterogeneous tha-

lamic network model with GABAA receptors reinstated. Neurons could be randomly acti-

vated in the model and the inter-neuronal synchrony could be evaluated across TC neu-

rons over time. A manipulation in the relative strength of GABAA versus GABAB receptors 

could test (1), a choice of different combinations of TC neurons could test (2) and a ma-

nipulation in the strength of intra-RT inhibition could test (3). 

 

Role of hypersynchrony in absence seizures 

Absence seizures are electrographically defined by high amplitude spike-wave dis-

charges that represent hyper-synchronized, oscillatory activity among neurons10. In vivo 

multi-site recordings have revealed that action potentials in most thalamic regions are 

largely synchronized with the spike of spike-wave discharges92. Nevertheless, how intra-

thalamic neuronal hypersynchrony arises and its role in the initiation, maintenance and 

termination of absence seizures remain largely unanswered.  

Are seizures always reflective of hypersynchrony at the action potential level? One 

study of human focal seizures found inter-neuronal hypersynchrony only in the initial 20 
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ms period of spike-wave complexes and that the increase in synchrony largely resulted 

from a transient increase in spiking rates303. Therefore, synchrony may not be important 

for the maintenance of seizures. In fact, a study of rodent spike-wave discharges found 

that the peak frequency of SWDs actually decreased monotonously from about 10 Hz at 

the beginning to 8 Hz at the end304. A decrease in inter-neuronal synchrony from cycle to 

cycle may even contribute to the eventual termination of seizures. An interesting future 

direction would test this hypothesis in the setting of intra-thalamic oscillations, using both 

recordings in acute thalamic slices and the thalamic network model. 

On the other hand, there is evidence that hypersynchrony may be involved in the 

initiation of seizures. A simultaneous EEG-functional MRI study of human spike-wave dis-

charges found an increase in inter-regional synchrony 2 seconds before seizure onset305. 

Whether there is a similar increase in inter-neuronal synchrony at the action potential 

level remains unknown. Using tetrode recordings in the rats, a study found that local in-

terneurons in the hippocampus displayed increased synchronization before the onset of 

pilocarpine-induced seizures306. Although similar in vivo studies have not been done for 

absence seizures, one could first examine inter-neuronal synchrony in the acute thalamic 

slice. When perfused with bicuculline and either NO-711 (a GAT1 blocker) or SNAP-5114 

(a GAT3 blocker), paroxysmal (epileptiform) thalamic oscillations do not always have to 

be electrically-evoked, but often spontaneously arise. Therefore, an interesting future di-

rection would test the hypothesis that inter-neuronal synchrony increases right before 

the appearance of spontaneous oscillations, is highest at the beginning of oscillations and 

gradually decrease over time. 

What about the role of hypersynchrony in the transition from normal spindle os-

cillations to abnormal spike-wave discharges? Again, one could start with answers in the 
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acute thalamic slice. There appears to be a change in inter-neuronal synchrony as oscilla-

tions transition from spindle-like oscillations to paroxysmal oscillations in the acute tha-

lamic slice. In my preliminary experiments, bursts appeared irregular when the perfusate 

consists of only artificial cerebrospinal fluid (aCSF), but gradually increased in regularity 

as bicuculline (a GABAA receptor blocker) is washed on, and reversed back as bicuculline 

is washed off. How much the increase in burst regularity can be accounted for by increased 

inter-neuronal synchrony as opposed to increased neuronal recruitment remains un-

known. Nevertheless, evoked oscillations gradually lengthened as bicuculline was washed 

on, and spontaneous oscillations only appeared in when slices were bathed in bicuculline. 

Therefore, some level of hypersynchrony may be associated with the strength and dura-

tion of thalamic oscillations. 

How could the role of hypersynchrony in oscillations be evaluated? There are three 

major future directions. First, one could analyze multi-unit recordings of thalamic oscilla-

tions in further detail. Second, one could apply calcium imaging to acute thalamic slices 

and directly evaluate inter-neuronal synchrony during both evoked and spontaneous os-

cillations. Third, one could use the computational TC-heterogeneous thalamic network 

model to artificially manipulate inter-neuron synchrony and evaluate changes in oscilla-

tion measures. I will discuss each of these three approaches in further detail. 

As a first pass, multi-unit recordings acquired on the interface rig can be used to 

assess inter-neuronal synchrony. Although spikes detected in extracellular multi-unit re-

cordings are not assigned to individual neurons, one can assess inter-neuronal synchrony 

indirectly by evaluating overall spike regularity in the form of an oscillatory index de-

scribed in Chapter 2. One can also evaluate spike regularity over the course of an oscilla-
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tion by computing a running oscillatory index over a sliding time window. If neuronal syn-

chrony indeed plays a role in maintaining oscillations, there would be the following pre-

dictions: (1) Across oscillations (spindle-like or paroxysmal), a higher oscillatory index 

would be expected to correlate with a longer oscillation duration; (2) Within evoked oscil-

lations, the running oscillatory index would be expected to be highest at the beginning of 

the oscillation decrease towards the end; (3) Before spontaneous oscillations arise, the 

running oscillatory index would be expected to increase. Note that in Chapter 2 the oscil-

latory index was defined base on detected spikes, but one could potentially compute the 

index from an autocorrelation function of the raw trace so that the index would be more 

independent of the overall number of spikes. Other potential measures of spike regularity, 

including the variance of inter-spike-intervals and the variance of the number of spikes 

per burst, may also be used for indirectly assessing inter-neuronal synchrony. 

A more direct method to assess inter-neuronal synchrony is to simultaneously 

monitor thalamic neurons and correlate activity during both evoked oscillations and spon-

taneous oscillations with calcium imaging. Rats can be injected intracerebroventricularly 

with a virus expressing GCaMP (a green calcium indicator) under the CAMKII promoter 

(expressed in excitatory neurons) and a virus expressing RCaMP (a red calcium indicator) 

under the GAD (expressed in inhibitory neurons) promoter. Importantly, as there may be 

concern that calcium required for low-threshold spikes during oscillations are chelated by 

the calcium indicator, oscillations must be verified to be similarly evoked in acute thalamic 

slices of rats expressing calcium indicators. If successful, the calcium imaging approach 

would allow the activity of populations of neurons in both the reticular thalamic nucleus 

and the ventrobasal nucleus to be simultaneously monitored before and during oscilla-

tions. Performing experiments at a 5x magnification would allow activity across regions of 
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the thalamus to be correlated, whereas performing experiments at a 25x magnification 

would allow more accurate quantification and correlation of activity across single 

thalamocortical neurons. 

How could neuronal activity be correlated? Synchronization could be evaluated 

among raw dF/F signals. Phase synchronization between each pair of neurons could be 

quantified with a “mean phase coherence” defined using the Hilbert transform307. Syn-

chronization could also be evaluated among rasters of detected spike times. A spike-field 

coherence between each neuron and the population average could be measured over 100 

ms time windows by generating a time-frequency coherence spectrogram for each neu-

ron306,308,309. The spike-field coherence in the 2-5 Hz frequency band may indicate a pro-

pensity for oscillations and would be expected to increase before the onset of spontane-

ous oscillations, reach the highest value at the beginning of oscillations and gradually de-

crease over time. Inter-neuronal synchrony may also be measured across several different 

temporal precisions (5 ms, 10 ms, 25 ms) by the Δ-coarse covariation model303. Whereas 

synchrony as coarser levels (25 ms) might occur at every cycle of an oscillation, synchrony 

at finer levels (5 ms) may occur in earlier cycles only. Finally, if calcium activity does not 

provide high enough temporal precision for fine-level synchrony measures, graphene elec-

trodes may be used in combination with imaging310. 

Finally, inter-neuronal synchrony can be manipulated in computational thalamic 

network models. Using different combinations of thalamocortical model neurons that ex-

hibited less or more variable LTS latencies, one could compare generate model networks 

with greater or less inter-neuronal synchrony. Oscillation measures could then be com-

pared across networks. Alternatively, parameter sensitivity analysis on the entire popula-

tion of single thalamocortical neuron models could be applied to identify receptor and 
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channel parameters that contribute to the LTS latency heterogeneity. The identified pa-

rameter could then be measured in the model network over the course of an oscillation 

or manipulated across different oscillations. If a specific channel parameter were found to 

modulate both inter-neuronal synchrony and model network oscillations, one could even 

generate testable predictions in the acute thalamic slice preparations using appropriate 

pharmacology.  

 

Spatial patterns of thalamic oscillations 

In the acute thalamic slice, I have made the following observations of bicuculline-

induced paroxysmal oscillations: (1) Oscillations were not present throughout the slice but 

appeared to be localize around a narrow region in the ventrobasal thalamus and was thus 

difficult to find; (2) Spike amplitudes were not always consistent across bursts and often 

exhibit an alternating pattern from cycle to cycle. Furthermore, when slices were perfused 

with aCSF without bicuculline, spindle-like oscillations were even more difficult to find. 

Several questions arise from these observations: (1) How many neurons are acti-

vated during a thalamic oscillation? (2) Do the same neurons participate in each cycle of 

the oscillation, or are their two or more separate groups of neurons that are activated in 

an alternating or rotating manner? (3) How many of the activated neurons are in phase 

with the oscillations?  

To resolve the extent and spatial pattern of neurons firing together during each 

cycle of an oscillation, one could use calcium imaging to simultaneously monitor the ac-

tivity of neuronal ensembles (countable populations of neurons) throughout the course 

of both spindle-like and seizure-like oscillations. One could also simultaneously record 

field or multiunit activity extracellularly, so that activity of individual neurons could be 
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easily correlated with population activity. A similar approach in zebrafish neurons found 

that neuronal ensembles were more frequent, less numerous and spatially farther apart 

during a non-seizure hyperactive state, but less frequent, more numerous and spatially 

more clustered during seizure states311,312. Nevertheless, my observations in the thalamic 

slice would suggest that thalamic oscillations involve neuronal ensembles that are not as 

numerous but spatially clustered.  

 

Termination of absence seizures 

Recall that one unique feature of typical absence seizures is the shortness of du-

ration (< 30 s). If the mechanism behind this early termination of seizures could be under-

stood, new treatments could be devised that would terminate seizures as soon as they 

develop. Furthermore, if the mechanism for termination can be applied to smaller net-

works as well, new treatments could be devised to terminate focal paroxysmal activity 

before it spreads and generalizes. However, only recently have the absence epilepsy field 

turned its attention to spike-wave discharge termination, and the majority have been cor-

relative studies using EEG or MEG313–315. The mechanism underlying SWD termination is 

yet to be understood. 

Before discussing how absence seizures might terminate, I will discuss how normal 

spindle oscillations are thought to terminate. An early hypothesis is that the progressive 

hyperpolarization of GABAergic RT/PGN neurons and the consequent decreased response 

to TC-RT activation may contribute to spindle termination191. However, it was found that 

RT cells are depolarized and may actually progressively depolarize throughout a spindle 

wave138,140. Another hypothesis is that a gradual inhibition of GABA release from RT/PGN 

neurons through the activation of presynaptic GABAB receptors terminates spindles. This 
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has been demonstrated to be possible in the form of paired-burst inhibition251. However, 

there is a lack of histochemical evidence of GABAB receptors in the ventrobasal thala-

mus220, and blocking GABAB receptors does not affect the generation of spindle waves or 

the spindle wave refractory period166,192. We now turn to hypotheses with more extensive 

evidence:  

Hypothesis I: Persistent activation of the HCN channels of thalamocortical neurons termi-

nates spindles. 

In ferret slices, intracellular recordings of TC neurons of the dorsal lateral genicu-

late nucleus showed that within each spindle wave (or each bout of paroxysmal oscilla-

tions if bicuculline is added), the negative-most membrane potential of each cycle became 

progressively more depolarized166. This was followed by a slow afterdepolarization (ADP) 

during which any evoked rebound LTS from either injecting a hyperpolarizing pulse or 

stimulating RT neurons have decreased amplitude166. The decreased responsiveness was 

rescued by artificially hyperpolarizing the membrane potential and was exacerbated by 

artificially depolarizing the membrane potential166. Such an ADP was also generated with 

intracellular injections of repetitive hyperpolarizing current pulses (80-250 ms) at 2-8 Hz 

and was abolished by applying cesium (an HCN channel blocker) locally with a micropi-

pette166. Therefore, the ADP seems to be important for setting the length of the refractory 

period, and it is result of the activation of HCN channels (Ih)166. In fact, when cesium was 

applied to the bath solution, both the ADP the refractory period disappeared, causing the 

network to continuously oscillate166. Furthermore, computational models could replicate 

waxing and waning oscillations, generate the slow ADP and spindle wave refractory period 

by including a slow time constant or calcium dependence for Ih
173.  
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In summary, the persistent activation of the HCN channels depolarizes the mem-

brane potential and increases the membrane conductance; the former prevents the de-

inactivation of T channels and the latter decreases the amplitude of RT-TC IPSPs, further 

depolarizing the membrane potential and preventing the de-inactivation of T channels, 

precluding future rebound bursts from occurring and resulting in the termination of the 

oscillation.  

Hypothesis II: Altered corticothalamic feedback terminate spindles. 

In anaesthetized cats with the left cortex removed, field recordings in the thalamus 

showed a lack of spatial coherence in 80% of the spindles observed243. Therefore, cortico-

thalamic projections are not only significant in the cortical focus theory of SWD generation, 

but may also play a role in the synchronization of thalamocortical oscillations, and a de-

crease in corticothalamic feedback might allow spindles to terminate.  

On the other hand, also in anaesthetized cats, in vivo field and extracellular record-

ings in the motor cortex showed that there is an increase in cortical firing right before 

spindle termination316. Simultaneous intracellular recordings in the motor cortex and thal-

amus showed that whereas in the early phases of a spindle wave cortical firing was driven 

by thalamic rebound bursts, in late phases cortical firing was no longer in phase with tha-

lamic IPSPs, the overall hyperpolarization level of TC neurons was reduced and TC neurons 

rarely fired rebound bursts316. A computational model was also established that repro-

duced waxing-and-waning spindle-like oscillations316. During the waning phase, cortical 

activity fell out of step with thalamic activity316. This desynchronization between the cor-

tex and the thalamus caused the corticothalamic feedback to steadily depolarize TC neu-

rons, preventing the de-inactivation of T type calcium channels and eventually led to the 

termination of the oscillation316.  



130 
 

 

In summary, a sudden increase or decrease in corticothalamic feedback might in-

crease desynchronization between the cortex and the thalamus and lead to the termina-

tion of spindles. 

Hypothesis III: Enhanced intra-RT GABAergic inhibition terminate spindles.  

In barbiturate-anesthetized cats, local injection of bicuculline (a GABAA receptor 

antagonist) in rostral RT decreased the frequency of spindles to 4 Hz and increased the 

synchrony of firing across RT and TC neurons, indicating the importance of intra-RT GABAA 

inhibition in desynchronization82. In mice, the duration of electrical stimulation-induced 

spindle-like oscillations were reversibly shortened after clonazepam (an allosteric GABAA 

receptor agonist) treatment196. This effect was also found in mice with a benzodiazepine 

mutation the α1 subunit of the GABAA receptor (those in TC neurons), but not in mice with 

a benzodiazepine mutation the α3 subunit of the GABAA receptor (those in RT neurons), 

showing that clonazepam shortened spindles through enhancing intra-RT inhibition196. Ex-

tracellular recordings of RT neurons showed that the spikes that occur at the peak of each 

oscillation cycle (the synchronous spikes) were preferentially suppressed and that the sup-

pression of spikes grew over the course of the oscillation196. Intracellular recordings 

showed that clonazepam treatment did not affect the number of spikes per burst, but 

decreased the number of bursts overall196. Therefore, enhanced intra-RT inhibition seems 

to terminate oscillations through desynchronization. RT neurons across the network 

would receive varying levels of inhibition at different times, causing the neurons to fire 

with unequal delays, or to fail to fire entirely, on the next oscillation cycle. In fact, the 

GABAA-mediated IPSPs on RT neurons can be relatively long lasting (200 ms)317, adding to 

the resulting temporal offset between connected RT neurons.  

In support for a role of RT neurons in spindle termination, simultaneous multi-unit 
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recordings of topographically-coupled TC and RT neurons in freely sleeping rats found a 

steady decrease of spikes per burst in RT neurons, but not in TC neurons, over the course 

of a spindle oscillation318. There is also a sudden drop in RT activity right before the termi-

nation of an oscillation. Interestingly, the probability for an RT neuron to burst in the first 

spindle cycle negatively correlated with the oscillation duration318. However, optogenetic 

stimulation of RT neurons at different intensities had no effect on oscillation duration, so 

the significance of the correlation is yet to be determined318.  

In summary, enhanced intra-RT inhibition may shorten the duration of thalamic 

oscillations by desynchronizing RT activity, reducing inhibitory output to TC neurons, at-

tenuating the rebound bursts in TC neurons and recruiting less RT on the next cycle, grad-

ually preventing future bursts from occurring196. 

Finally, we turn to absence seizures. Which structures are important for the termi-

nation of seizures? Granger causality analysis on field recordings of WAG/Rij rats showed 

that during SWDs, there is a complete reversal of cortex-to-thalamus coupling strength 

after the termination of SWDs, but the thalamus-to-cortex coupling strength remains el-

evated for at least another 5 seconds91. This seems to suggest that a reduced influence of 

the cortex on the thalamus could terminate SWDs. In a follow-up study, there is a sudden 

decrease in layer 4 cortex-to-rostral RT coupling 1.5 seconds prior to SWD offset, and an 

increase in caudal RT to rostral RT coupling 1 second prior to SWD offset313. The authors 

suggested that SWD termination involves both corticothalamic as well as intrathalamic 

processes, that the rostral RT maintains SWDs and that inhibition from caudal RT to rostral 

RT breaks the oscillations313. 

Nevertheless, further studies are warranted to dissect the mechanism for SWD 



132 
 

 

termination. Since SWDs utilize similar circuitry as spindle oscillations, the three hypoth-

eses for spindle termination presented above may apply to SWDs as well. In the latter two 

hypotheses, desynchronization appear to be a common theme. Since SWDs are highly 

synchronized neural activity generalized throughout the thalamocortical network, the ter-

mination of SWDs likely involve network desynchronization117. In addition to the contri-

bution of altered corticothalamic feedback and enhanced intra-RT GABAergic inhibition 

discussed above, another major source of network desynchronization is the increase in 

heterogeneity in the timing and probability of rebound LTSs in TC neurons.  

How could an increase in rebound LTS heterogeneity or jitter in TC neurons limit 

thalamic network synchrony and lead to the termination of an oscillation? Since TC-RT 

excitation is convergent, each RT neuron are excited by many distinct TC neurons. If there 

were an increase in rebound LTS heterogeneity, RT neurons would receive TC-RT EPSCs at 

different times and prevent temporal summation, which would decrease the magnitude 

of RT bursting and subsequently decrease the amplitude of RT-TC IPSCs. Since TC-RT exci-

tation is not divergent, distinct RT neurons would receive excitation from distinct TC neu-

rons. An increase in rebound LTS heterogeneity would cause distinct RT neurons to receive 

TC-RT excitation at different times and prevent synchronization across RT neurons. The 

convergence and non-divergence of TC-RT connections, together with the variability in the 

rebound LTS timing of TC neurons, would result in a reduction and desynchronization of 

RT-TC IPSCs. Since RT-TC connections are convergent, desynchronization would lead to a 

loss of temporal summation of the already reduced RT-TC IPSCs, causing the summed IPSC 

to be prolonged. A shift to slower inhibition kinetics, as demonstrated in this study, would 

lead to a failure in creating T channel open probability discrepancy, reducing the likelihood 

of generating the next rebound burst. Furthermore, if a later-arriving IPSP suppressed the 
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post-inhibitory rebound burst evoked by an earlier-arriving IPSP, as shown to be possible 

in rat thalamic slices215, TC activity would then be suppressed, preventing the next cycle 

of oscillation from occurring.  

How, then, could such an increase in rebound LTS heterogeneity or jitter in TC neu-

rons be achieved? In thalamic slices of α3(H126R) mice, which have a benzodiazepine-

insensitive mutation at GABAA receptors on RT neurons, application of zolpidem (a GABAA 

agonist that will now preferentially activate GABAA receptors on TC neurons) decreased 

the latency and increased the probability of a rebound LTS (which reduced the period of 

oscillations) and, more interestingly, increased the phase difference among rebound LTSs 

recorded in TC neurons293. Note that zolpidem increased both the amplitude and duration 

of RT-TC GABAAR-mediated IPSPs. Using dynamic clamp to modify the train of GABAA-IPSPs 

a TC neuron experiences during oscillations, an increase in either the amplitude or the 

duration of GABAA-IPSPs increased rebound LTS probability, decreased rebound LTS la-

tency and modestly increased rebound LTS heterogeneity293. On the other hand, an in-

crease in tonic inhibitory current (which hyperpolarizes the resting membrane potential) 

decreased rebound LTS probability, increased rebound LTS latency and greatly increased 

rebound LTS heterogeneity293. Therefore, it is likely that a prolonged hyperpolarization in-

creases rebound LTS heterogeneity or jitter in TC neurons. An alternative mechanism for 

LTS heterogeneity is synaptic influence from other areas of the brain. For instance, stimu-

lation of the cerebellar nuclei, which projects to the sensory thalamus, has been demon-

strated to terminate SWDs abruptly319. 

In summary, changing the thalamic network architecture, the RT-TC IPSP profile 

and intrinsic current properties are all possible mechanisms that contribute to SWD ter-

mination through increased rebound LTS heterogeneity or jitter in TC neurons. Future 
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studies could utilize the population of model TC neurons and the heterogenous model 

thalamic network developed by this work to resolve the mechanisms of SWD termination. 
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