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Introduction 

One of the main uses for artificial intelligence involves processing large amounts of data 

and smart decision making based on patterns within datasets (Brooks, 2019). In the healthcare 

industry, AI is used to manage millions of patient records and analyze data to select customized 

treatment plans for patients (Basu et al., 2020). Despite the benefits it brings in increasing 

hospital efficiency, AI poses considerable risks to patient care, privacy, and social bias. There is 

a common misconception surrounding bias in AI because people automatically assume that 

human based decisions are inherently more biased than computer-based decisions due to the 

factor of emotion. However, it should be noted that AI systems depend heavily on the data 

available to them, and thus can unintentionally perpetuate social biases already present in society 

(Manyika et al., 2019). As an engineer, I believe it is important to explore the social 

consequences of data management within automated systems because it can significantly affect 

the decisions that users of these automated systems make.     

The performance of artificially intelligent software heavily depends on the data used to 

train the models. In the case a particular disease has little to no data, AI models cannot be trusted 

to make accurate decisions regarding patient health (Pros & Cons of Artificial Intelligence in 

Medicine, 2021). AI models have the tendency to overlook social variables when coming to a 

medical decision (McKendrick & Thurai, 2022). While AI systems may be able to accurately 

diagnose diseases, they may not account for economic restrictions or personalized preferences of 

a patient when creating a treatment plan for them (Pros & Cons of Artificial Intelligence in 

Medicine, 2021). Research on algorithmic bias in the healthcare industry warrants more 

significance because it will help identify sources of implicit bias that contribute to racial and 

socioeconomic discrimination. My STS topic will delve into the effects of algorithmic bias in the 
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treatment of lung cancer amongst underrepresented social groups. By pursuing this research 

topic, I intend to find flaws in the development of medical AI training datasets and help establish 

a set of standards that must be followed in the development of these systems.        

The technical research portion of this thesis addresses the social issues that arise when 

data is not properly recorded and maintained. It is motivated by the fact that a company can face 

problems concerning liability when their system does not have adequate measures in place for 

tracking the version history of documents (Kolodziej, 2021). Specifically, my technical project 

aims to solve compliance issues within Gusto’s payroll system by creating a backend data model 

to store pay stub file version history. As a payroll and benefits management platform, Gusto’s 

product deals with the movement of valuable commodities, which means they must prioritize 

transparency of data records to their customers. My technical and STS topics both examine the 

ethical consequences of technical systems that are built on inaccurate data models.   

Technical Topic 

Gusto is a company that provides cloud based services to small business for managing 

payroll, employee benefits, and human resources (Welcome to the Gusto People Platform, n.d.). 

Automated business management systems have shaped the way companies are run by making the 

logistical tasks of onboarding and paying employees more efficient and less prone to human 

error (Zaric, 2021). Mahajan et al. (2015) provide an overview of the components contained in a 

basic digital payroll system, which helped inform my technical work. 

Gusto’s payroll management platform currently does not keep track of pay stub version 

history because pay stubs are generated on demand, meaning that they are only generated upon 

requests from the user. The pay stub file is created by aggregating the most up to date 

information stored in the payroll data table from the associated pay period. This is acceptable for 
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most cases; however, it gets tricky if any data is modified after the original payroll was 

processed. For example, when a reversal payroll is run, the system generates a pay stub which 

may not be an accurate representation of what the employee was actually paid at the time of 

running the payroll (Gusto Help Center - Edit, Cancel, or Reverse an Employee Payroll or 

Contractor Payment, n.d.). Another possible case that needs attention is when an employee logs 

paid time off (PTO) after the payroll is processed and the system assumes it should deduct the 

amount of PTO from the employee’s regular hours worked. The pay stub file will be 

automatically updated to reflect the changes made to the payroll, but it overwrites the preexisting 

pay stub file without storing it anywhere. 

Gusto is considered to be non-compliant due to its failure to maintain an accurate paper 

trail of employee pay when a payroll was originally run. If a customer were to specifically 

request a pay stub from the time of running the payroll, Gusto is required to provide it. Since the 

technical system cannot support this behavior, Gusto relies on customer support lines to retrieve 

the correct information and generate the pay stub file manually for the customer. 

To address this compliance issue, I created a backend model to store pay stubs and persist 

them to S3, Amazon’s storage service. I structured the design of this model similar to existing 

models containing pdf attachments. I also modified the on demand pdf generation behavior to be 

asynchronous to improve overall performance. I decided to store pay stub pdf files in S3 because 

it seemed to be a simple, cost-efficient solution to tracking version history of documents 

(Midgeley, 2022). While restructuring the payroll database, I found that preserving aspects of the 

existing pay stub behavior was important for maintaining a satisfactory customer experience. 

While the backend work for this project was completed, the frontend system for displaying 

version history to the user is still being developed.  
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STS Topic 

 My STS research, in contrast with my technical research, will investigate the effects of 

poor design decisions in AI models on the treatment and care of patients diagnosed with lung 

cancer. Artificial intelligence has improved several aspects of the healthcare industry by 

streamlining procedures and efficiently analyzing patient records. Specifically with regards to 

lung cancer diagnosis, AI recognition technology can accurately process images to help doctors 

screen for early stages of cancer (Pei et al., 2022). AI systems are also used in precision medicine 

to build personalized treatment plans for patients by automatically extracting features from 

medical data (Chen et al., 2021).  

Despite the advancements it brings, there are many factors that cause AI models to make 

unfair decisions and perpetuate social biases revolving around race and socioeconomic status, 

which has potential legal implications. Under the Equality Act 2010, “discriminatory decisions 

that are mediated by an apparently neutral provision, criterion or practice, but still 

disproportionately affect certain protected groups are qualified as indirect discriminations” 

(Schönberger, 2019, 184). This anti-discrimination law applies to medical AI systems because 

these systems are designed to be neutral entities that make decisions regarding public health 

(Schönberger, 2019). In order to decrease the chances of discrimination within AI systems, 

developers must first agree upon a universal definition for terms like fairness and bias and then 

translate them into computational parameters. Paulus & Kent (2020) discuss that fairness in AI 

refers to treating individuals equally despite certain protected characteristics. On the other hand, 

bias in AI refers to problems with the model design that may disproportionately affect 

performance in relation to certain groups of people (Paulus & Kent, 2020). The main 

contributing factor of bias is when a model’s training data is racially skewed due to the 
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underrepresentation of certain groups of people (Dankwa-Mullan & Weeraratne, 2022). For 

example, an AI algorithm used to identify patients for extra care based its decisions on a person’s 

medical costs even though the relationship between healthcare needs and cost can vary greatly 

(Obermeyer et al., 2019). This design factor resulted in the algorithm making decisions where 

black patients needed to reach a higher threshold than white patients to be considered for extra 

care. Obermeyer et al. (2019) concluded that the data labels were the key determinants of this AI 

algorithm’s predictive quality and bias and they showed that redesigning the dataset can change 

the results. This study and several others highlight the need to establish a set of standards 

regarding how AI training datasets are built to ensure that diversity and inclusion are prioritized.  

 I will use the STS framework Actor Network Theory to analyze the relationship between 

patients, doctors, and the AI algorithms used to predict diagnosis and treatment plans for 

patients. Actor network theory (ANT) claims human and non-human actors are enrolled in the 

construction of technological systems while also emphasizing generalized symmetry, meaning 

these human and non-human actors must be treated equally (Cressman, 2009 as cited in Latour, 

2005). I intend to apply this theory to analyze how work is delegated to AI systems to better 

understand the role of AI in oncology. Past studies have shown that humans collaborating with 

AI systems to formulate patient diagnoses and treatment plans result in more inclusive decisions 

(Banks, 2018). Taking this into account, it is important to identify developmental aspects of 

these systems that might restrain the way humans interact with them (Woolgar, 1990). I hope to 

use ANT to further study this relationship between medical professionals and patients, the human 

actors, and the AI systems, the non-human actor.  

Research Questions and Methods 
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 My proposed research question is: How has algorithmic bias in lung cancer diagnosis 

and treatment negatively impacted patients from underrepresented ethnic and socioeconomic 

groups? I intend to use the research method of literature review by compiling existing pieces of 

literature that focus on the development of AI systems within the field of cancer treatment. I 

have already found papers that detail the functions of AI in diagnosing patients with cancer, and 

I hope to narrow my literature search by looking at the applications of AI diagnosis systems in 

lung cancer. In addition to this thread, I will gather literature pieces that delve into the 

relationship between existing AI systems and patients from lower income or underrepresented 

ethnic groups. Searching for literature within this second thread will help me compile 

information about the social aspects of AI systems to further assess their effects on patients. By 

reviewing literature in these two threads, I hope to gain more insight into how the design of AI 

systems can impact the field of oncology. 

Conclusion 

 My technical project aims to improve the persistence of data to ensure that users have 

access to reliable information. Maintaining accessibility and transparency of data records will 

help users be better informed when making decisions that affect their business. My technical 

work produced a backend feature improvement to Gusto’s payroll database that keeps track of 

document version history. Additionally, through my STS research, I will analyze the 

development and effects of such AI systems to gain a better understanding of their relationship in 

the healthcare network. Using resources available to me, I will examine whether AI algorithms 

effectively integrate social aspects of patient history when making predictions about diagnoses 

and creating personalized treatment plans. By synthesizing information from various sources, I 
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hope to find ways in which AI systems can be improved by guiding the establishment of 

standards surrounding the development of these systems.  
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