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Introduction 

The progression of making Artificial Intelligence (AI) more human-like in terms of 

understanding and recreating human behavior has led to the increasing usage of technologies like 

Affective Computing and Natural Language Processing (NLP). Also referred to as Emotional AI, 

Affective Computing tracks things like eye movements, vocal inflections, and facial expressions 

to analyze the subtleties to determine what emotion a person is feeling (Somers, 2019). It is 

currently used as a means to get feedback on advertisements and customer service as well as 

health and safety features (Teufl et al., 2010; Dilmegani, 2021). On the other hand, Natural 

Language Processing is a field that analyzes and replicates human language in particular by 

parsing written sentences (Teufl et al., 2010). NLP is more commonly used with applications 

such as chatbots, the autocomplete feature in search engines, and virtual assistants on 

smartphones (Harkiran, 2020). 

 Being able to detect human emotion and understanding the language has a huge array of 

applications, but there are a lot of imperfections that can affect how useful this technology can 

be. For example, problems in facial recognition have been well documented, and the subtle 

differences in facial expressions that vary between different cultures show that even basic 

emotions can be perceived differently (Barrett et al., 2019). In the same way, a written sentence 

can have different semantics based on the context and the presence of sarcasm or slang that NLP 

has a hard time distinguishing (Saba, 2021). These inaccuracies are far from being eliminated, 

yet it is still being pushed to be utilized in many newer applications. 

Because of how common the issues of inaccurate interpretations of emotion and language 

are, the conclusions that these technologies draw can be unreliable, especially when implemented 

into health and safety features. As more people become reliant on these technologies and the 
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more it becomes integrated into normal lives, the more consequences there will be for errors that 

occur in Affective Computing and NLP techniques. I will investigate how prevalent errors can 

occur in NLP tools in my independent technical project by designing a chatbot that alerts the user 

of how ambiguous their written input into the machine is. Subsequently, in my STS project, I 

will explore the occurrence of premature implementation of Emotion AI into technologies 

involving safety through a literature review. 

 

Technical Project: Chatbot with Built-in Ambiguity Detection 

 As previously mentioned, Natural Language Processing has already become well 

implemented into some aspects of our daily lives. Grammar checking programs are commonly 

utilized among students and can even do things like provide suggestions for better wording or 

stronger sentence structure (Harkiran, 2020). Chatbots are also commonly used as online 

customer service to answer frequently asked questions or to redirect the customer elsewhere for 

better support (Harkiran, 2020). The current state of NLP is that it can perform some tasks really 

well, namely, those that can be completed by following a fixed set of rules (Levine, 2022). 

Because grammar rules remain mostly unchanged, grammar tools are reliable for formal uses 

like academic writing, but they fall short when it comes to analyzing the latest slang and 

detecting sarcasm.  

Based on these examples, it is clear that there are many limitations to NLP, the main one 

being that the AI lacks enough context to discern ambiguous statements. What is considered 

ambiguous to a machine is completely different from what humans would consider ambiguous. 

For example, the term “I saw a person on the beach with my binoculars” could be interpreted as 

seeing someone through the binoculars or as seeing someone that is holding the binoculars 
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(Roldós, 2020). With the proper context, it is easier for humans to understand which is the 

correct meaning of the sentence, but AI requires a lot more context and background information 

to accurately understand the same thing. The problem that ambiguity causes in NLP is that 

advances in language modeling have a tendency of generating false statements (Lin et al., 2022). 

This is especially a problem when the lack of rigorous testing is coupled with uses of NLP that 

have high standards of accuracy, like in the medical field (Lin et al., 2022). This goes to show 

that the problem of ambiguity causing inaccuracies in NLP needs to be addressed in order to 

make more impactful advancements in that field. 

 My technical project will be to program a conversational chatbot that recognizes the level 

of ambiguity that a user-inputted statement has. To accomplish this, I will use Python as the 

coding language and apply the Transformer Language Model because it is a current popular tool 

that is good at dynamically understanding the undertones of dialogue (Mondal, 2021). What will 

make this different from a standard chatbot is that based on the written input provided by the 

user, it will analyze the number of different interpretations of the inputted sentence. The output 

will be the chatbot’s natural response to the user’s input, as well as the number of other likely 

interpretations and the option to retry the same input in a different way or with more context. In 

order to roughly identify the number of different interpretations, I will additionally use the Part 

of Speech Tagging method to identify the different meanings that individual words have by 

assigning each word a grammatical label (Gorrieri, 2021). I predict that the challenging part of 

this technical project will be smoothly incorporating Part of Speech Tagging to the rest of the 

chatbot to be able to identify the different interpretations of a sentence accurately.  

Premature Implementation of Emotional AI  
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Artificial Intelligence models are constantly being improved upon and make progress 

towards the goal of recognizing and replicating human behavior. However, Affective Computing 

has only recently been introduced into products and business models. For example, some 

companies are using customer reactions to advertisements to determine how likely they are to 

purchase a product and others use it to track their employees’ moods to encourage productivity 

(Somers, 2019). However, there are a lot of current technologies that are being developed with 

Affective Computing for the purpose of promoting health and safety. One current endeavor is the 

use of Emotional AI to monitor the mood attentiveness of a driver to prevent them from 

swerving or unintentionally speeding up (Somers, 2019). There have also been implementations 

such as a wearable device that releases specific scents based on the physiological state of the user 

to improve their mental health (Amores). 

The problem behind Emotional AI is that there are a lot of imperfections in identifying a 

person’s true feelings by using a general standard. For example, facial recognition is unable to 

understand differences in facial expressions amongst different cultures because it varies so much 

by region (Purdy et al., 2019). In addition, vocal inflections are also completely distinct for 

different cultures and languages, and the lack of data on lesser-known languages such as one of 

the 2,000 languages in Africa means that the chances of accurately recognizing the correct 

emotion are even lower (Sciforce, 2022). 

 Given the prevalence of inaccuracies, the current shift of applying Affective Computing 

to health and safety technologies is an important focus because it is one that is less researched 

compared to fields like advertising. Minimizing errors that occur is also crucial in health and 

safety because of how drastically it can affect a person’s life (Naik et al., 2022). There is also a 

severe lack of regulation that is a common inadequacy in emerging technologies, but the 
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ramifications of errors in terms of health and safety call for more precautions to be taken before 

being implemented (Naik et al., 2022). Essentially, this problem is important to solve in order to 

prevent unintentional errors as a result of AI technologies being released too early and to reduce 

the risk of unaccounted factors causing inaccuracies. 

 In order to have a better understanding of this problem, I will analyze the connections 

between Emotional AI technology getting released too early and the users of those products by 

using the STS framework of Actor Network Theory. Created by Bruno Latour, Michel Callon, 

and John Law, this framework establishes that everything is both an actor and a network at the 

same time, and that everything is built around associations (Cressman, 2009). Actor Network 

Theory is really effective in analyzing the introduction of new technology and how connections 

may change in the future, which is why it will be useful to establish a network surrounding the 

developers of these new Emotional AI technologies. In addition, seeing the associations with the 

other actors such as the product testers, the companies wanting to implement the product, the 

patients/users of the product, the product itself, etc. will provide insight as to what causes the 

problem of technology being released too soon. 

  

Research Methodology  

 In order to explore the established problem, my research will center around the following 

questions:  

- Which implementations of Emotional AI in safety features have the least amount of risk? 

- What is the cause of premature implementation in Emotional AI technology? 

To answer the first question, I will conduct a literature review of existing studies of Emotional 

AI to develop an understanding of how accurate its subdivisions are. In other words, I will 
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compare the individual accuracies of Emotional AI tracking techniques such as vocal inflections, 

facial expressions, and body language and apply them to see which safety implementations are 

projected to result in greater inaccuracies. To answer the second question, I will use the 

framework of Actor Network Theory to create a network to see how the premature 

implementation of new technologies happens in general health and safety products. I will then 

use this to translate those discoveries into the context of Emotional AI because of the limited 

number of studies focusing on Emotional AI.  

 

Anticipated Outcome and Impact 

 The problem of ambiguity and the lack of proper testing has led to errors in Affective 

Computing and Natural Language Processing, but with the completion of my technical project, I 

anticipate that my finished product will show how much more ambiguous commands and 

questions are than we are inclined to think. This will impact the field of NLP by showing what 

types of statements lead to more ambiguity and subsequently more inaccuracies. Newer 

technologies will be able to use this to minimize the ambiguity present in current NLP models. 

Furthermore, I expect that the conclusion of my STS research will present that a certain type of 

Emotional AI tracking technique is more accurate than other kinds. I also predict that it will 

reveal that certain actors have more power over the premature implementation in those 

technologies. The impact of the STS portion will show which areas of Emotional AI 

technologies need more testing and consideration before being implemented into society. It will 

also point out what changes to the connections between major actors need to be made in order to 

minimize the number of Emotional AI products from being released prematurely and will 

subsequently minimize the number of inaccurate conclusions from affecting people negatively. 
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