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Abstract

The local structure of Deligne–Mumford stacks has been studied for decades,

but most results require a tameness hypothesis that avoids certain phenom-

ena in positive characteristic. We tackle this problem directly and classify

stacky curves in characteristic p > 0 with cyclic stabilizers of order p using

higher ramification data. Our approach replaces the local root stack struc-

ture of a tame stacky curve, similar to the local structure of a complex orb-

ifold curve, with a more sensitive structure called an Artin–Schreier root stack,

allowing us to incorporate the ramification data directly into the stack. A com-

plete classification of the local structure of stacky curves, and more generally

Deligne–Mumford stacks, will require a broader understanding of root struc-

tures, and we begin this program by introducing a higher-order version of the

Artin–Schreier root stack. Finally, as an application, we compute dimensions

of Riemann–Roch spaces for some examples of stacky curves in positive char-

acteristic and suggest a program for computing spaces of modular forms using

the theory of stacky modular curves.
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Chapter 0

Introduction

0.1 Motivating Problem

Over the complex numbers, Deligne–Mumford stacks with generically triv-

ial stabilizer can be understood by studying their underlying complex orbifold

structure. This approach leads one to the following classification of stacky

curves: over C, or indeed any algebraically closed field of characteristic 0, a

smooth stacky curve is uniquely determined up to isomorphism by its under-

lying complex curve and a finite list of numbers corresponding to the orders of

the (always cyclic) stabilizer groups of the stacky points of the curve (cf. Sec-

tion 4.2.2 and [GS]). This key feature of stacky curves in characteristic 0 paves

the way for many applications, including the description of the canonical ring

of a tame stacky curve in [VZB] (cf. Section 5.1) and a stacky approach to com-

puting rings of modular forms (cf. 5.2 and [VZB, Ch. 6]).

Such a concise classification of stacky curves fails in positive characteristic

since stabilizer groups may be nonabelian. Even in the case of stacky curves
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over an algebraically closed field k of characteristic p > 0, there exist infinitely

many nonisomorphic stacky curves over k with the same underlying scheme

and stacky point with stabilizer group abstractly isomorphic to Z/pZ (cf. Re-

mark 4.3.17). Thus any attempt at classifying stacky curves in characteristic p

will require finer invariants than the order of the stabilizer group. Our main

results, stated below, provide a classification of stacky curves in characteristic

p > 0 having nontrivial stabilizers of order p, using higher ramification data at

the stacky points.

A new tool called an Artin–Schreier root stack, denoted ℘−1
m ((L, s, f)/X), will

be constructed and studied in Section 4.3.1, but it appears in the statements of

our main results below so a brief introduction is in order. The object ℘−1
m ((L, s, f)/X)

is defined using the data of a line bundle L on X and two sections s ∈ H0(X,L)

and f ∈ H0(X,L⊗m). It replaces the root stack r
√

(L, s)/X from the theory of

tame stacky curves. Our main results are the following theorems.

Theorem 0.1.1 (Theorem 4.3.14). Suppose ϕ : Y → X is a finite separable Galois

cover of curves over an algebraically closed field k of characteristic p > 0 and y ∈ Y is

a ramification point with image x ∈ X such that the inertia group I(y | x) is Z/pZ.

Then étale-locally, ϕ factors through an Artin–Schreier root stack ℘−1
m ((L, s, f)/X).

This says that cyclic p-covers of curves Y → X yield quotient stacks that

have an Artin–Schreier root stack structure. By Artin–Schreier theory (Sec-

tion 1.4.2), over an algebraically closed field of characteristic p there are in-

finitely many non-isomorphic curves Y covering P1 with Galois group Z/pZ,

so the theorem implies we have infinitely many non-isomorphic stacky curves

over P1 with a single stacky point of order p. This is a phenomenon that only

arises in positive characteristic.
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Next, if a stacky curve has an order p stacky point, then locally about this

point the stacky curve is isomorphic to an Artin–Schreier root stack:

Theorem 0.1.2 (Theorem 4.3.16(1)). Let X be a stacky curve over a perfect field k of

characteristic p > 0. If X contains a stacky point x of order p, there is an open substack

U ⊆ X containing x such that U ∼= ℘−1
m ((L, s, f)/U) where (m,p) = 1, U is an open

subscheme of the coarse space X of X and a triple (L, s, f) on U as above.

Moreover, if the coarse space of X is P1, then X is the fibre product of finitely

many global Artin–Schreier root stacks:

Theorem 0.1.3 (Theorem 4.3.16(2)). Suppose all the nontrivial stabilizers of X are

cyclic of order p. If X has coarse space X = P1, then X is isomorphic to a fibre product

of Artin–Schreier root stacks of the form ℘−1
m ((L, s, f)/P1) for some (m,p) = 1 and a

triple (L, s, f) on P1.

If the coarse space of X is not P1 however, then Theorem 0.1.3 fails in gen-

eral (see Example 4.3.19). In fact, anytime the genus of the coarse space is at

least 1, there will be obstructions to sections f inducing a global Artin–Schreier

root stack structure on X.

To extend these results to the case when the stabilizers of X are higher-

order cyclic groups, Z/pnZ for n > 2, we generalize the above approach using

Artin–Schreier–Witt theory (Section 1.4.3). In particular, in Section 4.4.2, we re-

place the Artin–Schreier root stack ℘−1
m ((L, s, f)/X) with an analogueΨ−1

m̄ (ϕ/X).

This is defined using a quotient stack [Wn(m̄)/Wn] where Wn is the ring

scheme of lengthnWitt vectors and Wn(m̄) is a new stacky compactification of

Wn based off a construction of Garuti in [Gar] that suits our context. While we

do not give proofs of higher-order analogues of Theorems 0.1.1, 0.1.2 and 0.1.3,

we set the stage for future efforts at classification.
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0.2 Structure of the Thesis

The main described results in Section 0.1 are a synthesis of several differ-

ent ideas from number theory and algebraic geometry: wild ramification the-

ory, covers of curves, moduli problems and algebraic stacks. Each of these is

treated in great detail in the first three chapters of the thesis. Most of the nec-

essary algebraic number theory appears in Chapter 1, in which we review the

ramification theory of local fields and the theory of cyclic extensions of fields

in the tame (Section 1.4.1), prime order (Section 1.4.2) and prime-power order

(Section 1.4.3) cases. This trichotomy will recur throughout the thesis.

In Chapter 2, we give a survey of schemes and algebraic curves, which is

necessary language for the more abstract topics in later chapters. Starting from

the category of affine schemes (which is nothing but the opposite category of

commutative rings) in Section 2.1.1, we can construct schemes as certain topo-

logical spaces which are covered by affine schemes (Section 2.1.2). We then

describe a theory of sheaves and group actions on them by adapting module

theory to this topological setting (Section 2.1.3). We also survey group schemes

(Section 2.1.4) and étale morphisms (Section 2.1.5) which are important con-

cepts in later chapters. In Section 2.2, we review the algebraic geometry of

curves, including divisors (Section 2.2.1), the Riemann–Roch theorem (Sec-

tion 2.2.2) and the Riemann–Hurwitz formula (Section 2.2.3), which governs

the ramification theory of covers of curves.

We give an extensive treatment of algebraic stacks in Chapter 3. An alge-

braic stack, by definition (see Section 3.5.1), is a category fibred in groupoids

X which satisfies a descent condition, a representability condition and has a

smooth presentation U → X by a scheme U. The trajectory of Chapter 3
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is intentionally designed to assemble the parts of this definition one-by-one

and then stitch them together in a logical way. Elsewhere in mathematics,

this “strive to define” often comes at the cost of intuitive understanding, so

we take time to paint a larger picture of where stacks come from. Sites and

Grothendieck topologies (Section 3) are required reading for understanding

stacks, but the point of this language is to extract the defining features of sheaf

and cohomology theory and transport them to different geometric settings, the

most important being the étale topology (Section 3.1.6). Categories fibred in

groupoids (Section 3.2) are part of the definition of an algebraic stack, but more

importantly, they allow us to study moduli problems in algebraic geometry

that do not necessarily admit a geometric structure. In fact, such a geometric

structure (a fine moduli space) is often obstructed by the presence of nontriv-

ial automorphisms, an issue which is directly resolved by replacing sets with

groupoids. Descent theory (Section 3.3) allows us to define the stack condition

(Section 3.3.4), but more broadly, descent is a way of detecting when local data

should assemble into something global, in the sense of sheaf theory. Mean-

while, over a site such as the étale site, the covering property of schemes by

affine schemes gives rise to new objects called algebraic spaces (Section 3.4); it

will be useful to think of algebraic spaces as “schemes in the étale topology”.

Algebraic stacks, then, are a combination of these ideas (in Section 3.5 we re-

fer to them as an “interpolation” of stacks and algebraic spaces). As stacks, they

completely resolve the issues of nontrivial automorphisms in moduli spaces by

incorporating groupoids and descent. As analogues to algebraic spaces, they

bring scheme theory into the realm of stacks. By presenting an algebraic stack

X with an étale morphism U → X, where U is a scheme, rather than a smooth

morphism, we obtain a Deligne–Mumford stack (Section 3.5.2). The theory of
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Deligne–Mumford stacks is in many ways more manageable than the theory

of arbitrary algebraic stacks, e.g. their sheaf theory (Section 3.5.3) essentially

mimics the sheaf theory of schemes and they admit a canonical morphism to a

scheme called a coarse moduli space (Section 3.5.4).

The heart of this thesis lies in Chapter 4. In Section 4.1, we state the defi-

nition and basic properties of stacky curves, combining the approaches of Sec-

tions 2.2 and 3.5 to algebraic curves and Deligne–Mumford stacks, respectively.

A key feature of tame stacky curves is that they are locally isomorphic to a root

stack; we review this construction, originally due to Cadman [Cad] and, inde-

pendently, to Abramovich–Graber–Vistoli [AGV], in Section 4.2. In Section 4.3,

we define Artin–Schreier root stacks, describe their basic properties and use

them to prove Theorems 0.1.1, 0.1.2 and 0.1.3. In Section 4.4, we generalize

the Artin–Schreier root stack construction to the wild, higher-order cyclic case,

completing the trichotomy established in Chapter 1.

Finally, we outline two applications in Chapter 5 which are both ongoing

programs of investigation. In Section 5.1, we compute the canonical divisor

and canonical ring of some stacky curves in characteristic p > 0, which are

the first steps in a future generalization of the results in [VZB] for tame stacky

curves. Then in Section 5.2 we describe a potential application of these compu-

tations to the theory of modular forms in positive characteristic.

0.3 Connections to Other Works

It is known (cf. [Ols, 11.3.1]) that under some mild hypotheses, a Deligne–

Mumford stack is étale-locally a quotient stack by the stabilizer of a point.
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More generally, the sequence of papers [AOV], [Alp10], [Alp13], [Alp14], [AHR1],

[AHR2] establishes a structure theory for (tame) algebraic stacks which says

that a large class of algebraic stacks are étale-locally a quotient stack of the

form [SpecA/Gx] where Gx is a linearly reductive stabilizer of a point x ∈ |X|.

The present article can be regarded as a small first step in the direction of a

structure theory for wild stacks, although it is of a different flavor than the

above papers. Our approach is more akin to the one taken in [GS].

Our structure theory in Section 4.3.1 also parallels the approach to wild

ramification in formal orbifolds and parabolic bundles taken in [KP], [KMa]

and [Kum]. There, the authors define a formal orbifold by specifying a smooth

projective curve over an algebraically closed field together with a branch data

abstractly representing the ramification data present in our construction. This

allows one to relate formal orbifolds and, more importantly, a suitable no-

tion of orbifold bundle on a formal orbifold, to the more classical notions of

parabolic covers of curves and parabolic bundles (cf. [MS]). Formal orbifolds ad-

mit a Riemann–Hurwitz formula ([KP, Thm. 2.20]) analogous to Theorem 5.1.2

and can be studied combinatorially as we did in Section 4.3.1. Moreover, they

shed light on the étale fundamental group of curves in arbitrary characteristic

(cf. [KP, Thm. 2.40] or [Kum, Thm. 1.1]). The perspective we take is more of

an “organic” algebro-geometric view of wildly ramified stacky curves which

comes naturally out of the classification problem for Deligne–Mumford stacks

in dimension 1 discussed in Section 0.1.
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Chapter 1

Ramification

In this chapter we gather some definitions and foundational results in the

theory of Galois extensions and ramification invariants. Unless otherwise stated,

the details and proofs can be found in [Ser2].

1.1 Discretely Valued Fields

The p-adic numbers, first discovered and studied by Kurt Hensel, are an

algebraic analogue of the notion of power series expansions in analysis. Their

applications in number theory eventually evolved into the theory of discretely

valued fields, which we describe in this section.

The main features to recall about the ring Zp of p-adic integers (where p is

a prime integer) are:

• Let Z(p) be the localization of the ring of integers Z at the ideal (p). Then

8



there is a topology on Z(p) induced by the norm | · |p defined by |x|p = p
−m

if x = pmab for a,b ∈ Z,p - ab.

• Zp is the completion of Z(p) with respect to this p-adic topology.

• Zp is a discrete valuation ring (see below) with respect to the p-adic valu-

ation vp defined by vp(x) = m if x = pmab with p - ab.

As p ranges over all prime integers, the fraction fields Qp = Frac(Zp) account

for all completions of Q with respect to any norm, save for R. A common

theme in modern number theory and arithmetic geometry, known in specific

case as a “local-to-global principle” (or “Hasse principal”), is that the prop-

erties of an object defined over a field can often be recovered by knowing its

properties over the various completions of the field. Therefore the p-adic fields

Qp and their generalizations occupy an important place in the arithmetic ge-

ometry toolkit.

To define a discretely valued field, let us begin by recalling some basic def-

initions.

Definition 1.1.1. Let K be a field. An absolute value on K is a function | · | : K→ R

such that

(1) |x| > 0 for all x ∈ K, with |x| = 0 if and only if x = 0.

(2) |xy| = |x| |y| for all x,y ∈ K.

(3) |x+ y| 6 |x|+ |y| for all x,y ∈ K.

9



Remark 1.1.2. Axiom (3) implies that |ζ| = 1 for any root of unity ζ ∈ K such

that ζn = 1.

Definition 1.1.3. An absolute value | · | : K → R>0 is called nonarchimedean if

|x+ y| 6 max{|x|, |y|} for any x,y ∈ K. Otherwise | · | is called archimedean.

Example 1.1.4. The trivial absolute value is defined for any field K:

|x|0 =


1, x 6= 0

0, x = 0.

Example 1.1.5. The standard absolute value

|x|∞ =


x, x > 0

−x, x < 0

is an archimedean absolute value on Q.

Example 1.1.6. For any prime number p, the p-adic norm | · |p is a nonar-

chimedean absolute value on Q.

Two absolute values on K are said to be equivalent if they induce the same

metric topology on K. A theorem of Ostrowski says that every nontrivial ab-

solute value on Q is either equivalent to | · |p for some prime p if it is nonar-

chimedean, or to | · |∞ if it is archimedean.

The theory of nonarchimedean absolute values has a distinct flavor from

that of archimedean absolute values. For instance, in the former case there is
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an important connection to discrete valuations on K which we explain next.

Recall that an integral domain A is a Dedekind domain if A is integrally closed,

noetherian and has Krull dimension 1 (i.e. every prime ideal is maximal).

Definition 1.1.7. A local Dedekind domain A is called a discrete valuation ring

(or DVR). Its residue field is the quotient k = A/m where m is the unique maximal

ideal of A.

Definition 1.1.8. LetA be a ring. Then a valuation onA is a function v : Ar {0}→

Z>0 satisfying:

(i) v(xy) = v(x) + v(y) for all x,y ∈ Ar {0}.

(ii) v(x+ y) > min{v(x), v(y)} for all x,y ∈ Ar {0}.

(iii) v(x) = 0 if and only if x ∈ A×.

A valuation v is a discrete valuation if it is surjective.

The following characterization is a standard proof in commutative algebra.

Proposition 1.1.9. For an integral domain A, the following are equivalent:

(1) A is a DVR.

(2) There is a discrete valuation v on A.

It is common to extend a valuation v on A to the field of fractions K of A by

setting v(0) = ∞ and v
(
a
b

)
= v(a) − v(b) to get a function v : K → Z ∪ {∞}.

Then the connection between nonarchimedean absolute values and discrete

valuations on K is given by:
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Proposition 1.1.10. Given a nonarchimedean absolute value | · | on K, setting v(x) =

− log |x| for all x ∈ K× and v(0) =∞ defines a discrete valuation v : K→ R∪ {∞}.

Proof. For all x,y ∈ K, we have |xy| = |x| |y| which implies v(xy) = v(x) + v(y).

Likewise, |x+ y| = max{|x|, |y|} implies v(x+ y) > min{v(x), v(y)}.

Definition 1.1.11. For a nonarchimedean absolute value | · | on a field K, define

O := {x ∈ K× | v(x) > 0}∪ {0} = {x ∈ K× : |x| 6 1}∪ {0}

O× := {x ∈ K | v(x) = 0} = {x ∈ K : |x| = 1}

m := {x ∈ K | v(x) > 0} = {x ∈ K : |x| < 1}

κ := O/m,

called respectively the valuation ring, group of units, valuation ideal and residue

field of | · |. We call the triple (K, | · |, v) a discretely valued field.

If v is a discrete valuation on K, we can form the completion K̂ of K with

respect to the absolute value | · | = | · |v. The following properties are easy to

establish.

Lemma 1.1.12. For any valuation v on K,

(a) The completion K̂ with respect to | · | is a field.

(b) | · | extends uniquely to an absolute value on K̂.

(c) K embeds as a dense subset of K̂.
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We will also denote by | · | the unique extension of | · | to K̂. Define the

completions of the valuation ring and valuation ideal of | · | in K̂:

Ô = {x ∈ K̂× : |x| 6 1}∪ {0}

m̂ = {x ∈ K̂× : |x| < 1}.

Then one can show:

Lemma 1.1.13. For any absolute value | · | on K,

(a) Ô/m̂ = O/m.

(b) Ô = lim
←−

O/mn.

(c) Ô× = lim
←−

(O/mn)×.

A key tool in the study of discretely valued fields is Hensel’s lemma, which

appears in various forms in the literature. The following version can be found

in (cite).

Theorem 1.1.14 (Hensel’s Lemma). Assume K is a field which is complete with

respect to a discrete, nonarchimedean absolute value | · |. Suppose f(x) ∈ O[x] is a

monic polynomial of degree n and f̄(x) ∈ κ[x] admits a factorization

f̄(x) = ḡ(x)h̄(x)

for ḡ, h̄ relatively prime, monic polynomials over κ of degrees r and n− r, respectively.
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Then

f(x) = g(x)h(x)

for g(x),h(x) ∈ O[x] with degg = r, degh = n − r, ḡ(x) = g(x) mod m and

h̄(x) = h(x) mod m.

Corollary 1.1.15. If f(x) ∈ O[x] such that f̄(x) ∈ κ[x] has a simple root in κ then

f(x) has a simple root in O.

Proof. Apply Theorem 1.1.14 with r = 1.

1.2 Local Fields

Definition 1.2.1. A local field is a complete, discretely valued field with perfect

residue field.

Example 1.2.2. For any prime integer p, the p-adic field Qp and the field of

Laurent series Fp((t)) are both local fields.

Remark 1.2.3. In the literature, it is sometimes required that a discretely valued

field has a finite residue field to be local. In other places, the residue field is

allowed to be arbitrary. Many times R and C are included in the definition of

local field, for reasons related to the “local-to-global” philosophy mentioned in

Section 1.1.

Theorem 1.2.4. Every local field with finite residue field is a finite extension of Qp or

Fp((t)) for some prime integer p.
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Let K be a local field with residue field κ and assume charκ = p > 0 for

some prime p. When charK = 0, we call this the mixed characteristic case,

whereas charK = p is called the equal characteristic case.

Many useful number theoretic properties of a field may be derived solely

from the lifting property in Hensel’s Lemma, so we may weaken the complete-

ness assumptions in Theorem 1.1.14.

Definition 1.2.5. A field K is henselian if there exists a nonarchimedean absolute

value | · | on K with valuation ring O such that Hensel’s Lemma holds for irreducible

polynomials in O[x].

Example 1.2.6. By Hensel’s Lemma, complete, discretely valued fields are henselian.

Suppose (K, | · |, v) is a nonarchimedean field. Taking its completion K̂, we

can consider the subextension K ⊆ Kh ⊆ K̂ defined by

Kh = {α ∈ K̂ | α is separable over K}.

Then v and | · | extend uniquely to K̂ (Lemma 1.1.12); denote their restrictions

to Kh ⊆ K̂ also by v and | · |. This makes Kh into a nonarchimedean field with

valuation ring Oh := OKh . Note that O ⊆ Oh ⊆ Ô. Since the value groups and

residue fields of K and K̂ are the same (Lemma 1.1.13), the value group and

residue field of Oh must coincide with these as well.

Lemma 1.2.7. Kh is henselian.

Proof. Factoring a monic polynomial f(x) ∈ K[x] can be done over the algebraic
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closure K of K if it can be done over any extension of K. Thus Hensel’s Lemma

holds for K∩ K̂ = Ksep ∩ K̂ = Kh.

Definition 1.2.8. For a nonarchimedean field (K, | · |, v), the field Kh ⊆ K̂ is called the

henselization of K.

Theorem 1.2.9. If (K, | · |) is a henselian field and L/K is an algebraic extension, then

there is a unique absolute value | · |L on L extending | · |. Further, if L/K is finite of

degree n then

|x|L =
n

√
|NL/K(x)|

and L is complete with respect to | · |L if K is complete with respect to | · |.

The converse of Theorem 1.2.9 is true, that is, the property of unique exten-

sion of absolute values characterizes Henselian fields.

Theorem 1.2.10. Suppose (K, | · |, v) is a nonarchimedean field such that | · | extends

uniquely to any algebraic extension L/K. Then K is Henselian.

Corollary 1.2.11. Every algebraic extension of a Henselian field is Henselian. In

particular, every finite extension of a Henselian field is also Henselian.

Corollary 1.2.12. Let (K, | · |) be a complete nonarchimedean field and L/K an alge-

braic extension. Then there is a unique absolute value | · |L on L which extends | · | and

is of the form |x|L = n

√
|NL/K(x)| if L/K is finite of degree [L : K] = n. Moreover, L is

complete with respect to this | · |L.

Let (K, | · |, v) be a nonarchimedean field and L/K an algebraic extension.
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Then the extension of absolute values to L induces an extended valuation

w : L× −→ R

α 7−→ v(NL/K(α)).

Moreover, by Theorem 1.2.9, if K is Henselian then w is the unique such valu-

ation on L extending v.

Definition 1.2.13. For a Henselian field (K, | · |, v) and an algebraic extension (L, | ·

|L,w), the ramification index is e = eL/K = [w(L×) : v(K×)] and the inertial

degree is f = fL/K = [λ : κ].

Notice that if v is a discrete valuation andw is its extension to L/K, we have

w(πeL) = ew(πL) = v(πK) = w(πK),

so (πeL) = (πK) in OL, i.e. meL = mKOL.

Proposition 1.2.14. Let K be Henselian, L/K a finite extension and e = eL/K and

f = fL/K the ramification index and inertial degree, respectively. Then [L : K] > ef

with equality if and only if v is a discrete valuation and L/K is separable.

Proof. Pick elements ω1, . . . ,ωf ∈ OL which reduce modulo mK to a basis of

λ/κ. Also pick π0,π1, . . . ,πe−1 ∈ L× such that w(π0),w(π1), . . . ,w(πe−1) are

representatives ofw(L×)/v(K×). It then suffices to prove the productsωiπj are

linearly independent over K. Suppose
∑
i,j aijωiπj = 0 where aij ∈ K are not

all 0. Collecting the terms of minimal valuation in this sum, it will be enough
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to show that the sum of these lowest-valuation terms has the same valuation

as each individually. Observe that all these terms must share the same index j,

because

w(aijωiπj) = w(aij) +w(πj) ≡ w(πj) mod w(K×),

so different j correspond to different valuations. Fix this j and consider

∑
i∈I
aijωjπj

where I ⊆ {1, . . . , f} corresponds to the subset of terms of minimal valuation.

Thenw(aij) is constant over i ∈ I, sayw(aij) = a, so aij = εbij for some ε ∈ K×

and bij satisfying w(bij) = 0. Thus

επj
∑
i∈I
bijωj 6≡ 0 mod mL

since ω̄1, . . . , ω̄f are a basis for λ/κ. So

w

(∑
i∈I
aijωiπj

)
= w(επj) = w(aij) = a

and the linear independence is proved.

Now assume v is discrete and L/K is separable. Then each πj = π
j
L. Define

the OL-submodules

M =
∑
i,j

OKωiπj =
∑
i,j

OKωiπ
j
L and N =

∑
i

OKωi.
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ThenM = N+ πLN+ . . . + πe−1
L N. We will showM = OL. Write

OL = N+ πLOL

= N+ πL(N+ πLOL)

= N+ πL(N+ πL(N+ πLOL))

= N+ πLN+ π2
LN+ . . . + πe−1

L N+ πeLOL after e expansions

=M+ πeLOL =M+ πKOL.

Now OK is a local ring (it’s a DVR) and since L/K is separable, OL is a finitely

generated OK-module. Therefore by Nakayama’s Lemma, OL = M. Hence

[L : K] = ef.

Remark 1.2.15. For complete fields with discrete valuations, the ‘fundamental

equality’ in Proposition 1.2.14 holds even without the separable assumption.

1.3 Ramification Theory

LetK be a Henselian field with valuation ring OK, valuation ideal mK, residue

field κ and valuation v as usual, and let L/K be a finite extension with exten-

sions OL,mL, λ and w of the corresponding objects for K.

Definition 1.3.1. We say L/K is unramified if fL/K = [L : K] and λ/κ is separable.

Otherwise L/K is ramified. Further, when char κ = p > 0, the extension L/K is

called tamely ramified (or simply tame) if λ/κ is separable and p does not divide

[L : T ], where T is the maximal unramified subextension of L/K.
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The ramification theory of L/K can be studied by factoring the extension

into a tower

L ⊇ V ⊇ T ⊇ K,

where T/K is the maximal unramified subextension of L/K and V/K is the max-

imal tame subextension. We call L/K totally ramified if T = K and wildly ramified

if V 6= L. It is the last type of extension of local fields that will play a central

role in this thesis.

For the remainder of this section, let L/K be a finite Galois extension of

discretely valued fields with Galois group G = Gal(L/K). Then G acts on the

set of extensions | · |w of | · |v to L by σ(| · |w)(x) = |σ(x)|w for all x ∈ L. One can

show that this action is transitive. Fixing an extension w | v of valuations, we

define

OL,w = {x ∈ L : |x|w 6 1} (the valuation ring for w)

PL,w = {x ∈ L : |x|w < 1} (the valuation ideal for w)

Gw = {σ ∈ G : |σ(x)|w = |x|w for all x ∈ L}

Iw = {σ ∈ Gw : σ(x) ≡ x mod PL,w for all x ∈ OL,w}

Rw =

{
σ ∈ Gw :

σ(x)

x
≡ 1 mod PL,w for all x ∈ L×

}
.

The subgroups Gw, Iw and Rw are called, respectively, the decomposition group,

inertia group and ramification group for w | v. In general, we have Rw 6 Iw 6

Gw 6 G. Some basic properties of these subgroups can be found in Serre ([Ser2,

Ch. IV]).
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Proposition 1.3.2. Let char κ = p. If p > 0 then Rw is the unique Sylow p-subgroup

of Iw.

The sequence of subgroups Rw 6 Iw 6 Gw 6 G is really the beginning of a

filtration of subgroups for G = Gal(L/K), which we construct now.

Definition 1.3.3. For each s ∈ [−1,∞), define the sth higher ramification group

Gs = {σ ∈ G | vL(σ(a) − a) > s+ 1 for all a ∈ OL}.

(These may also be referred to as the ramification groups ofG for the lower numbering.)

Example 1.3.4. Clearly G−1 = G and G0 = I = IvL is the inertia group. More-

over, if R = RvL is the ramification group of G, we have

σ ∈ R ⇐⇒ vL

(
σ(a)

a
− 1
)
> 1 for all a ∈ OL

⇐⇒ vL

(
σ(a) − a

a

)
> 1 for all a ∈ OL.

If a ∈ mL, then vL
(
σ(a)−a
a

)
= vL(σ(a) − a) − vL(a) so vL(σ(a) − a) > vL(a) +

1 > 2. Likewise for a ∈ O×L , so G1 = R is the ramification group.

Lemma 1.3.5. Gs is a normal subgroup of G for all s > 0.

Proof. Take τ ∈ Gs,σ ∈ G and a ∈ L. Then

vL(στσ
−1(a) − a) = vL(τ(σ

−1(a)) − σ−1(a))
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so if vL(τ(x) − x) > s+ 1 for all x ∈ OL, then vL(στσ−1(x) − x) > s+ 1 for all

x ∈ OL and vice verse, since σ acts on G by automorphisms.

The higher ramification groups Gs form a filtration of G,

G = G−1 ⊇ G0 ⊇ G1 ⊇ G2 ⊇ · · · ,

called the higher ramification filtration (in the lower numbering) for G.

Lemma 1.3.6. G0 is isomorphic to a semidirect product P o Z/mZ where P is a

p-group andm ∈ Z,p - m.

Corollary 1.3.7. G0 is solvable.

Corollary 1.3.8. If L/K is totally ramified and Galois, then Gal(L/K) is solvable.

Example 1.3.9. Consider the local function field K = Fp((t)). Then any finite

Galois extension L/K is totally ramified and hence has solvable Galois group.

Remark 1.3.10. If L/K is Galois and the residue extension λ/κ is separable, we

can write OL = OK[x] for some x ∈ OL. For each nontrivial σ ∈ G = Gal(L/K),

write iL/K(σ) = vL(σ(x) − x) and also set iL/K(1) = ∞. In fact, iL/K(σ) =

miny∈OL
{vL(σ(y) − y)} since for any y ∈ OL, we may write

y = a0 + a1x+ . . . + anxn

for n ∈ N,ai ∈ OK and have σ(y) − y = a1(σ(x) − x) + . . . + an(σ(xn) − xn).

By a binomial expansion, each σ(xk) − xk is divisible by σ(x) − x so it follows
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that vL(σ(y) − y) > vL(σ(x) − x). In particular, this implies usefully that the

definition of iL/K(σ) is independent of any generator chosen for OL. The higher

ramification groups can thus be written

Gs(L/K) = {σ ∈ G | iL/K(σ) > s+ 1}.

Define the function

ϕL/K : [−1,∞) −→ [−1,∞)

s 7−→
∫ s

0

dx

[G0 : Gs]

where formally we set [G0 : G−1] = [G : G0]
−1. Then ϕL/K is piecewise-linear,

nondecreasing and if gs = |Gs|, then we can explicitly write

ϕL/K(s) =
1
g0

(g1 + . . . + gm + (s−m)gm+1)

for anym ∈N such that 0 < m 6 s 6 m+ 1. Also, ϕL/K(s) = s for −1 6 s 6 0.

By this reformulation, we can see that the slope of ϕL/K(s) is gm+1
g0

for all s,

wherem < s < m+ 1, but when s ∈ Z, the slope is gs−1
g0

. This implies:

Lemma 1.3.11. For any s > −1, ϕL/K(s) =
1
g0

∑
σ∈G

min{iL/K(σ), s+ 1}− 1.

Definition 1.3.12. Let L/K be a Galois extension. Then the subgroups Gt := Gs for

t = ϕL/K(s) are called the higher ramification groups for the upper numbering

of G.
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The advantage of the ramification groups of upper numbering is that they

are invariant under passage to a Galois subextension L ′/K of L/K (correspond-

ing to taking a quotient of the Galois group of L/K). By construction, the

“jumps” in the filtration Gs can only occur at integers. However, this is not

necessarily true of the ramification groups of upper numbering Gt. However,

we have:

Theorem 1.3.13 (Hasse-Arf). If L/K is an abelian extension and Gt is a jump in the

upper filtration of G = Gal(L/K), then t ∈ Z.

1.4 Cyclic Extensions

In this section, we review the abstract algebra of cyclic Galois extensions

of fields and, in the case when the ground field has characteristic p > 0, we

describe the ramification theory of cyclic extensions of order pn,n > 1. Further

details can be found in [Lan, Part VI, Sec. 6].

Fix a finite Galois extension L/K of fields with group G = Gal(L/K) =

{σ1, . . . ,σn} and let K be an algebraic closure of K. For each α ∈ L, the norm

and trace of α are defined respectively by

NL/K(α) =

n∏
j=1

σj(α) and TL/K(α) =

n∑
j=1

σj(α).

Notice thatNL/K(α), TL/K(α) ∈ K. When the extension is understood, these will

be written simply as N and T . The norm and trace functions, along with the
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following lemma, will be key tools in classifying cyclic extensions of K.

Lemma 1.4.1. Any set of distinct automorphisms of a field is linearly independent.

Proof. Let σ1, . . . ,σn be distinct elements of Aut(L/K) and suppose there exist

c1, . . . , cn ∈ K such that

c1σ1(x) + . . . + cnσn(x) = 0

for all x ∈ K. We must show ci = 0 for all i. To do so, induct on n. The base

case n = 1 is trivial, so suppose n > 2. Since σ1 6= σn, there must be some

x ∈ K with σ1(x) 6= σn(x). Evaluating the linear relation at xy for any y ∈ F

gives

c1σ1(x)σ1(y) + . . . + cnσn(x)σn(y) = 0.

On the other hand,

c1σn(x)σ1(y) + . . . + cnσn(x)σn(y) = σn(x)(c1σ1(y) + . . . + cnσn(y)) = 0

and subtracting these two lines gives

c1(σ1(x) − σn(x))σ1(y) + . . . + cn−1(σn−1(x) − σn(x))σn−1(y) = 0.

This is a linear relation on σ1, . . . ,σn−1 evaluated at y, so by induction, ci(σi(x)−

σn(x)) = 0 for all 1 6 i 6 n− 1. But c1(σ1(x) − σn(x)) = 0 and σ1(x) 6= σn(x)

together imply c1 = 0. Similarly, comparing σ2, . . . ,σn−1 to σn gives c2 = · · · =
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cn−1 = 0, so cnσn(y) = 0 for all y ∈ F. Since σn is nontrivial, this implies

cn = 0, completing the proof.

1.4.1 Kummer Theory

Let L/K be a Galois extension with norm N = NL/K. Then for any σ ∈ G =

Gal(L/K), N(σ(α)) = N(α) holds for all α ∈ L. This implies that if α =
σ(β)
β for

some β ∈ L×, then N(α) = 1. In fact, this characterizes the norm 1 elements in

any cyclic extension.

Theorem 1.4.2 (Hilbert’s Theorem 90). Let L/K be a cyclic extension with Galois

group G = 〈σ〉. Then for all α ∈ L×, N(α) = 1 if and only if α =
σ(β)
β for some

β ∈ L×.

Proof. ( =⇒) was proven above.

( =⇒ ) Let [L : K] = n so that G = {1,σ, . . . ,σn−1}. Fixing α ∈ L such that

N(α) = 1, define

f(x) = αx+ασ(α)σ(x) +ασ(α)σ2(α)σ2(x) + . . . +ασ(α) · · ·σn−1(α)σn−1(x)

= αx+ασ(α)σ(x) +ασ(α)σ2(α)σ2(x) + . . . + σn−1(x)

since ασ(α) · · ·σn−1(α) = N(α) = 1. Now α 6= 0 so the coefficients of f(x)

are nonzero. Thus by Lemma 1.4.1, there is some x ∈ K such that f(x) 6= 0.
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Applying σ, we get

σ(f(x)) = σ(αx+ασ(α)σ(x) +ασ(α)σ2(α)σ2(x) + . . . + σn−1(x))

= σ(α)σ(x) + σ(α)σ2(α)σ2(x) + σ(α)σ2(α)σ3(α)σ3(x) + . . . + σn(x)

=
f(x) −αx

α
+ x since σn = 1

=
f(x)

α
− x+ x =

f(x)

α
.

Taking β = 1
f(x) , we have α =

σ(β)
β .

Theorem 1.4.3 (Kummer). Suppose K contains a primitive nth root of unity. Then

there is a bijection

cyclic extensions L/K with

[L : K] dividing n

←→ {K( n
√
a) | a ∈ K×}.

Proof. If ζn denotes a primitive nth root of unity in K and n
√
a is a root of xn−a,

then all roots of xn− a are given by n
√
a, ζn n

√
a, ζ2

n
n
√
a, . . . , ζn−1

n
n
√
a. Since each

ζin
n
√
a ∈ K( n

√
a), K( n

√
a)/K is Galois. Let G = Gal(K( n

√
a)/F) and define a map

ϕ : G −→ {ζin | 0 6 i 6 n− 1} ∼= Z/nZ

σ 7−→ σ( n
√
a)

n
√
a

.

Then ϕ is a group homomorphism and kerϕ = {1}, so G is a cyclic group of

order dividing n.

Conversely, suppose L/K is cyclic of order d | n and Galois group Gal(L/K) =
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〈τ〉. Then ζd = ζ
n/d
n is a primitive dth root of unity in K and by the properties

of the norm map,

NL/K(ζd) = ζ
[L:K]
d = ζdd = 1.

So by Hilbert’s Theorem 90, ζd =
τ(β)
β for some β ∈ L×, or alternatively,

τ(β) = ζdβ. Since τ generates Gal(L/K), the Galois conjugates of β are pre-

cisely β, ζdβ, ζ2
dβ, . . . , ζd−1

d β which proves L = K(β). Also, notice that τ(βd) =

τ(β)d = ζddβ
d = βd, so βd ∈ K. Since d | n, βn ∈ K as well and we have

L = K(β) = K( n
√
a) where a = βn.

Remark 1.4.4. When K does not contain a primitive nth root of unity, one

can similarly show that any cyclic extension of K of degree n is a subfield of

K(ζn, n
√
a) for some a ∈ K×.

Definition 1.4.5. A Kummer extension is an extension K( n
√
a)/K for K a field

containing a primitive nth root of unity and a ∈ K×.

The study of Kummer extensions is called Kummer theory. The follow-

ing result gives an explicit description of Kummer extensions in terms of the

algebra of the base field itself. Consider the set of pairs (L/K,σ) where L/K

is a cyclic extension and σ is a generator of Gal(L/K). We call (L/K,σ) and

(L ′/K,σ ′) equivalent if there exists a K-isomorphism L→ L ′ commuting with σ

and σ ′. Let Cycn(K) denote the set of equivalence classes of cyclic extensions

of K of degree dwith d | n.

Theorem 1.4.6. Let K have a primitive nth root of unity. Then
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(1) For any a ∈ K×, [K( n
√
a) : K] is equal to the order of a in K×/(K×)n.

(2) Two Kummer extensions K( n
√
a) and K( n

√
b) are isomorphic if and only if a =

bmcn for some c ∈ K× and (m,n) = 1.

(3) There is a bijection between the sets Cycn(K) and K×/(K×)n.

1.4.2 Artin–Schreier Theory

When charK = p > 0, Kummer theory fails to describe cyclic extensions of

degree pk since the only pkth root of unity is 1 itself so there are no nontriv-

ial extensions of the form K( p
√
a)/K. However, Artin–Schreier theory (in the

Z/pZ case, and Artin–Schreier–Witt theory in general) provides a characteris-

tic p replacement for Kummer theory. To describe this, we have the following

analogue of Hilbert’s Theorem 90 for the trace function.

Theorem 1.4.7 (Hilbert’s Theorem 90, Additive Version). Let L/K be a cyclic

extension with Galois group G = 〈σ〉. Then for all α ∈ L, TL/K(α) = 0 if and only if

α = σ(β) −β for some β ∈ L.

Proof. ( =⇒ ) Similarly to the norm case, the Galois hypothesis implies T(σ(α)) =

T(α), so if α = σ(β) −β then T(α) = 0.

( =⇒) Since L/K is Galois, T is a nontrivial linear combination of powers of
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σ and thus is nonzero. If [L : K] = n and α ∈ L such that T(α) = 0, define

f(x) = αx+ (α+ σ(α))σ(x) + . . . + (α+ σ(α) + . . . + σn−1(α))σn−1(x)

= αx+ (α+ σ(α))σ(x) + . . . + (α+ σ(α) + . . . + σn−2(α))σn−2(x)

since α+ σ(α) + . . . + σn−1(α) = T(α) = 0. Applying σ to this, we get

σ(f(x)) = σ(αx+ (α+ σ(α))σ(x) + . . . + (α+ σ(α) + . . . + σn−2(α))σn−2(x))

= σ(α)σ(x) + (σ(α) + σ2(α))σ2(x) + . . . + (σα + . . . + σn−1(α))σn−1(x)

= f(x) −αx−ασ(x) − . . . −ασn−1(x)

= f(x) −αT(x).

Since T 6= 0, there is some x ∈ Lwith T(x) 6= 0. Then setting β = −
f(x)
T(x) gives us

α = σ(β) −β.

Theorem 1.4.8 (Artin–Schreier). Let K be a field of characteristic p > 0. Then there

is a bijection

cyclic extensions L/K with

[L : K] = p

←→
L = K(α) for αp −α− a ∈ K

a 6= bp − b for b ∈ K

 .

Proof. Suppose α is a root of xp− x−awhere a 6= cp− c for any c ∈ K. Then all

roots of xp − x− a are given by α,α+ 1, . . . ,α+ p− 1. As each of these lies in

K(α), we see that K(α)/K is Galois. In particular, Gal(F(α)/F) = {1,σ, . . . ,σp−1}

where σi(α) = α+ i for each 0 6 i 6 p− 1. This shows Gal(K(α)/K) is cyclic
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of order p.

Conversely, suppose L/K is cyclic of order p with Galois group G = 〈τ〉.

Then T(1) = [L : K] · 1 = p · 1 = 0, so by the additive version of Hilbert’s

Theorem 90, 1 = τ(α) −α for some α ∈ L. Thus τ(α) = α+ 1 and τi(α) = α+ i

for all 0 6 i 6 p− 1. This shows that the minimal polynomial of α over K is

p−1∏
i=0

(x− (α+ i)) =

p−1∏
i=0

((x−α) − i) = (x−α)p − (x−α) = xp − x− (αp −α).

Since this polynomial lies in K[x], αp − α ∈ K; set a = αp − α. Then α is a root

of xp − x− a and L = K(α) by counting dimensions.

Definition 1.4.9. For a prime p, define the ℘-function ℘(x) = xp − x. An Artin–

Schreier extension is an extension K(℘−1(a))/K for K a field of characteristic p,

a ∈ K and ℘−1(a) any solution to xp − x = a.

The study of Artin–Schreier extensions is called Artin–Schreier theory. In

analogy with Kummer theory, we can describe all Artin–Schreier extensions of

a characteristic p field in terms of the structure of the field itself. As before, let

Cycp(K) be the set of equivalence classes of degree p Galois extensions of K.

Theorem 1.4.10. Let K be a field of characteristic p > 0. Then

(1) Two Artin–Schreier extensions K(℘−1(a)) and K(℘−1(b)) are isomorphic if and

only if a = mb+ cp − c for c ∈ K andm ∈ Fp.

(2) There is a bijection between the sets Cycp(K) and K/℘(K).

Now let K be a local field with valuation v.
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Proposition 1.4.11. Let L/K be the Artin–Schreier extension of K given by L =

K(℘−1(a)) = K[x]/(xp − x − a) for a ∈ K r ℘(K). Then the higher ramification

filtration (in the lower numbering) for G = Gal(L/K) has its jump atm := −v(a).

Proof. We may assume K = k((t)) where k is algebraically closed of character-

istic p and a ∈ K is of the form a = t−mg(t) for some g(t) ∈ k[[t]]. Let vL be the

unique extension of v to L, which in particular satisfies vL(t) = p. Pick integers

a and b such that ap− bm = 1. Set z = ybta and note that

−pm = vL(t
−mg) = vL(y

p − y) = min{vL(yp), vL(y)} = vL(yp) = pvL(y).

Then vL(y) = −m and vL(z) = −bm+ ap = 1, so z is a uniformizer in L and

thus OL = OK[z]. Thus by Remark 1.3.10, the higher ramification groups of L/K

can be computed as

Gs = {σ ∈ G | vL(σ(z) − z) > s+ 1}.

Let σ ∈ G be the generator acting by σ(y) = y+ 1. Then

σ(z) = σ(ybta) = (y+ 1)bta =

b∑
i=0

(
b

i

)
yita
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so we have

vL(σ(z) − z) = vL

(
b−1∑
i=0

(
b

i

)
yita

)

= min{vL(ta), vL(byta), . . . , vL(byb−1ta)}

= min{ap,−m+ ap, . . . ,−m(b− 1) + ap}

= −m(b− 1) + ap = m+ 1.

It follows that Gs = G for all s 6 m and Gs = 0 for all s > m+ 1. Hence the

ramification filtration for G (in the lower numbering) is:

G = G0 = G1 = . . . = Gm ) Gm+1 = 0.

Since the ramification filtration is an isomorphism invariant of the Galois

extension L/K, we see that different ramification jumps yield non-isomorphic

Z/pZ-extensions of K, a phenomenon which by Kummer theory does not oc-

cur in the tame case. Moreover, the ramification jump essentially classifies all

Artin–Schreier extensions of a local field (cf. [Ser2, Ch. IV]). For us, it will be

the key arithmetic invariant used to classify stacky curves in Chapter 4.

33



1.4.3 Artin–Schreier–Witt Theory

Suppose K is a field of characteristic p > 0 and L/K is a Galois extension

with group G = Z/pnZ. When n = 1, Artin–Schreier theory said that such

extensions are all of the form L = K[x]/(xp − x − a) for some a ∈ K, with

isomorphism classes of such extensions determined by the ramification jump

m = −v(a). When n = 2, write L/K as a tower L ⊇ M ⊇ K, where L/M and

M/K are both Galois extensions with group Z/pZ. Then by Artin–Schreier

theory,

M = K[x]/(xp − x− a) and L =M[z]/(zp − z− b)

for a ∈ Kr ℘(k) and b ∈ Mr ℘(M) – where again, ℘ denotes the map c 7→

cp− c. It turns out (see [OP]) that the extension L/K itself can be defined by the

equations

yp − y = x and zp − z =
xp + yp − (x+ y)p

p
+w

where both x andw lie inK. Compare this to a Z/pZ×Z/pZ-extension, which

can be written as a tower of Z/pZ-extensions in multiple ways. The fact that

L/K is cyclic is reflected in the above equations defining the extension. To see

this explicitly, suppose H = Gal(M/K) ∼= 〈σ〉 where |σ| = p. Then σ acts on

M = K[x]/(xp − x− a) via σ(x) = x+ 1. Moreover, σ generates G = Gal(L/K)

if and only if σp(z) = z+ 1. It’s easy to see that when L/K is Galois of order
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p2 and factors as the tower above, then σp(z) = z+ 1 occurs precisely when

G ∼= Z/p2Z, while σp(z) = z coincides with the case G ∼= Z/pZ×Z/pZ.

For a general cyclic extension of order pn, Artin–Schreier–Witt theory and

the arithmetic of Witt vectors encode the above automorphism data in a sys-

tematic way. The basic theory can be found in various places, including [Lan,

pp. 330-332], but here is an overview of what we will use later in the thesis. For

a commutative ring A, we define the set of Witt vectors over A to be simply the

set of sequences of elements of A:

W(A) = {(a1,a2,a3, . . .) | an ∈ A}.

This is obviously functorial, so we have defined a functor W : Ring → Set.

We next define a ring structure on each W(A). For a Witt vector a = (an) ∈

W(A), an associated sequence (a(n)) of ghost components (composantes fantômes

in French) is defined by setting

a(n) = ap
n

0 + pap
n−1

1 + . . . + pnan =

n∑
i=0

pia
pn−i

i .

If A contains Q, then the association of a Witt vector to its sequence of ghost

components is bijective, but this is not true in general. Explicitly, the Witt vec-

tor associated to a sequence of ghost components (a(n)) is given by

a0 = a(0) and an =
1
pn
a(n) −

n−1∑
i=0

1
pn−i

a
pn−i

i .
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In the case when Q ⊆ A, we may define addition and multiplication oper-

ations on W(A) by taking a + b (resp. ab) to be the Witt vector whose nth

ghost component is (a + b)(n) = a(n) + b(n) (resp. (ab)(n) = a(n)b(n)). Set

R = Q[X0,X1, . . . ;Y0, Y1, . . .] and consider the Witt vectors X = (X0,X1, . . .) and

Y = (Y0, Y1, . . .) in W(R). Put

Sn(X0, . . . ,Xn; Y0, . . . ,Yn) := (X+Y)n and Pn(X0, . . . ,Xn; Y0, . . . ,Yn) := (XY)n.

Lemma 1.4.12. For each n > 1, Sn and Pn are polynomials in X0, . . . ,Xn and

Y0, . . . ,Yn with integer coefficients.

Proof. (Sketch) For any a = (an) ∈W(A), define a power series

fa(t) =

∞∏
n=1

(1 − ant
n).

Then the standard and ghost components of a are related as follows:

−t
d

dt
log fa(t) =

∞∑
n=1

a(n)tn.

Using this, one can show that fX(t)fY(t) = fX+Y(t) and, with slightly more

work, that

fXY(t) =

∞∏
d=0

∞∏
e=0

(1 −Xm−d
d Ym−e

e tm)d+e−m

where m = gcd(d, e). These then imply that Sn and Pn have integer coeffi-

cients.
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Thus the definitions of addition and multiplication of Witt vectors can be

extended to Z[X0,X1, . . . ;Y0, Y1, . . .] and indeed any subring of a ring containing

Q. Finally, for an arbitrary commutative ringA, fix a = (an),b = (bn) ∈W(A),

let ϕa,b be the ring homomorphism

ϕa,b : Z[X0,X1, . . . ;Y0, Y1, . . .] −→ A

Xn 7−→ an

Yn 7−→ bn,

and define the addition and multiplication of a and b by

a+ b =W(ϕa,b)(X+ Y) and ab =W(ϕa,b)(XY).

Under these operations, W(A) is a ring with zero element (0, 0, 0, . . .) and unit

(1, 0, 0, . . .), and W : Ring → Ring is a functor. Furthermore, it is easy to check

using the above description of Witt vector addition that W(A) is always a ring

of characteristic 0. Therefore W(A) 6∼= AN in general.

Now assume for the rest of the section that K is a field of characteristic p > 0

and A is a K-algebra. We make the following change in notation: for each

n > 0, replace an in place of apn and write a = (a0,a1,a2, . . .) for the sequence

of pth power components of the original Witt vector. Call W(A) the set of Witt

vectors over A with this new numbering convention. This obviously changes

the explicit structure of W(A), but it is clear that the ghost components of a =

(a0,a1,a2, . . .) are still given by a(n) = a
pn

0 + pap
n−1

1 + . . . + pnan. Moreover,
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the Witt vector arithmetic defined above still defines a ring structure on W(A).

For each n > 1, let Wn(A) be the set of Witt vectors of length n over A, i.e.

the image of the ring homomorphism

tn : W(A) −→W(A)

(a0, . . . ,an−1,an,an+1, . . .) 7−→ (a0, . . . ,an−1, 0, 0, . . .).

We write an element of Wn(A) as (a0, . . . ,an−1). The Verschiebung operator

defined by V : W(A) → W(A), (a0,a1, . . .) 7→ (0,a0,a1, . . .) is an abelian

group homomorphism, and moreover, Wn(A) ∼= W(A)/VnW(A) where Vn =

V ◦ · · · ◦ V︸ ︷︷ ︸
n

. The following results are standard (cf. [Ser2, Part II, Sec. 6]).

Lemma 1.4.13. The Verschiebung satisfies:

(a) Each a = (an) ∈ W(A) can be written a =
∑∞
n=0 V

n{an} where {x} =

(x, 0, 0, . . .).

(b) For a = (an) ∈W(A) and b = (0, . . . , 0,bn,bn+1, . . .) ∈ VnW(A),

a+ b = (a0, . . . ,an−1,an + bn,an+1 + bn+1, . . .).

(c) u ∈W(A) is a unit if and only if u0 is a unit in A.

Next, define the Frobenius operator F : W(A) → W(A) by (a0,a1, . . .) 7→

(ap0 ,ap1 , . . .). Then F is a ring homomorphism which satisfies several important

properties.
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Lemma 1.4.14. For a = (a0,a1, . . .) ∈W(A),

(a) FVa = VFa = pa.

(b) (Va)(n) = pa(n−1).

(c) a(n) = (Fa)(n−1) + pnan.

(d) For all i, j > 0 and b ∈W(A), (V ia)(V jb) = V i+j(FpjaFpib).

Consider the ring of length n Witt vectors Wn(K). For x ∈ Wn(K), set

℘x = Fx− x. Then ℘ is an abelian group homomorphism Wn(K) → Wn(K)

and there is an exact sequence

0→ Z/pnZ
i−→Wn(K)

℘−→Wn(K)→ 0

where i is the inclusion x 7→ {x}. Let L/K be a Galois extension with Galois

group G. Then G acts on Wn(L) via σ · (x0, . . . , xn−1) = (σ(x0), . . . , xn−1). One

can mimic the proof of Hilbert’s Theorem 90 (either 1.4.2 or 1.4.7) to prove the

following version for Artin–Schreier–Witt theory.

Theorem 1.4.15 (Hilbert’s Theorem 90, Witt Vector Version). For a Galois exten-

sion L/K of fields of characteristic p > 0 with Galois group G, H1(G, Wn(L)) = 0 for

all n > 1.

Example 1.4.16. When K = Fp, the field of p elements, we have an isomor-
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phism

Wn(Fp) −→ Z/pnZ

(x0, x1, . . . , xn−1) 7−→ x̄0 + px̄1 + . . . + pn−1x̄n−1

for all n > 1, where x̄i denotes the image of xi under the canonical surjection

Z/pZ→ Z/pnZ. These commute with the natural maps Z/pnZ→ Z/pn+1Z,

giving an isomorphism

W(Fp)
∼−→ lim
←−

Z/pnZ = Zp.

This was one of the original motivations for the construction of W: as a way to

give a canonical lift of a ring in characteristic p > 0 to a ring in characteristic

0, just as the p-adic integers do for each finite ring Z/pnZ. Furthermore, the

natural profinite topology on Zp induces a topological ring structure on W(Fp)

under which all of the previous maps in this section are continuous. Moreover,

explicitly describing this topology allows one to write down a topology on

W(A) for any ring A.

Let Ksep be a separable closure of K and suppose x ∈ Wn(K) and α ∈

Wn(K
sep) are Witt vectors such that ℘(α) = x. If α = (α0, . . . ,αn−1), we write

K(℘−1x) = K(α0, . . . ,αn−1) as a field extension of K. The following theorem

fully characterizes cyclic extensions of degree pn of K.

Theorem 1.4.17. Let K be a field of characteristic p > 0. Then for each n > 1, there
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is a bijection

cyclic extensions L/K with

[L : K] = pn

←→Wn(K)/℘(Wn(K))

L = K(℘−1x)←→ x.

Proof. (Sketch) Suppose α ∈Wn(K
sep) is a root of the Witt vector-valued poly-

nomial ℘x−a, where a ∈Wn(K) is not of the form a = ℘b for any b ∈Wn(K).

Then all roots of ℘x − a are given by α,α + 1, . . . ,α + (pn − 1)1 where 1 de-

notes the unit Witt vector (1, 0, 0, . . .). In particular, this shows that K(℘−1x)/K

is Galois and Gal(K(℘−1x)/K) = {1,σ, . . . ,σp
n−1} where σi(α) = α+ i1 for each

0 6 i 6 pn − 1. Therefore K(℘−1x)/K is cyclic of order pn.

Conversely, suppose L/K is cyclic of order pn with Galois group G = 〈τ〉.

Applying Galois cohomology to the short exact sequence 0 → Z/pnZ −→

Wn(L)
℘−→Wn(L)→ 0 yields a long exact sequence

0→ Z/pnZ→Wn(K)
℘−→Wn(K)

ϕ−→ H1(G, Z/pnZ)→ H1(G, Wn(L)) = 0

with the last zero coming from Hilbert’s Theorem 90. The map ϕ sends y to

the cocycle ξ : σ 7→ σβ− β where ℘β = y. Since G acts trivially on Wn(Fp),

we have H1(G, Z/pnZ) = Hom(G, Z/pnZ) ∼= End(Z/pnZ) ∼= Z/pnZ. Let

x ∈Wn(K) be a Witt vector such thatϕx generatesH1(G, Z/pnZ). One finishes

by showing that L = K(℘−1x).
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Suppose K is a complete local field of characteristic p. We will typically

assume K ∼= k((t)) for an algebraically closed field k. Then any cyclic Z/pnZ-

extension L/K is given by a set of equations

y
p
i − yi = fi(x0, . . . , xi;y0, . . . ,yi−1) for 0 6 i 6 n− 1

where xi ∈ K and fi is a polynomial over k (see [OP] for a description of these

polynomials). Let v be the valuation onK and setmi = −v(xi) for 0 6 i 6 n−1.

Lemma 1.4.18. The last jump in the ramification filtration in the upper numbering

for G = Gal(L/K) is u = max{pn−i−1mi}
n−1
i=0 .

Proof. Follows from [Gar, Thm. 1.1].

It follows that the ramification filtration (either in the upper or lower num-

bering) of a cyclic Z/pnZ-extension of complete local fields is completely de-

termined by its Witt vector equation. For further reading, in the last section

of [OP] the authors provide explicit equations describing Z/p3Z-equations of

K = k((t)).

Example 1.4.19. Let K = k((t)) and let L/K be the Artin–Schreier–Witt ex-

tension given by the equations yp − y = t−m and zp − z = t−my, where

(m,p) = 1. We claim the Galois group G = Gal(L/K) ∼= Z/p2Z has ramifi-

cation jumps (in the lower numbering) at m and m(p2 + 1). Indeed, the first

jump is m = −vL(t
−m) by Proposition 1.4.11 and the fact that the first jumps

in the upper and lower numbering agree. On the other hand, the last jump in
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the upper numbering is max{pm, 0} = pm by Lemma 1.4.18 and applying the

function ψL/K(t) := ϕ
−1
L/K

(t) to t = pm yieldsm(p2 + 1), so s = m(p2 + 1) is the

last jump in the lower numbering.
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Chapter 2

Some Algebraic Geometry

In this chapter, we recall some of the basic concepts from algebraic geom-

etry required to discuss algebraic curves and, in later chapters, stacky curves.

A standard reference for everything in this chapter is [Hart, Chs. II and IV].

While much of this chapter might be familiar to the reader, the conceptual pro-

gression from affine schemes to schemes and from modules to quasi-coherent

sheaves will be imitated in greater generality in Chapter 3. Therefore we in-

clude the details of these constructions for completeness.
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2.1 Scheme Theory

2.1.1 Affine Schemes

Hilbert’s Nullstellensatz is an important theorem in commutative algebra

which is essentially the jumping off point for classical algebraic geometry (by

which we mean the study of algebraic varieties in affine and projective space).

We recall the statement here.

Theorem 2.1.1 (Hilbert’s Nullstellensatz). If k is an algebraically closed field, then

there is a bijection

An
k ←→MaxSpeck[t1, . . . , tn]

P = (α1, . . . ,αn) 7−→ mP = (t1 −α1, . . . , tn −αn),

where An
k = kn is affine n-space over k and MaxSpec denotes the set of all maximal

ideals of a ring.

Further, if f : A → B is a morphism of finitely generated k-algebras then

we get a map f∗ : MaxSpecB → MaxSpecA given by f∗m = f−1(m) for any

maximal ideal m ⊂ B. Note that if A and B are arbitrary commutative rings,

f−1(m) need not be a maximal ideal of A.

Lemma 2.1.2. Let f : A→ B be a ring homomorphism and p ⊂ B a prime ideal. Then

f−1(p) is a prime ideal of A.
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This suggests a natural replacement for MaxSpecA, called the prime spec-

trum:

SpecA = {p ⊂ A | p is a prime ideal}.

Definition 2.1.3. An affine scheme is a ringed space with underlying topological

space X = SpecA for some ring A.

In order to justify this definition, we need to specify the topology on SpecA

and the sheaf of rings making it into a ringed space. For any subset E ⊆ A,

define

V(E) = {p ∈ SpecA | E ⊆ p}.

Lemma 2.1.4. LetA be a ring and E ⊆ A any subset. Set a = (E), the ideal generated

by E. Then

(a) V(E) = V(a) = V(r(a)) where r denotes the radical of an ideal.

(b) V({0}) = SpecA and V(A) = ∅.

(c) For a collection of subsets {Ei} of A, V (
⋃
Ei) =

⋂
V(Ei).

(d) For any ideals a, b ⊂ A, V(a∩ b) = V(ab) = V(a)∪ V(b).

As a result, the sets V(E) for E ⊆ A form the closed sets for a topology on

SpecA, called the Zariski topology.

Next, for any prime ideal p ⊂ A, let Ap denote the localization at p. For any
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open set U ⊆ SpecA, we define

O(U) =

s : U→∐
p∈U

Ap

∣∣∣∣∣∣∃ p ∈ V ⊆ U and f,g ∈ A so that s(q) =
f

g
for all q ∈ V

 .

The main theorem describing affine schemes geometrically is the following.

Theorem 2.1.5. (SpecA,O) is a ringed space. Moreover,

(1) For any p ∈ SpecA, Op
∼= Ap as rings.

(2) Γ(SpecA,O) ∼= A as rings.

(3) For any f ∈ A, define the open setD(f) = {p ∈ SpecA | f 6∈ p}. Then theD(f)

form a basis for the topology on SpecA and O(D(f)) ∼= Af as rings.

Example 2.1.6. For any field k, Spec k is a single point ∗ corresponding to the

zero ideal, with sheaf O(∗) ∼= k.

Example 2.1.7. Let A = k[t1, . . . , tn] be the polynomial ring in n variables over

k. Then SpecA = An
k , the affine n-space over k. For example, when A = k[t] is

the polynomial ring in a single variable, Speck[t] = A1
k, the affine line.

2.1.2 Schemes

Recall that a ringed space is a pair (X,F) where X is a topological space and

F is a sheaf of rings on X.

Definition 2.1.8. A locally ringed space is a ringed space (X,F) such that for all

P ∈ X, there is a ring A such that FP ∼= Ap for some prime ideal p ⊂ A.
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Example 2.1.9. Any affine scheme SpecA is a locally ringed space by (1) of

Theorem 2.1.5. We will sometimes denote the structure sheaf O by OA.

Definition 2.1.10. The category of locally ringed spaces is the category whose

objects are locally ringed spaces (X,F) and whose morphisms are morphisms of ringed

spaces (X,F)→ (Y,G) such that for each P ∈ X, the induced map f#P : OY,f(P) → OX,P

is a morphism of local rings, i.e. (f#P)
−1(mP) = mf(P) where mP (resp. mf(P)) is the

maximal ideal of the local ring OX,P (resp. OY,f(P)).

We now define a scheme.

Definition 2.1.11. A scheme is a locally ringed space (X,OX) that admits an open

covering {Ui} such that eachUi is affine, i.e. there are ringsAi such that (Ui,OX|Ui
) ∼=

(SpecAi,OAi
) as locally ringed spaces.

The category of schemes Sch is defined to be the full subcategory of schemes

in the category of locally ringed spaces. Denote the subcategory of affine

schemes by AffSch. Also let CommRings denote the category of commutative

rings with unity.

Proposition 2.1.12. There is an isomorphism of categories

AffSch
∼−→ CommRingsop

(X,OX) 7−→ OX(X)

(SpecA,O) 7−→A.

Proof. (Sketch) First suppose we have a homomorphism of rings f : A→ B. By
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Lemma 2.1.2 this induces a morphism f∗ : SpecB → SpecA, p 7→ f−1(p) which

is continuous since f−1(V(a)) = V(f(a)) for any ideal a ⊂ A. Now for each

p ∈ SpecB, define the localization fp : Af∗p → Bp using the universal property

of localization. Then for any open set V ⊆ SpecA, we get a map

f# : OA(V) −→ OB((f
∗)−1(V)).

One checks that each is a homomorphism of rings and commutes with the

restriction maps. Thus f# : OA → OB is defined. Moreover, the induced map

on stalks is just each fp, so the pair (f∗, f#) gives a morphism (SpecB,OB) →

(SpecA,OA) of locally ringed spaces, hence of schemes.

Conversely, take a morphism of schemes (ϕ,ϕ#) : (SpecB,OB)→ (SpecA,OA).

This induces a ring homomorphism Γ(SpecA,OA) → Γ(SpecB,OB) but by (2)

of Theorem 2.1.5, Γ(SpecA,OA) ∼= A and Γ(SpecB,OB) ∼= B so we get a homo-

morphism A → B. It is routine to check that the two functors described give

the required isomorphism of categories.

Example 2.1.13. We saw in Example 2.1.6 that for any field k, Spec k = ∗ is

a point with structure sheaf O(∗) = k. If L1, . . . ,Lr are finite separable field

extensions of k, we call A = L1 × · · · × Lr a finite étale k-algebra. Then SpecA =

SpecL1
∐
· · ·
∐

SpecLr is (topologically) a disjoint union of points.

Example 2.1.14. Let A be a DVR with residue field k. Then SpecA = {0,mA},

a closed point for the maximal ideal m and a generic point for the zero ideal.

There are two open subsets here, {0} and SpecA, and we have OA({0}) = k and
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OA(SpecA) = A.

Example 2.1.15. If k is a field and A is a finitely generated k-algebra, then the

closed points of X = SpecA are in bijection with the closed points of an affine

variety over k with coordinate ring A.

Example 2.1.16. Let A = Z (or any Dedekind domain). Then dimA = 1 and it

turns out that dim SpecA = 1 for some appropriate notion of dimension which

we will define momentarily.

Many definitions in ring theory can be rephrased for schemes. For example:

Definition 2.1.17. A scheme X is reduced if for all open U ⊆ X, OX(U) has no

nilpotent elements, while X is integral if for all open U ⊆ X, OX(U) has no zero

divisors.

Definition 2.1.18. The dimension of a scheme X (or any topological space) is

dimX = sup{n ∈N0 | ∃ a chain of irreducible, closed sets X0 ( X1 ( · · · ( Xn ⊆ X}.

Proposition 2.1.19. Let A be a noetherian ring. Then dim SpecA = dimA, the

Krull dimension of A.

Definition 2.1.20. Let X be a scheme. Then

• X is locally noetherian if each stalk OX,P is a local noetherian ring.

• X is noetherian if X is integral and locally noetherian.
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• An integral scheme X is normal if each stalk OX,P is integrally closed in its field

of fractions.

• X is regular if each OX,P is regular as a local ring, that is, dimOX,P = dimmP/m
2
P

as OX,P/mP-vector spaces.

Definition 2.1.21. Let X be a scheme. The category of schemes over X, denoted

SchX, consists of objects Y p−→ X, where Y is a scheme and p is a morphism, and

morphisms Y → Z making the following diagram commute:

Y Z

X

The fibre of a topological cover p : Y → X can be interpreted as a fibre

product:

{x}×X Yp−1(x) := Y

{x} X

p

We next construct fibre products in the category SchX and use these to construct

the algebraic analogue of a fibre.

Definition 2.1.22. Let X be a scheme and Y,Z schemes over X. A fibre product of Y

and Z over X, denoted Y ×X Z, is a scheme over both Y and Z such that the diagram
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Y ×X Z

Y Z

X

commutes and Y ×X Z is universal with respect to such diagrams, i.e. for any scheme

W over both Y and Z, the following diagram can be completed uniquely:

W

Y ×X Z

Y Z

X

∃!

Given f : Y → X and any scheme Z over X, the induced map fZ : Y×XZ→ Z

is called the base change of f over Z.

Theorem 2.1.23. For any schemes Y,Z over X, there exists a fibre product Y ×X Z

which is unique up to unique isomorphism.

Proof. (Sketch) When X = SpecA, Y = SpecB and C = SpecZ are all affine,

then the universal property of tensor products implies Y ×X Z := Spec(B⊗A C)
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defines a fibre product. The general case is proven in [Hart, Thm. II.3.3].

Definition 2.1.24. Let p : Y → X be a morphism of schemes, x ∈ X a point and

k(x) = OX,x/mx the residue field at x, with natural map Speck(x) ↪→ X. Then the

fibre of p at x is the fibre product Yx := Y ×X Speck(x).

Example 2.1.25. Let A be a DVR and consider the affine scheme X = SpecA.

We saw in Example 2.1.14 that X has a closed point m = mA and a generic point

(0). For any morphism p : Y → X, there are two fibres:

• The generic fibre Y(0), which is an open subscheme of Y

• The special fibre Ym, which is a closed subscheme of Y.

Let Y be a scheme over X and define the diagonal map∆ : Y → Y×X Y coming

from the universal property applied to the diagram

Y

Y ×X Y

Y Y

X

idid
∆

Definition 2.1.26. A morphism Y → X is called separated if the diagonal ∆ : Y →

Y ×X Y is a closed immersion of schemes.
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Definition 2.1.27. A morphism f : Y → X is of finite type if there exists an affine

covering X =
⋃
Ui, with Ui = SpecAi, such that each f−1(Ui) has an open covering

f−1(Ui) =
⋃ni
j=1 SpecBij for ni <∞ and Bij a finitely generatedAi-algebra. Further,

we say f is a finite morphism if each ni = 1, i.e. f−1(Ui) = SpecBi for some finitely

generated Ai-algebra Bi.

Definition 2.1.28. The set of points of a scheme X, denoted |X|, is defined to be the

set of equivalence classes of morphisms x : Speck → X, where k is a field, and where

two points x : Speck → X and x ′ : Speck ′ → X are equivalent if there exists a field

L ⊇ k,k ′ such that the diagram

SpecL

Speck

Speck ′

X

x

x ′

commutes. A geometric point is a point x̄ : Speck → X where k is algebraically

closed.

2.1.3 Sheaves of Modules

Through Proposition 2.1.12, we are able to transfer commutative ring theory

to the language of affine schemes. It is also possible to translate module theory

into the language of sheaves and schemes.
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Definition 2.1.29. Let (X,OX) be a ringed space. A sheaf of OX-modules, or an

OX-module for short, is a sheaf of abelian groups F on X such that each F(U) is an

OX(U)-module and for each inclusion of open sets V ⊆ U, the following diagram

commutes:

OX(U)×F(U) F(U)

OX(V)×F(V) F(V)

If F(U) ⊆ OX(U) is an ideal for each open set U, then we call F a sheaf of ideals on

X.

Most module terminology extends to sheaves of OX-modules. For example,

• A morphism of OX-modules is a morphism of sheaves F → G such that

each F(U) → G(U) is an OX(U)-module map. We write HomX(F,G) =

HomOX
(F,G) for the set of morphisms F → G as OX-modules. This de-

fines the category of OX-modules, written OX-Mod.

• Taking kernels, cokernels and images of morphisms of OX-modules again

give OX-modules.

• Taking quotients of OX-modules by OX-submodules again give OX-modules.

• An exact sequence of OX-modules is a sequence F ′ → F → F ′′ such that each

F ′(U)→ F(U)→ F ′′(U) is an exact sequence of OX(U)-modules.

• Basically any functor on modules over a ring generalizes to an operation

on OX-modules, including Hom, written HomOX
(F,G); direct sum F ⊕
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G; tensor product F ⊗OX
G; and exterior powers

∧
nF (sometimes after

sheafification, e.g. for ⊗ and
∧

).

Definition 2.1.30. An OX-module F is free (of rank r) if F ∼= O⊕rX as OX-modules.

F is locally free if X has a covering X =
⋃
Ui such that each F|Ui

is free as an

OX|Ui
-module. A locally free OX-module of rank 1 is called an invertible sheaf.

Let A be a ring, M an A-module and set X = SpecA. To extend module

theory to the language of schemes, we want to define an OX-module M̃ on X.

To start, for each p ∈ SpecA, let Mp = M ⊗A Ap be the localization of the

module M at p. Then Mp is an Ap-module consisting of ‘formal fractions’ ms

wherem ∈M and s ∈ S = Ar p. For each open set U ⊆ X, define

M̃(U) =

h : U→
∐
p∈U

Mp

∣∣∣∣∣∣∃ p ∈ V ⊆ U,m ∈M, s ∈ A with s(q) =
m

s
for all q ∈ V

 .

(Compare this to the construction of the structure sheaf OA on SpecA in Sec-

tion 2.1.1. Also, note that necessarily the s ∈ A in the definition above must lie

outside of all q ∈ V .)

Proposition 2.1.31. Let M be an A-module and X = SpecA. Then M̃ is a sheaf of

OX-modules on X, and moreover,

(1) For any p ∈ SpecA, M̃p
∼=Mp as Ap-modules.

(2) Γ(X, M̃) ∼=M as A-modules.

(3) For any f ∈ A, M̃(D(f)) ∼=Mf =M⊗A Af as A-modules.
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Proof. The proof is similar to the proof of Theorem 2.1.5; both can be found in

[Hart, Ch. II].

Proposition 2.1.32. Let X = SpecA. Then the association

A-Mod −→ OX-Mod

M 7−→ M̃

defines an exact, fully faithful functor.

Proof. Similar to the proof of Proposition 2.1.12.

These M̃ are an “affine model” for modules over a schemeX. We next define

the general notion, along with an analogue of finitely generated modules over

a ring.

Definition 2.1.33. Let (X,OX) be a scheme. An OX-module F is quasi-coherent if

there is an affine covering X =
⋃
Xi, with Xi = SpecAi, and Ai-modules Mi such

that F|Xi ∼= M̃i as OX|Xi-modules. Further, we say F is coherent if each Mi is a

finitely generated Ai-module.

Example 2.1.34. For any scheme X, the structure sheaf OX is obviously a coher-

ent sheaf on X.

Let QCohX (resp. CohX) be the category of quasi-coherent (resp. coherent)

sheaves of OX-modules on X.

We next identify the image of the functorM 7→ M̃ from Proposition 2.1.32.
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Theorem 2.1.35. Let X = SpecA. Then there is an equivalence of categories

A-Mod
∼−→ QCohX.

Moreover, if A is noetherian, this restricts to an equivalence

A-mod ∼−→ CohX

where A-mod denotes the subcategory of finitely generated A-modules.

Proof. (Sketch) The associationM 7→ M̃ sends anA-module to a quasi-coherent

sheaf on X = SpecA by definition of quasi-coherence. Further, one can prove

that a sheaf F on X is a quasi-coherent OX-module if and only if F ∼= M̃ for an

A-moduleM. The inverse functor QCohX → A-Mod is given by F 7→ Γ(X,F).

When A is noetherian, the above extends to say that F is coherent if and

only if F ∼= M̃ for a finitely generated A-module M. The rest of the proof is

identical.

Next, we construct an important example of a quasi-coherent sheaf on a

scheme. As always, we begin with a construction on rings.

Definition 2.1.36. Let A → B be a ring homomorphism. The module of relative

differentials for B/A is defined to be

Ω1
B/A := Z〈db | b ∈ B〉/N,

the quotient of the free B-module generated by formal symbols db for all b ∈ B by the
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submodule N = 〈da,d(b+ b ′) − db− db ′,d(bb ′) − b(db ′) − (db)b ′〉. This is the

universal B-module for these three relations.

Example 2.1.37. If A = k is a field and B is a finitely generated k-algebra, write

B = k[t1, . . . , tn]/(f1, . . . , fr). Then B is the coordinate ring of the variety in An
k

cut out by the fi and

Ω1
B/k = k〈dti〉/

〈
n∑
i=1

∂fj

∂ti
dti

〉

is the module of total derivatives on this variety.

Lemma 2.1.38. Let A→ B be a ring homomorphism. Then

(a) For any A-algebra C,Ω1
B⊗AC/C

∼= Ω1
B/A ⊗A C.

(b) For any multiplicative set S ⊆ B,Ω1
S−1B/A

∼= S−1Ω1
B/A = Ω1

B/A ⊗B S
−1B.

That is, the functor B 7→ Ω1
B/A commutes with base change and localization.

We now give the analogous construction for OX-modules, starting in the affine

case.

Definition 2.1.39. Let A → B be a ring homomorphism. The sheaf of relative

differentials is the OB-module Ω̃B/A on SpecB defined by the moduleΩ1
B/A.

Lemma 2.1.40. Let A→ B be a ring homomorphism. Then

(a) Ω̃B/A is a quasi-coherent sheaf on SpecB.

(b) For any element f ∈ B, Ω̃B/A(D(f)) ∼= ΩBf/A where Bf is the localization of B

at powers of f.
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Now consider the map m : B⊗A B → B,m(b1 ⊗ b2) = b1b2. Let I be the

kernel of m. Since m is surjective, this means B ⊗A B/I ∼= B. Since I acts

trivially on I/I2, there is an induced module action of B⊗A B/I on I/I2, and

thus a corresponding B-module structure on I/I2. The proof of the following

fact can be found in [Bos, Sec. 8.2], among other places.

Lemma 2.1.41. ΩB/A ∼= I/I2.

Example 2.1.42. In Example 2.1.37, the isomorphism I/I2 ∼= ΩB/k is induced

by the map

B −→ ΩB/k

ti 7−→ dti.

Let Y → X be a separated morphism of schemes and let ∆ : Y → Y ×X

Y be the corresponding diagonal. This induces a morphism of sheaves ∆# :

OY×XY → ∆∗OX which has kernel sheaf I (a sheaf on Y ×X Y). This I in fact

defines the closed subscheme ∆(Y) ⊆ Y ×X Y.

Lemma 2.1.43. For Y → X, ∆ and I as above,

(a) O∆(Y)
∼= OY×XY/I as sheaves on ∆(Y).

(b) I/I2 is an O∆(Y)-module.

Identifying Y with its image ∆(Y) in the fibre product Y ×X Y allows us to

define a sheaf analogue of the module of differentials by pulling back I/I2.
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Definition 2.1.44. For a separated morphism Y → X, the sheaf of relative differ-

entialsΩY/X is the pullback:

ΩY/X I/I2

Y ∆(Y)
∼

Remark 2.1.45. ΩY/X is a sheaf of OY-modules on Y. Moreover, on an affine

patch SpecB ⊆ Y, the sheaf of relative differentials restricts to Ω̃B/A ∼= Ĩ/I2 for

some rings A→ B. In particular,ΩY/X is quasi-coherent.

2.1.4 Group Schemes

Abstractly, a group is a set G together with three maps,

µ : G×G −→ G (multiplication)

e : {e} ↪−→ G (identity)

i : G −→ G (inverse)

satisfying associativity, identity and and inversion axioms. This generalizes to

the notion of a group object in an arbitrary category C. We state the definition

for categories of schemes here.

The following describes an equivalent, and equally important, perspective

on group schemes using the language of functors.
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Proposition 2.1.46. Let G be a scheme over X. Then a choice of group scheme struc-

ture onG is equivalent to a compatible choice of group structure on the sets HomX(Y,G)

for all schemes Y over X. That is, a group scheme structure is a functor SchX → Groups

such that the composition with the forgetful functor Groups→ Sets is representable.

Proof. This is a basic application of Yoneda’s Lemma.

Example 2.1.47. Let X = SpecA be affine and consider the affine line A1
X =

SpecA[t]. Then A1
X is an affine group scheme over X, denoted Ga, called the

additive group scheme over X, with morphisms induced by the following ring

homomorphisms:

µ∗ : A[t] −→ A[t]⊗A[t]

t 7−→ t⊗ 1 + 1⊗ t

e∗ : A[t] −→ A

t 7−→ 0

i∗ : A[t] −→ A[t]

t 7−→ −t.

This construction generalizes to the affine line over a non-affine scheme as well.

Example 2.1.48. For X = SpecA, the multiplicative group scheme over X is the
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group scheme Gm := SpecA[t, t−1] with morphisms induced by

µ∗ : A[t, t−1] −→ A[t, t−1]⊗A[t, t−1]

t 7−→ t⊗ t

t−1 7−→ t−1 ⊗ t−1

e∗ : A[t, t−1] −→ A

t, t−1 7−→ 1

i∗ : A[t, t−1] −→ A[t, t−1]

t 7−→ t−1

t−1 7−→ t.

Example 2.1.49. For X = SpecA, the nth roots of unity form a group scheme

defined by µn = Spec(A[t, t−1]/(tn − 1)). This is a finite group subscheme of

Gm.

Example 2.1.50. If charA = p > 0, then αp = Spec(A[t]/(tp)) defines a group

scheme over SpecA which is isomorphic as a topological space to SpecA, but

not as a scheme!

Definition 2.1.51. Let G p−→ X be a finite, flat group scheme. A left G-torsor is a

scheme Y q−→ X with q finite, locally free and surjective, together with a group action

ρ : G×X Y → Y, which satisfies:

(1) ρ ◦ (e× idY) is equal to the projection map X×X Y → Y.

(2) ρ ◦ (idG × ρ) = ρ ◦ (µ× idY) : G×X G×X Y → G×X Y → Y.
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(3) ρ× idY : G×X Y → Y ×X Y is an isomorphism of X-schemes.

Right G-torsors are defined similarly.

Example 2.1.52. Let k be a field and m an integer such that char k - m. Let

µm = Spec(k[t, t−1]/(tm − 1)) be the group scheme of mth roots of unity over

Speck. Take a ∈ k× which is not a pth power in k for any prime p dividing m

and set L = k( m
√
a), which is a finite field extension of k. We claim Y = SpecL

is a µm-torsor over Speck. Define

ρ∗ : k( m
√
a) −→ k[t, t−1]/(tm − 1)⊗k k( m

√
a)

m
√
a 7−→ t⊗ m

√
a.

This defines a morphism ρ : µm×Speck Y → Y and one can prove that it satisfies

axioms (1) and (2) of a torsor by checking the corresponding properties for ρ∗.

When chark - m, µm is a reduced scheme over Spec k and it’s easy to see

that µm ∼= (Z/mZ)Speck, the constant group scheme on Z/mZ over Spec k.

Moreover, by Kummer theory (Section 1.4.1), L/k is a Galois extension with

Gal(L/k) ∼= Z/mZ, L⊗k L ∼=
∏m
i=1 L and this has a corresponding Galois action

which induces the isomorphism L⊗k L
∼−→ k[t, t−1]/(tm − 1)⊗k L. Applying

Spec again, we get the isomorphism µm×Speck Y
∼−→ Y ×Speck Y so Y is indeed a

µm-torsor. Using Kummer theory, one can show that every µm-torsor arises in

this way, i.e. as SpecL for L = k( m
√
a).

Example 2.1.53. Likewise, over a field k of characteristic p > 0, Artin–Schreier

theory (Section 1.4.2) shows that for the constant group schemeG = Z/pZ, the
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G-torsors are of the form Y = Speck(℘−1(a)) for a ∈ kr ℘(k). More generally,

Artin–Schreier–Witt theory (Section 1.4.3) says something similar for Z/pnZ-

torsors.

2.1.5 Étale Morphisms

For technical reasons, we will assume in this section that all schemes have

perfect residue fields k(x). The concepts of smoothness and (local) diffeomor-

phism from differential geometry can be phrased algebraically using the lan-

guage of schemes. For example:

Definition 2.1.54. A morphism f : Y → X between locally noetherian schemes is

called smooth at a point y ∈ Y if:

(i) f is of finite type at y.

(ii) f is flat at y.

(iii) If x = f(y), then the fibre Yx := Y ×X k(x) is regular at y, that is, if OYx,y is a

regular local ring.

Otherwise f is singular at y. We say f is a smooth morphism if it is smooth at

every point y ∈ Y, and call Y a smooth X-scheme. Finally, f is smooth of relative

dimension n if f is smooth and for each x in the image of f, dim Yx = n.

Example 2.1.55. For a scheme X, let An
X = Spec(OX(X)[t1, . . . , tn]). Then the

ring map OX(X) → OX(X)[t1, . . . , tn] induces a natural projection morphism

π : An
X → Xwhich is smooth of relative dimension n.
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Theorem 2.1.56. Let f : Y → X be a smooth morphism of relative dimension n. Then

(a) Ω1
Y/X is locally free of rank n.

(b) For any morphism g : Z→ Y, there is a short exact sequence of sheaves

0→ g∗Ω1
Y/X → Ω1

Z/X → Ω1
Z/Y → 0.

Definition 2.1.57. A smooth morphism of relative dimension 0 is called an étale

morphism.

There are several alternative definitions of étale morphisms, two of which

are given below.

Definition 2.1.58. A morphism f : Y → X of schemes which is locally of finite type

is said to be unramified at a point y ∈ Y if mxOY,y = my, where x = f(y), and the

extension of residue fields k(y)/k(x) is finite and separable. Otherwise f is ramified

at y. We say f is an unramified morphism if it is unramified at all y ∈ Y.

Theorem 2.1.59. Let f : Y → X be a morphism of schemes. Then the following are

equivalent:

(a) f is étale.

(b) f is smooth and unramified.

(c) f is flat and unramified.

In general, if X and Y are locally noetherian and f is generically separable and of finite

type, there is a nonempty open set U ⊆ Y over which f is étale.
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Example 2.1.60. Let L/k be a finite extension of fields. The morphism f :

SpecL→ Speck is always flat, so f is étale if and only if it is unramified, which

is further equivalent to L/k being separable. For any k-algebra A, the struc-

ture morphism f : SpecA → Speck is étale if and only if A is a finite étale

k-algebra (cf. Example 2.1.13). If A is of the form A = k[t]/(p(t)), where p(t) is

a monic polynomial over k, then the étale condition is equivalent to p(t) being

separable for the same reason.

Example 2.1.61. IfX and Y are nonsingular varieties over an algebraically closed

field k, then f : Y → X is étale if and only if the differential dfy : TyY → Tf(y)X is

an isomorphism for each y ∈ Y. In particular, the fibres of f are finite and their

cardinality is locally constant.

Let X and Y be schemes and suppose ϕ : Y → X is a finite étale morphism

of schemes. If ϕ is surjective, we will call it a finite étale cover of schemes.

Example 2.1.62. Over any algebraically closed field k of characteristic 0, the

cover A1
k r {0}→A1

k r {0},y 7→ yn is a finite étale cover.

Proposition 2.1.63. Let ϕ : Y → X be a finite étale cover and let Aut(Y/X) be the

group of isomorphisms of X-schemes Y → Y commuting with ϕ. Then Aut(Y/X) is

finite.

Now let ϕ : Y → X be a finite étale cover and let G be a group scheme

over X such that Y → X is a left G-torsor (see Section 2.1.4). Let Y/G be the

quotient space with projection map π : Y → Y/G. We define a sheaf on Y/G
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by OY/G := (π∗OY)
G, the subsheaf of G-invariants of the pushforward of OY to

Y/G along π. This makes Y/G into a ringed space.

Proposition 2.1.64. The ringed space (Y/G,OY/G) is a scheme over X. Moreover,

ϕ : Y → X induces an isomorphism Y/G
∼−→ X.

The following are analogues of the basic Galois theory of covering spaces

from algebraic topology.

Proposition 2.1.65. If ϕ : Y → X is a connected, finite étale cover and G 6

Aut(Y/X) is any finite subgroup of automorphisms, then π : Y → Y/G is a finite

étale cover.

Definition 2.1.66. A connected, finite étale cover ϕ : Y → X is a Galois cover if

Aut(Y/X) acts transitively on every geometric fibre of ϕ.

Theorem 2.1.67. Let ϕ : Y → X be a Galois cover and suppose ψ : Z → X is a

connected, finite étale cover such that Z is a scheme over Y and the diagram

Y Z

X

ϕ ψ

commutes. Then

(1) Y → Z is a Galois cover and Z ∼= Y/G for some subgroup G 6 Aut(Y/X).

(2) There is a bijection

{subgroups G 6 Aut(Y/X)}←→ {intermediate covers Y → Z→ X}.
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(3) The correspondence is bijective on normal subgroups of Aut(Y/X) and Galois

covers Z→ X, and in this case Aut(Z/X) ∼= Aut(Y/X)/G as groups.

2.2 Curves

An algebraic curve X is an irreducible, projective algebraic variety X of di-

mension dimX = 1. One of the most important features of an algebraic curve

is that its local rings at nonsingular points are discrete valuation rings.

Theorem 2.2.1. Let X be an algebraic curve and P ∈ X a nonsingular point. Then

OX,P is a DVR.

Proof. Fix P ∈ X and let OP = OX,P be the local ring at P, with maximal ideal

mP and residue field κ(P) = OP/mP. Then OP is a regular local ring (cite). Thus

dimκ(P)(mP/m
2
P) = dimX = 1. Let t ∈ mP such that dPt 6= 0. Then t generates

mP so for f ∈ k̄(X) with f(P) = 0, we have f = tru in OP, for some u ∈ O×P .

Define a map

ordP : OP −→ Z

f 7−→ ordP(f) = max{d ∈ Z | f ∈ mdP}.

Explicitly, if f = tru where u is a unit, then ordP(f) = r. Formally, we also set

ordP(f) = 0 if f(P) 6= 0, to get a map on all of k̄(X). One then shows that ordP

is a discrete valuation with OP as its valuation ring.
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Corollary 2.2.2. For any nonsingular point P ∈ X, OX,P is a PID and therefore a

UFD.

Proof. By the above, every ideal of OX,P is of the form (tr) where t ∈ mP is a

generator.

An element t ∈ mP such that t̄ generates mP/m2
P is called a uniformizer at P.

Definition 2.2.3. Fix a rational function f ∈ k(X) and an integer r > 0. We say f

has a pole of order r at P if ordP(f) = −r, and a zero of order r at P if ordP(f) = r.

Note that a rational function f ∈ k(X) is regular at P if and only if ordP(f) >

0.

Proposition 2.2.4. Every nonconstant, rational function f ∈ k̄(X) has at least one

pole.

Proof. A rational function f ∈ k̄(X) with no poles is regular everywhere on X,

and therefore constant since X is projective.

Now let X and Y be curves. A nonconstant rational map ϕ : Y 99K X be-

tween curves induces a field extension k(X) ↪→ k(Y) and since both function

fields have transcendence degree 1, this is in fact a finite extension.

Definition 2.2.5. For curves X and Y and a rational map ϕ : Y 99K X, define the

degree of ϕ by degϕ = [k(Y) : k(X)]; the separable degree of ϕ by degsϕ =

[k(Y) : k(X)]s; and the inseparable degree of ϕ by degiϕ = [k(Y) : k(X)]i. We

say ϕ is separable if k(Y) ⊇ k(X) is a separable extension.
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For some terminology, any finitely generated field extension of kwith tran-

scendence degree 1 over k is called a function field of degree 1 over k.

Proposition 2.2.6. There is an equivalence of categories

 nonsingular curves over k

with nonconstant, rational maps

←→
function fields of deg. 1 over k

with k-homomorphisms

 .

Proof. (Sketch) The assignment X 7→ k(X) determines one direction. Con-

versely, for a function field K/k, we associate an abstract algebraic curve XK

to K by putting a Zariski topology on the maximal ideals of the valuation rings

O ⊂ K. The structure sheaf is given by OXK(U) =
⋂
P∈UOP where U ⊆ XK is

open and OP is the valuation ring corresponding to P. This determines the re-

verse assignment K 7→ XK. One now checks that these assignments are inverse

and induce an equivalence of categories.

2.2.1 Divisors

Definition 2.2.7. Let X be a variety. An irreducible divisor on X is a closed, irre-

ducible k-subvariety x of X of codimension 1.

When X is a curve over a perfect field k, an irreducible divisor is a closed

point of MaxSpec k[X∩Ui] for some affine patchUi, or alternatively, aGk-orbit

of points in X(k̄).

Definition 2.2.8. The degree of an irreducible divisor x on X is the size of the Gk-

orbit in X(k̄) corresponding to x, i.e. deg(x) = [κ(P) : k] for any P ∈ x.
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Definition 2.2.9. Let X be a curve over k. The divisor group on X, Div(X), is the

free abelian group on the set of irreducible divisors on X:

Div(X) =

{
D =

∑
x∈X

nxx : nx ∈ Z,nx 6= 0 for finitely many x

}
.

The elements of Div(X) are called divisors on X. For a divisor D =
∑
x∈X nxx ∈

Div(X), the degree of D is deg(D) =
∑
x∈X nx deg(x).

If k is algebraically closed, the irreducible divisors are exactly the points of

X, so each D ∈ Div(X) is a weighted sum of points of X: D =
∑
x∈X nxx. The

degree of such a divisor is just the sum of the weights: deg(D) =
∑
x∈X nx.

Now assume X is a nonsingular curve. For f ∈ k(X)∗, we can define a

divisor D(f) =
∑
x∈X ordx(f)x, called the principal divisor of f. This defines a

map

D : k(X)∗ −→ Div(X)

whose image is denoted PDiv(X), the group of principal divisors on X.

Definition 2.2.10. The Picard group, or divisor class group, of X is the quotient

group

Pic(X) = Div(X)/PDiv(X).

This defines an equivalence relation on divisors: D1 ∼ D2 ifD1 = D2 +D(f) for some

f ∈ k(X)∗.

Now fix nonsingular curves X and Y over k and a finite morphism ϕ : Y →

X defined over k. Then an irreducible divisor x ∈ Div(X) corresponds to a
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maximal ideal mx (on some affine patch) with uniformizer tx ∈ k(X).

Definition 2.2.11. The pullback of ϕ is a map ϕ∗ : Div(X) → Div(Y) defined on

irreducible divisors by

ϕ∗x =
∑
y∈Y

ordy(ϕ∗tx)y,

where tx is a uniformizer at x, and extended linearly.

Example 2.2.12. Let Y be the plane curve defined by y2 − x and X = P1 the

projective line, and let ϕ : Y → X be the x-coordinate projection.

x0

x2

x1

y0 y1

ϕ

Y

X

Then ϕ∗y0 = 2x0 and ϕ∗y1 = x1 + x2.

Definition 2.2.13. Let ϕ : Y → X be a morphism, y ∈ Y and x = ϕ(y) ∈ X. The

number eϕ(y) = ordy(ϕ∗tx) is called the ramification index of ϕ at y.

Note that if eϕ(y) = 1 and the residue field extension κ(y)/κ(x) is separable,
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ϕ is unramified at y. Otherwise, we say ϕ is ramified at y, and x is called a

branch point of ϕ.

Proposition 2.2.14. Fix a morphism ϕ : Y → X, y ∈ Y and x = ϕ(y) ∈ X. Then

(1) eϕ(y) does not depend on the choice of uniformizer tx.

(2) For any P ∈ X,
∑
Q∈ϕ−1(P) eϕ(Q) = degϕ.

(3) All but finitely many P ∈ X have #ϕ−1(P) = degsϕ.

(4) If ψ : Z→ Y is a morphism then eϕψ(x) = eψ(x)eϕ(y).

Definition 2.2.15. Given a finite morphism ϕ : Y → X, the pushforward of ϕ is a

map ϕ∗ : Div(Y)→ Div(X) defined on irreducible divisors y ∈ Y by

ϕ∗y = [κ(y) : κ(x)]x

where x = ϕ(y) ∈ X, and extended linearly.

Proposition 2.2.16. Let ϕ : Y → X be a finite morphism of curves and D ∈ Div(X)

and D ′ ∈ Div(Y) divisors. Then

(1) deg(ϕ∗D) = (degϕ)(degD).

(2) ϕ∗(f) = (ϕ∗f) for any function f ∈ k(X).

(3) deg(ϕ∗D ′) = deg(D ′).

(4) ϕ∗ϕ∗D = (degϕ)D.
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Corollary 2.2.17. For any function f ∈ k(X) on a curve X, deg(f) = 0.

Proof. First, if f is constant then (f) = 0 since X is complete. Otherwise, we

may view f as a function f : X→ P1
k. Then (f) = f−1(0) − f−1(∞) for the points

0,∞ ∈ P1
k, since

f−1(P) =
∑
Q∈X

vQ(f
∗tP)Q.

But on the other hand, this means deg(f) = deg(f−1(0) − f−1(∞)) = [k(X) :

k(f)] − [k(X) : k(f)] = 0.

Let Div0(X) be the subgroup of Div(X) consisting of divisors of degree zero.

Then Corollary 2.2.17 shows that PDiv(X) ⊆ Div0(X). Set

Pic0(X) := Div0(X)/PDiv(X).

Then the degree map determines an exact sequence

0→ k× → k(X)× → Div0(X)→ Pic0(X)→ 0.

Definition 2.2.18. The classes [D] = {D+ (f) : f ∈ k(X)×} in the Picard group of

X determines a linear equivalence: D ∼ D ′ if there exists an f ∈ k(X)× such that

D+ (f) = D ′.

Lemma 2.2.19. For two divisors D,D ′ ∈ Div(X), if D ∼ D ′ then deg(D) =

deg(D ′). Therefore the degree map descends to a map on the Picard group,

deg : Pic(X) −→ Z.
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Definition 2.2.20. A divisor D =
∑
nxx on X is called effective if nx > 0 for all

x ∈ X. In this case we will writeD > 0. Also, ifD1,D2 ∈ Div(X) andD1 −D2 is an

effective divisor, we write D1 > D2. This defines a partial ordering on Div(X).

Definition 2.2.21. Let D be an effective divisor on X. Then the Riemann–Roch

space associated to D is the k-vector space

L(D) = {f ∈ k(X)× | D+ (f) > 0}∪ {0}.

We denote its dimension by `(D) = dimk L(D).

The condition thatD+ (f) > 0 can be restated as (f) > −D, or ifD =
∑
nxx

then ordx f > −nx for all x ∈ X.

Example 2.2.22. Let x ∈ X and n > 0. For the divisor D = nx, the space L(D)

consists of all f ∈ k(X)× with no poles except possibly at x of order at most n.

Note thatD is linearly equivalent to an effective divisor if and only if L(D) 6=

0.

Theorem 2.2.23. For any D ∈ Div(X), L(D) is finite dimensional.

Lemma 2.2.24. If D1,D2 ∈ Div(X) are linearly equivalent, say D1 −D2 = (g) for

some g ∈ k(X)×, then there is an isomorphism of k-vector spaces

L(D1) −→ L(D2)

f 7−→ gf.

76



In particular, `(D) is a well-defined invariant of each class [D] ∈ Pic(X).

Proposition 2.2.25. Let D,D1,D2 ∈ Div(X). Then

(1) `(D) 6 deg(D) + 1 if D > 0.

(2) If D1 6 D2 then L(D1) ⊆ L(D2).

Example 2.2.26. For X = P1, any divisor D is linearly equivalent to d∞ for

some d ∈ Z. Then L(D) ∼= L(d∞) = {f ∈ k[t] : deg f 6 d} which has dimension

exactly d+ 1. Thus the equality `(D) = deg(D)+ 1 holds for any divisor on P1.

Example 2.2.27. If X 6= P1 and D is an effective divisor, then `(D) 6 deg(D).

In particular, if deg(D) 6 0 then `(D) = 0.

2.2.2 The Riemann–Roch Theorem

In this section, we further study divisors on an algebraic curve X by sheafi-

fying the Riemann–Roch space L(D) associated to a divisor D ∈ Div(X). For

each open set U ⊆ X, set

L(D)(U) = {f ∈ k(X)× : vP(f) > −nP for all P ∈ U}.

Then U 7→ L(D)(U) defines a sheaf of k-vector spaces on X, denoted L(D). In

fact, L(D) is a subsheaf of the constant sheaf on X associated to k(X) (which

by abuse of notation we will also write as k(X)). Note that by construction,

H0(X,L(D)) = L(D), the Riemann–Roch space for D.
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Proposition 2.2.28. For any divisor D on X, Hi(X,L(D)) = 0 for i > 2 and is a

finite dimensional k-vector space for i = 0, 1.

Definition 2.2.29. The arithmetic genus of X is the dimension

g = dimkH
1(X,L(0)) = dimkH

1(X,OX).

LetΩX = Ω1
X/k be the sheaf of differentials of X. For a point P ∈ X, choose a

uniformizer t = tP in OX,P. ThenΩX is generated by dt. Hence for anyω ∈ ΩX,

there exists g ∈ k(X) such thatω = gdt.

Definition 2.2.30. Let ω ∈ ΩX be a differential 1-form on X. Define the order of ω

at P ∈ X to be ordP(ω) = ordP(g), where ω = gdt. The divisor associated to ω

is then defined to be

(ω) =
∑
P∈X

ordP(ω)P.

The canonical class on X is the class KX = [(ω)] in Pic(X) for any nonzero differen-

tial formω ∈ ΩX.

Lemma 2.2.31. The canonical class is well-defined, i.e. does not depend on the choice

ofω ∈ ΩX.

Proof. For nonzero ω1,ω2 ∈ ΩX, write ω1 = fω2 for some f ∈ k(X)×. Then

(ω1) = (fω2) = (f) + (ω2). Thus [(ω1)] = [(ω2)].

Definition 2.2.32. We sayω ∈ ΩX is a holomorphic (or regular) differential on

X if ordP(ω) > 0 for all P ∈ X. We denote the space of holomorphic differentials on X

byΩ[X].
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Let KX be the canonical class on X. By Lemma 2.2.24, for any two nonzero

differential forms ω,ω ′ ∈ ΩX, there is an isomorphism L((ω)) ∼= L((ω ′)).

Therefore the Riemann–Roch space L(KX) := L((ω)),ω ∈ ΩX, is well-defined.

Definition 2.2.33. The geometric genus of X is defined as g(X) := `(KX), the di-

mension of the Riemann–Roch space L(KX) of the canonical class.

Lemma 2.2.34. There is an isomorphism L(KX) ∼= Ω[X].

Proof. The map is f 7→ fω for any fixed ω ∈ Ω[X] defining the canonical class.

Corollary 2.2.35. For any curve X, g(X) = dimkΩ[X].

Example 2.2.36. Let X = P1 and let t be a coordinate function on some affine

patch U of P1. We claim that (dt) = −2∞. Indeed, for any α ∈ U ∼= A1, t− α

is a local uniformizer at α. Thus ordα(dt) = ordα(d(t− α)) = 0. At infinity, 1
t

is a local uniformizer so we can write dt = −t2 d
(1
t

)
. Hence

ord∞(dt) = ord∞ (−t2 d (1
t

))
= ord∞ (− 1

t−2

)
+ ord∞ (d (1

t

))
= −2 + 0 = −2.

So (dt) = −2∞ as claimed. Now for anyω ∈ ΩP1 , deg(ω) = −2 so we see that

`(KP1) = `(−2∞) = 0. Hence the genus of the projective line is g(P1) = 0.

Corollary 2.2.37. There are no holomorphic differentials on P1.

Proof. By Corollary 2.2.35, g(P1) = dimkΩ[P1] but by the calculations above,

the genus of P1 is zero.
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Definition 2.2.38. For a divisor D ∈ Div(X), define the meromorphic differen-

tials at D by

Ω(D) = {ω ∈ ΩX : (ω) > D}.

Fix a differential form ω0 ∈ Ω(X), so that K = [(ω0)]. For any D ∈ Div(X)

andω ∈ Ω(X), (ω) > D is equivalent to (f) > D− (ω0),ω = fω0 for f ∈ k(X).

This proves:

Lemma 2.2.39. ω ∈ Ω(D) if and only if f ∈ L(K−D), whereω = fω0.

The most important result describing the geometry of divisors on an alge-

braic curve X is the Riemann–Roch theorem.

Theorem 2.2.40 (Riemann–Roch). For an algebraic curve X with canonical divisor

K and any divisor D ∈ Div(X),

`(D) − `(K−D) = 1 − g+ deg(D).

Corollary 2.2.41. If KX is the canonical divisor on X, then deg(KX) = 2g− 2.

Proof. Set D = K = KX. Then the Riemann–Roch theorem says that

`(K) − `(0) = deg(K) + 1 − g

but `(K) = g by definition and `(0) = 1. Solving for deg(K) we get deg(K) =

2g− 2.

Corollary 2.2.42. Suppose deg(D) > 2g− 2 for some divisor D ∈ Div(X). Then

`(D) = deg(D) + 1 − g.
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Proposition 2.2.43. Let X be an algebraic curve such that X(k) 6= ∅. Then g(X) = 0

if and only if X ∼= P1.

Proof. ( =⇒) If X ∼= P1 then g(X) = g(P1) = 0 by Example 2.2.36.

( =⇒ ) Assume g(X) = 0. For any x ∈ X(k), the principal divisor D = (x) is

a divisor of degree 1 on X. Further, Riemann–Roch implies `(D) > 2, so there

exists a nonconstant function g ∈ L(D). Now g determines a map g : X → P1,

under which g∗∞ = ord∞(g) = x, so we must have deg(g) = 1. Hence g is an

isomorphism of curves.

2.2.3 The Riemann–Hurwitz Formula

Let ϕ : Y → X be a nonconstant morphism of nonsingular curves and fix

Q ∈ Y. Then eϕ(Q) = ordQ(ϕ∗tϕ(Q)) where tϕ(Q) is a local uniformizer. Take

t to be a uniformizer at P = ϕ(Q) and set eϕ(Q) = e. Then ϕ∗(dt) = d(ϕ∗t).

Moreover, if s is a uniformizer on Y atQ, then ϕ∗t = use for some unit u ∈ O×Q.

Now d(ϕ∗t) = d(use) = se du + uese−1 ds. Write du = gds for a regular

function g ∈ OQ Then d(ϕ∗t) = segds+ euse−1 ds, so

ordQ(d(ϕ∗t)) = ordQ(seg+ euse−1) = min{ordQ(seg), ordQ(euse−1)}.

If chark - e, then this minimum is e− 1; otherwise, when char k | e the min-

imum is at least e. To match the terminology from Chapter 1, we make the

following definition.
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Definition 2.2.44. If ϕ is ramified and chark - eϕ(Q) for all Q ∈ Y, we say ϕ is

tamely ramified. Otherwise ϕ is wildly ramified.

Remark 2.2.45. If ϕ is tamely ramified, then ordQ(d(ϕ∗t)) = eϕ(Q) − 1 for each

Q. If ϕ is wildly ramified at Q, then ordQ(d(ϕ∗t)) > eϕ(Q).

Definition 2.2.46. For a morphism ϕ : Y → X, define the ramification divisor

Rϕ =
∑
Q∈Y

ordQ(d(ϕ∗t))Q.

Now for ω ∈ ΩX, the canonical classes on X and Y can be defined by

KX = [(ω)] and KY = [(ϕ∗ω)]. On the other hand, the pullback defines a

divisor ϕ∗KX ∈ Div(Y). The Riemann–Hurwitz formula expresses a useful re-

lation between these three divisors. The critical computation is contained in

the following lemma.

Lemma 2.2.47. If ϕ : Y → X is a morphism of curves, then KY = ϕ∗KX + [Rϕ],

where Rϕ is the ramification divisor of ϕ.

Proof. Ifω = f dt ∈ ΩX, then for any Q ∈ Y,

ordQ(ϕ∗ω) = ordQ(ϕ∗f d(ϕ∗t)) = ordQ(ϕ∗f) + ordQ(d(ϕ∗t)),

so we see that ordQ(ϕ∗ω) gives the coefficient in KY , ordQ(ϕ∗f) gives the co-

efficient in ϕ∗KQ and ordQ(d(ϕ∗t)) gives the coefficient in Rϕ. Summing over

Q ∈ Y gives the desired equality.
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Taking ϕ to be tamely ramified, Rϕ =
∑
Q∈Y(eϕ(Q) − 1)Q so the degree

function applied to the equation in Lemma 2.2.47 gives

deg(KY) = deg(ϕ∗KX) +
∑
Q∈Y

(eϕ(Q) − 1).

Let g(X) and g(Y) be the genera of X and Y, respectively. Since deg(KY) =

2g(Y) − 2 by Corollary 2.2.41, this proves:

Theorem 2.2.48 (Riemann–Hurwitz Formula, Tame Version). For any tamely

ramified morphism of algebraic curves ϕ : Y → X,

2g(Y) − 2 = (degϕ)(2g(X) − 2) +
∑
Q∈Y

(eϕ(Q) − 1).

Corollary 2.2.49. For any tamely ramified morphism ϕ : Y → X, g(Y) > g(X).

In the wildly ramified case, there is a more general statement of the Riemann–

Hurwitz formula which follows from [Ser2, Ch. III, Prop.14 and Ch. IV, Prop. 4].

We will prove a stacky version of the most general Riemann–Hurwitz formula

in Chapter 5.

2.2.4 Artin–Schreier Theory for Curves

Artin–Schreier theory (and more generally, Artin–Schreier–Witt theory) can

be used to give a precise classification of Galois covers of curves Y → X with

group Z/pZ. Suppose k is algebraically closed and X and Y are k-curves. If
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k(X) (resp. k(Y)) is the function field of X (resp. Y) then the completion of k(X)

is isomorphic to the field of Laurent series k((x)). The extension k((y))/k((x))

given by the completion of k(Y) is Galois of degree p, so by Theorem 1.4.10, it

is given by an equation yp − y = f(x), and the ramification jump ism = −v(f).

We can represent f(x) = x−mg(x) for some g ∈ k[[x]], and after a change of

formal variables, we can even arrange for g = 1. When k is algebraically closed,

this shows there are infinitely many non-isomorphic Z/pZ-covers of any given

curve X since the ramification jump is an isomorphism invariant of the field

extension.

The following lemma will be useful in later arguments.

Lemma 2.2.50. Let K = k((x)) be the local field of Laurent series with valuation

ring A = k[[x]] and let L/K be the Z/pZ-extension given by the equation yp − y =

x−mg(x) with g ∈ A× m ≡ −1 (mod p). Write m+ 1 = pn for n ∈ N and let

z = xny. If B denotes the integral closure of A in L, then B = A[z].

Proof. It is easy to see that z satisfies the integral equation

zp − zxn(p−1) = xg(x)

but for clarity, here’s where the equation comes from. Let Gal(L/K) = 〈σ〉 ∼=

Z/pZ, where σ : y 7→ y+ 1. Then

σ(z) = xnσ(y) = xn(y+ 1) = z+ xn

and likewise, for all 0 6 i 6 p− 1, σi(z) = z+ ixn. Now the (monic) minimal
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polynomial h(T) ∈ K[T ] for z is

h(T) =

p−1∏
i=0

(T − σi(z)) =

p−1∏
i=0

(T − z− ixn)

=

p−1∏
i=0

((
T − z

xn

)
− i

)
xn =

((
T − z

xn

)p
−

(
T − z

xn

))
xnp

= (T − z)p − (T − z)xn(p−1) = Tp − zp − Txn(p−1) + zxn(p−1)

= Tp − Txn(p−1) − (zp − zxn(p−1)) = Tp − Txn(p−1) − (yp − y)xnp

= Tp − Txn(p−1) − xnp−mg(x) = Tp − Txn(p−1) − xg(x).

Next, note that vL(x) = pvK(x) = p and −mp = vL(x
−m) = vL(x

−mg) = vL(y
p−

y) = min{pvL(y), vL(y)} which implies vL(y) = −m. So vL(z) = nvL(x) +

vL(y) = np−m = 1. Hence z is a uniformizer of B, so B = A[z] as claimed.

Remark 2.2.51. When m 6≡ −1 (mod p), it is not as easy to write down a nor-

mal integral equation for B/A. Write m = pn− r for 1 < r < p. Then z = xny

still satisfies the integral equation zp − zxn(p−1) = xg(x), but now vL(z) = r > 1

so we don’t get a uniformizer inA[z] for free. In fact,A[z] 6= B in these cases. To

fix this, let c,d ∈ Z be the unique integers with 0 < c < p such that cr−dp = 1

and set u = zcx−d = xnc−dyc. Then vL(u) = cvL(z) − dvL(x) = cr− dp = 1,

so A[u] = B. However, it is difficult to write down the minimal polynomial of

u over A and one should not expect it to produce a normal equation for B/A

in general. Instead, one can write down an integral basis of B/A by resolv-

ing the singularities in any of the above integral equations step-by-step (such

algorithms can be found in [OP, Lem. 6.3] or [LS, Lem. 5.5]).
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Chapter 3

Algebraic Stacks

In this chapter, we relax the definition of schemes from Chapter 2 rather

dramatically in order to study a wider class of geometric problems. There are

three common situations in which stacks can be useful. If X is an arbitrary

scheme admitting a group (scheme) action G× X → X, it is often the case that

a quotient scheme X/G either fails to exist or does not possess the expected

universal property of a quotient. For a similar reason, if X has singularities,

many important geometric results (e.g. Riemann–Roch in its nicest form) fail to

hold forX. Finally and most broadly, the type of moduli problems one typically

encounters in algebraic geometry often have nontrivial automorphisms that

prevent the moduli problem from having a well-behaved space of solutions

(i.e. a fine moduli space). Luckily, by passing to the category of algebraic spaces

and stacks, we can handle each of these situations with ease and also open the

door to wider applications to representation theory, algebraic topology and
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beyond. Unless otherwise stated, all of the statements in this chapter can be

found in [Ols] (often with similar section titles).

3.1 Sites

This section covers the basic definitions and results in Grothendieck’s the-

ory of sites, a generalization of a topological space which allows for the con-

struction of sheaves. The main motivation is to develop a working sheaf theory

on schemes that can detect the features of étale morphisms and more general

properties.

3.1.1 Grothendieck Topologies and Sites

To every topological space X, we can associate a category Top(X) consisting

of the open subsets U ⊆ X with morphisms given by inclusions of open sets

U ↪→ V . Then a presheaf on X is a functor F : Top(X)op → Set, i.e. a contravari-

ant functor on the category Top(X). The conditions for F to be a sheaf on X can

be summarized by saying that for every open set U ∈ Top(X) and every open

covering U =
⋃
Ui, the set F(U) is an equalizer in the following diagram:

F(U) −→
∏
i

F(Ui) −→−→
∏
i,j

F(Ui ∩Uj).

This generalizes as follows.
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Definition 3.1.1. A Grothendieck topology on a category C is a set of collections

of morphisms Cov(X) = {{Xi → X}i} for every objects X ∈ C, called coverings,

satisfying:

(i) Every isomorphism X ′ → X defines a covering {X ′ → X} in Cov(X).

(ii) For any covering {Xi → X} of X and any morphism Y → X in C, the fibre

products Xi×X Y exist and the induced maps {Xi×X Y → Y} are a covering of

Y.

(iii) If {Xi → X}i is a covering of X and {Yij → Xi}j is a covering of Xi for each i,

then the compositions {Yij → Xi → X}i,j are a covering of X.

A category equipped with a Grothendieck topology is called a site.

Example 3.1.2. For a topological space X, the category Top(X) is a site with

coverings

Cov(U) =

{
{Ui ↪→ U} : Ui ⊆ U are open and U =

⋃
i

Ui

}
.

When X is a scheme with the Zariski topology, Top(X) is called the (small)

Zariski site on X.

Example 3.1.3. The categoryTop of all topological spaces with continuous maps

between them is a site, called the big topological site, whose coverings are de-

fined by

Cov(X) =

{
{fi : Xi ↪→ X} : fi is an open embedding and X =

⋃
i

Xi

}
.
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Example 3.1.4. Similarly, for a scheme X, let SchX be the category of X-schemes.

Then SchX is a site, called the big Zariski site on X, with coverings

Cov(Y) =

{
{ϕi : Yi → Y} : ϕi is an open embedding and Y =

⋃
i

Yi

}
.

Example 3.1.5. Let C be a site and X ∈ C be an object. Define the localized site

(or the slice category) C/X to be the category with objects Y → X ∈ HomC(Y,X),

morphisms Y → Z in C such that

Y Z

X

commutes. Then C/X can be equipped with a Grothendieck topology by defin-

ing

Cov(Y → X) = {{Yi → Y} : Yi → Y ∈ HomX(Yi, Y), {Yi → Y} ∈ CovC(Y)}.

Example 3.1.6. Let X be a scheme and define the small étale site on X to be the

category Ét(X) of X-schemes with étale morphisms Y → X and covers {Yi →

Y} ∈ Cov(Y) such that
∐
Yi → Y is surjective.

Example 3.1.7. In contrast, we can equip the slice category Sch/Xwith a Grothendieck

topology by declaring {Yi → Y} to be a covering of Y → X if each Yi → Y is étale

and
∐
Yi → Y is surjective. The resulting site is referred to as the (big) étale site

on X, written Xét.
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Example 3.1.8. Similar constructions can be made by replacing “étale” with

other properties, such as:

• The fppf site is the category Sch/Xwith coverings {Yi → Y} ∈ Cov(Y) such

that Yi → Y are flat and locally of finite presentation and
∐
Yi → Y is

surjective. This will sometimes be denoted Xfppf.

• The lisse-étale site LisÉt(X) is the category of X-schemes with smooth mor-

phisms between them, whose coverings are {Yi → Y} ∈ Cov(Y) such that

the Yi → Y are étale and
∐
Yi → Y is surjective.

• The smooth site Sm(X) is the category of X-schemes with smooth mor-

phisms between them and surjective families of smooth coverings. This

will sometimes be denoted Xsmooth.

• Most generally, the flat site is Sch/X with surjective families of flat mor-

phisms of finite type as coverings. This will sometimes be denoted Xflat.

Definition 3.1.9. A continuous map between sites f : C1 → C2 is a functor

F : C2 → C1 that preserves fibre products and takes coverings in C2 to coverings in C1.

Remark 3.1.10. Notice that a continuous map between sites is a functor in the

opposite direction. This is in analogy with the topological notion: a continuous

map f : X → Y between topological spaces induces a functor F : Top(Y) →

Top(X) given by V 7→ f−1(V).

Example 3.1.11. When X is a scheme, there are continuous maps between the

various sites we have defined on Sch/X. We collect some of these sites in the
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following table, along with their relevant features. (The arrows between sites

represent continuous maps between sites, so the functors on the underlying

categories go in the opposite direction. Note that when we define sheaves in

the next section, sheaves will pull back in the same direction as these arrows.)

Xflat → Xfppf → Xsmooth → Xét → XZar

name flat fppf smooth étale Zariski

maps flat
flat,

locally f.p.
smooth étale all

Example 3.1.12. Let G be a profinite group and let CG be the category of all

finite, discrete G-sets. Then the collections of G-homomorphisms {Xi → X}

such that
∐
i Xi → X is surjective form a Grothendieck topology on CG. When

G = Gal(k̄/k) for some field k, the category CG is equivalent to Xét for X =

Speck.

3.1.2 Sheaves on Sites

In this section we generalize the notions of presheaf and sheaf to a site C.

Definition 3.1.13. A presheaf on a site C is a functor F : Cop → Set, that is, a

contravariant functor from C to the category of sets. The category of presheaves on C

(with natural transformations between them) will be denoted PreShC.

Definition 3.1.14. We say F is separated if for every collection of maps {Xi → X},

the map F(X)→
∐
i F(Xi) is injective.
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Definition 3.1.15. A sheaf on C is a presheaf F : Cop → Set such that for every object

X ∈ C and every covering {Xi → X} ∈ Cov(X), the sequence of based sets

F(X) −→
∏
i

F(Xi) −→−→
∏
i,j

F(Xi ×X Xj)

is exact, or equivalently, F(X) is an equalizer in the diagram. The category of sheaves

on C will be denoted ShC.

As in topology, we can consider sheaves on C with values in set categories

with further structure, e.g. Group,Ring,R−Mod,Algk.

Theorem 3.1.16 (Sheafification). The forgetful functor ShC → PreShC has a left

adjoint F 7→ Fa.

Proof. First consider the forgetful functor SepC → PreShC defined on the sub-

category of separated presheaves on C. For a presheaf F on C, let Fsep be the

presheaf

X 7−→ Fsep(X) := F(X)/ ∼

where, for a,b ∈ F(X), a ∼ b if there is a covering {Xi → X} of X such that a and

b have the same image under the map

F(X)→
∐
i

F(Xi).

By construction, Fsep is a separated presheaf on C and for any other separated

presheaf F ′, any morphism of presheaves F→ F ′ factors through Fsep uniquely.
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Hence F 7→ Fsep is left adjoint to the forgetful functor SepC → PreShC so it

remains to construct a sheafification of every separated presheaf on C.

For a separated presheaf F, define Fa to be the presheaf

X 7−→ Fa(X) := ({Xi → X}, {αi})/ ∼

where {Xi → X} ∈ CovC(X), {αi} is a collection of elements in the equalizer

Eq

∏
i

F(Xi) −→−→
∏
i,j

F(Xi ×X Xj)

 ,

and ({Xi → X}, {αi}) ∼ ({Yj → Y}, {βj}) if αi and βj have the same image in

F(Xi ×X Yj) for all i, j. Then as above, Fa is a sheaf which is universal with

respect to all morphisms of sheaves F → F ′. Thus F 7→ Fa defines a left adjoint

to the forgetful functor ShC → SepC and composition with the first construction

proves the theorem.

Proposition 3.1.17. For every continuous map of sites f : C ′ → C, where C and C ′

are small categories, there exists an adjunction

f∗ : ShC ′ � ShC : f∗.

Proof. Define f∗ for each object X ′ ∈ C ′ and sheaf F ∈ ShC by

(f∗F)(X
′) = F(f(X ′)).
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If {X ′i → X ′} is a covering in C ′, we have a commutative diagram

(f∗F)(X
′)

∏
i

(f∗F)(X
′
i)

∏
i,j

(f∗F)(X
′
i ×X ′ X ′j)

F(f(X ′))

∏
i

F(f(X ′i))
∏
i,j

F(f(X ′i)×f(X ′) f(X ′j))

= = ∼=

Here, the bottom row is exact since F is a sheaf and f is continuous; the right

vertical arrow is an isomorphism since f is continuous; and the other vertical

arrows are equalities by definition. Hence by the Five Lemma, the top row is

exact, so f∗F defines a sheaf on C ′.

To define the left adjoint f∗ : ShC ′ → ShC, take an object X ∈ C and define

a category IX with objects (X ′, ρ) where X ′ ∈ C ′ and ρ ∈ HomC(X, f(X ′)), and

with morphisms (X ′, ρ) → (Y ′,σ) given by a morphism g : X ′ → Y ′ in C ′

making the following diagram commute:

X

f(X ′)

f(Y ′)

ρ

σ

f(g)

Now define f∗F for a sheaf F ∈ ShC ′ on an object X ∈ C by

(f∗F)(X) = lim
−→
F(X ′)

where the limit is over all objects (X ′, ρ) in the opposite category IopX . If h : X→

Y is a morphism in C, then there is an induced map (f∗F)(Y) → (f∗F)(X) given
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by the functor

IY −→ IX

(Y ′, ρ) 7−→ (Y ′, ρ ◦ h).

This shows that f∗F is a presheaf on C. Moreover, the maps

(f∗f∗F)(X) = lim
−→
F(f(X ′))→ F(X)

for each F ∈ ShC,X ∈ C give a natural transformation

HomShC ′
(F, f∗G) −→ HomShC(f

∗F,G).

One can show that it is an isomorphism, which establishes that (f∗, f∗) is an

adjoint pair.

Example 3.1.18. Let f : C ′ → C be a continuous map of sites. For an object

X ′ ∈ C ′, consider the presheaf represented by X ′:

hX ′ : (C
′)op −→ Set

Y ′ 7−→ HomC ′(Y
′,X ′).

It’s easy to see that f∗hX ′ ∼= hf(X ′) as functors, that is, the adjoint pair (f∗, f∗)

commutes with representable functors.
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3.1.3 Cohomology

Many of the results in this section hold in greater generality than presented

here – see [Ols, Sec. 2.3] for further reading. Let C be a site, ShC the category

of sheaves on C and Λ a ring in ShC. We begin by describing the category of

sheaves on C. First consider the category PreshC of presheaves on C.

Lemma 3.1.19. PreshC is an abelian category.

Let F ′ → F → F ′′ be a sequence of presheaves on C. Then this sequence is

exact if and only if the sequence

F ′(Y)→ F(Y)→ F ′′(Y)

is exact for all objects Y ∈ C. Let ShC be the full subcategory of PreshC of sheaves

of abelian groups on C. Then ShC is an additive category; we will prove that it

is abelian.

Definition 3.1.20. A morphism of sheaves T : F → F ′ on C is locally surjective if

for every Y ∈ C and s ∈ F ′(Y), there exists a covering {Yi → Y} such that for each i,

s|Yi lies in the image of F(Yi)→ F ′(Yi).

Proposition 3.1.21. For a morphism of sheaves T : F → F ′ on a site C, the following

are equivalent:

(a) F T−→ F ′ → 0 is exact.

(b) T is locally surjective.
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Proposition 3.1.22. For a sequence of sheaves 0 → F ′ → F → F ′′ → 0 in ShC, the

following are equivalent:

(a) The sequence is exact.

(b) For all Y ∈ C, the sequence 0→ F ′(Y)→ F(Y)→ F ′′(Y)→ 0 is exact.

Corollary 3.1.23. For any site C, ShC is an abelian category.

In order to define sheaf cohomology for a general site, we fix a ring object

Λ in ShC. When the underlying category of C is a scheme category, say SchS

for a base scheme S, we will typically choose Λ = OshS , the sheafification of

the structure presheaf of S. (Note that OS is in general only a presheaf in an

arbitrary Grothendieck topology on SchS, although it is a sheaf in the étale

topology; cf. Example 3.1.55.)

Definition 3.1.24. An abelian group object M ∈ ShC is a Λ-module if there is a

morphism ρ : Λ×M→M such that the following diagrams commute:

∗ ×M

Λ×M

M1
ρ

(Λ×Λ)×M Λ× (Λ×M)

Λ×M Λ×M

M

∼

m× id id× ρ

ρ ρ

Theorem 3.1.25. Let ModΛ denote the full subcategory of Λ-modules in ShC. Then

ModΛ is an abelian category with enough injectives.

97



Proof. That ModΛ is abelian is an easy exercise, similar to the proof that the

category ModOX
of OX-modules on a scheme X is an abelian category. For the

statement about injectives, see [SP, Tag 01DQ].

Fix a ring object Λ in ShC and define the global section functor Γ(C,−) :

ModΛ → Ab by

F 7−→ Γ(C, F) := HomShC(Λ, F).

Also, for an object X ∈ C, set Γ(X, F) = Γ(C/X, F|X), called the global sections over

X.

Proposition 3.1.26. Γ(C,−) is left exact.

Proof. Same as the usual proof that the global section functor of sheaves of

abelian groups on any topological space is left exact.

Definition 3.1.27. The right derived functors of Γ(C,−) are called sheaf cohomol-

ogy and denoted

Hi(C, F) := RiΓ(C,−) = Hi(Γ(C,E•))

for any Λ-module F, where E• is an injective resolution of F in ModΛ.

Theorem 3.1.28. For every short exact sequence of Λ-modules 0→ F ′ → F→ F ′′ →

0, there is a long exact sequence

0→ Γ(C, F ′)→ Γ(C, F)→ Γ(C, F ′′)→ H1(C, F ′)→ H1(C, F)→ H1(C, F ′′)→ · · ·

Example 3.1.29. For a scheme X, the constant sheaf Z is a ring in ShC where
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C = XZar,Xét, etc. Here, there are natural isomorphisms Γ(C,−) ∼= Hom(Z,−)

and as a result Hi(C,−) ∼= Exti(Z,−).

As with sheaf cohomology on a topological space, sheaf cohomology can

be computed with acyclic resolutions. For X ∈ C, let C/X be the slice category

defined in Example 3.1.5.

Definition 3.1.30. A sheaf F ∈ ModΛ is acyclic if for all X ∈ C and i > 0,

Hi(C/X, F) = 0.

Theorem 3.1.31. A sheaf F ∈ ModΛ is acyclic if and only if the underlying sheaf of

abelian groups is acyclic as an element of ModZ.

For any object X ∈ C and sheaf F ∈ ModΛ, write Γ(X, F) = F(X). Then Γ(X,−)

is left exact and we write its right derived functors as

Hi(X, F) = RiΓ(X, F) = Hi(Γ(X,E•))

for E• an injective resolution of F in ModΛ.

Proposition 3.1.32. Let C be a site, X ∈ C an object and C/X the slice category at X.

Then for every U→ X ∈ C/X, there are natural isomorphisms

Hi(U, F) ∼= Hi(C/U, F|U)

for all F ∈ ModΛ and i > 0.
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3.1.4 Čech Cohomology

While the definition of sheaf cohomology for a site is packaged in an ap-

pealing way, it is usually impossible to compute from the definition. However,

as with schemes, sheaf cohomology can often be computed in a combinatorial

way using Čech cohomology.

Definition 3.1.33. Let C be a site, Λ a ring object and suppose U = {Ui → X}i∈I is

an open cover of X ∈ C. For a sheaf F of Λ-modules on C, the Čech complex of F with

respect to U is the cochain complex C•(U, F) defined by

Cp(U, F) =
∏

i0,...,ip∈I
F(Ui0 ×X · · · ×X Uip)

with differential

d : Cp(U, F) −→ Cp+1(U, F)

α 7−→

p+1∑
k=0

(−1)kαi0,...,ik−1,ik+1,...,ip+1 |Ui0,...,ip+1


where Ui0,...,ip+1 = Ui0 ×X · · · ×X Uip+1 .

Lemma 3.1.34. d2 = 0; that is, C•(U, F) is a cochain complex.

Definition 3.1.35. The pth Čech cohomology with respect to an open cover U

of site C with coefficients in a sheaf F is the pth cohomology of the Čech complex:

Ȟ
p
(U, F) := Hp(C•(U, F)).
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Lemma 3.1.36. For any Λ-module F and cover U of X ∈ C, Ȟ
0
(U, F) = H0(X, F) =

Γ(X, F), the global sections over X.

Proof. By definition, Ȟ
0
(U, F) = ker(d : C0(U, F) → C1(U, F)). For α = (αi) ∈

C0(U, F), we have dα = (αi − αj)i,j which is zero if and only if αi = αj on

Ui ×X Uj for all i, j. Thus kerd = Γ(X, F).

Suppose U ′ is a refinement of U, that is, U ′ = {U ′j → X}j∈J is a cover of X

and there is a function λ : J → I such that for all j ∈ J, there is a morphism

U ′j → Uλ(j). Then there is a chain map C•(U ′, F)→ C•(U, F) given by

Cp(U ′, F) −→ Cp(U, F), (αj0,...,jp) 7−→ (αλ(j0),...,λ(jp)|Uj0×X···×XUjp
).

This in turn induces maps on Čech cohomology:

Ȟ
p
(U ′, F) −→ Ȟ

p
(U, F)

for all p.

Definition 3.1.37. The pth Čech cohomology of an object X ∈ C with coefficients

in a Λ-module F is the direct limit

Ȟ
p
(X, F) := lim

−→
Ȟ
p
(U, F)

taken over all covers U of X, ordered with respect to refinement.

Fix a covering U of X ∈ C. Then for any short exact sequence of presheaves
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of Λ-modules 0→ F ′′ → F→ F ′ → 0 on C, there is a corresponding short exact

sequence of complexes

0→ C•(U, F ′′)→ C•(U, F)→ C•(U, F ′)→ 0

Therefore there is a long exact sequence in Čech cohomology:

0→ Ȟ
0
(U, F ′′)→ Ȟ

0
(U, F)→ Ȟ

0
(U, F ′)→ Ȟ

1
(U, F ′′)→ Ȟ

1
(U, F)→ Ȟ

1
(U, F ′)→ · · ·

Proposition 3.1.38. The functors Ȟ
p
(U,−) : PreshΛ → Ab are the derived functors

of Ȟ
0
(U,−).

3.1.5 Direct and Inverse Image

Assume all presheaves and sheaves have values in abelian groups. Given

a continuous map of sites f : C2 → C1 given by a functor T : C1 → C2, we

have several ways of mapping sheaves on C1 to sheaves on C2 and vice versa.

The simplest to define (although not always the simplest to understand) is the

direct image functor.

Definition 3.1.39. For a continuous map f : C2 → C1 given by a functor T : C1 → C2

and a presheaf F on C2, define the pushforward presheaf of F along f to be the functor

f∗F : C
op
1 → Ab sending an object U in C1 to (f∗F)(U) := T(U).

Lemma 3.1.40. Direct image restricts to a functor f∗ : ShC2 → ShC1 .
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Proof. Follows from the fact that the functor T preserves coverings and fibre

products.

Example 3.1.41. When f : Y → X is a continuous map between topological

spaces and T = f−1 : TopX → TopY is the corresponding functor of sites, the

direct image functor is the usual one for topological (pre)sheaves:

(f∗F)(V) = F(f
−1(V))

for any open set V ⊆ Y.

Proposition 3.1.42. Suppose C3
g−→ C2

f−→ C1 are continuous maps of sites. Then

(f ◦ g)∗ = f∗ ◦ g∗.

Lemma 3.1.43. For all continuous maps f : C2 → C1, f∗ : ShC2 → ShC1 is left exact.

Proof. Direct image is exact on presheaves and sheafification is a left adjoint.

Lemma 3.1.44. For a continuous map of sites f : C2 → C1 and any sheaf F on C2, f∗F

is the sheafification of the presheaf f−1F on C1 which sends V ∈ C1 to

f−1F(V) := lim
−→
F(U)

where the direct limit is over all U ∈ C2 admitting a morphism TV → U.

Proof. It is easy to show that f−1 is left adjoint to f∗ on presheaves. Explicitly,
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for any presheaf Q on C2, there are bijections

HomPreshC2
(f−1F,Q)←→ HomPreshC1

(F, f∗Q)

which are functorial in F and Q. Therefore, passing to the sheafification yields

HomShC2
((f−1F)sh,Q) ∼= HomShC1

(F, f∗Q)

for any sheaf Q on C2. Since left adjoints are unique up to canonical isomor-

phism, this proves (f−1F)sh = f∗F.

Proposition 3.1.45. For any continuous maps of sites C3
g−→ C2

f−→ C1, (f ◦ g)∗ =

g∗ ◦ f∗.

Proof. Both (f ◦ g)∗ and g∗ ◦ f∗ are left adjoints to (f ◦ g)∗ = f∗ ◦ g∗.

Proposition 3.1.46. For all morphisms f : Y → X, f∗ is exact and f∗ preserves injec-

tives.

Corollary 3.1.47. For any continuous map f : C2 → C1 and sheaf F on C2, there is a

homomorphism

Hp(C2, F) −→ Hp(C1, f∗F)

for all p > 0.

Proof. Take an injective resolution E• of F in ShC2 . Then by Proposition 3.1.46,

f∗E
• is an injective resolution of f∗F in ShC1 , so we can compute cohomology
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using this resolution:

Hp(C1, f∗F) = Hp(Γ(C2, f∗E•)).

Since each f∗En is defined locally by a direct limit lim
−→
En(f−1(V)), there is an

induced map of global sections Γ(C2,En) → Γ(C1, f∗En) for each n > 0. This

induces the desired maps on cohomology: Hp(C2, F) −→ Hp(C1, f∗F).

3.1.6 The Étale Site

In this section, we focus on properties specific to the étale topology (from

Example 3.1.7). While some statements appear in [Ols, Ch.2], a more thorough

treatment can be found in [Mil1, Ch. II] or [Mil2, Secs. 4-7].

Let Xét denote the étale site on a scheme X. Fix a faithfully flat morphism

ϕ : Y → X and a group G acting on the morphism on the right via α : G →

AutX(Y). Recall that ϕ is a Galois cover with Galois group G, or a G-cover for

short, if the morphism

Y ×G −→ Y ×X Y

(y,g) 7−→ (y,yg)

is an isomorphism.

Lemma 3.1.48. ϕ : Y → X is a G-cover if and only if ϕ is surjective, finite, étale and

degϕ = |G|.

105



Definition 3.1.49. A Galois cover ϕ : Y → X is said to be generically Galois if

k(Y)/k(X) is a Galois extension of fields.

Example 3.1.50. Let A be a ring, B an A-algebra and consider the correspond-

ing morphism of affine schemes

ϕ : SpecB −→ SpecA.

Then ϕ is a Galois cover with Galois group G if and only if A→ B is faithfully

flat and G acts on B such that

B⊗A A −→ G×B =
∏
g∈G

B

b⊗ b ′ 7−→ (bgb ′)g

is an isomorphism.

Example 3.1.51. Let k be a field and f ∈ k[t] a monic irreducible polynomial.

Set K = k[t]/(f). Then f = f
e1
1 · · · f

er
r in K[t] and by the Chinese remainder

theorem,

K⊗k K ∼= K[t]/(f) ∼=

r∏
i=1

K[t]/(feii ).

Thus SpecK→ Speck is a Galois cover if and only if each fi is linear, fi 6= fj for

any i 6= j and ei = 1 for all i. That is, SpecK → Speck is Galois if and only if f

is separable with splitting field K, just as in classical Galois theory.

Proposition 3.1.52. Suppose F is a presheaf on the étale site Xét taking disjoint unions
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to products. Then F satisfies the sheaf condition on Xét for a given G-cover ϕ : Y → X

if and only if F(ϕ) : F(X)→ F(Y) is an isomorphism onto the fixed set F(Y)G ⊆ F(Y).

Proof. Consider the two maps Y ×G ⇒ Y given by (y,g) 7→ y and (y,g) 7→

yg. These fit into a commutative diagram with the two coordinate projections

Y ×X Y ⇒ Y:

Y ×G Y X

Y ×X Y Y X

∼= id id

Applying F to the diagram, we obtain a commutative diagram of sets

F(X) F(Y) F(Y ×X Y)

F(X) F(Y)

∏
g∈G

F(Y)

id id
∼=

where the maps F(Y)⇒
∏
g∈G F(Y) are given by s 7→ (s)g and s 7→ (gs)g. Then

these maps agree precisely when gs = s for all g ∈ G, i.e. F(X) is the equalizer

in the top row if and only if it identifies with F(Y)G in the bottom row.

Proposition 3.1.53. Suppose F is a presheaf on Xét which satisfies the condition that

F(U) −→
∏
i

F(Ui) −→−→
∏
i,j

F(Ui ×U Uj)

is an equalizer diagram for all covers {Ui → U} of U ∈ XZar in the Zariski site on X

and for all étale affine covers {V → U} of U ∈ Xét consisting of a single morphism in
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the étale site. Then F is a sheaf on Xét.

Proof. If U =
∐
iUi for schemes Ui ∈ Xét, then the first condition implies that

F(U) =
∏
i F(Ui). Thus for a covering {Ui → U ′} in Xét, the sequence

F(U ′) −→
∏
i

F(Ui) −→−→
∏
i,j

F(Ui ×U ′ Uj)

is isomorphic to the sequence

F(U ′) −→ F(U) −→−→ F(U×U ′ U)

for the covering {U→ U ′}, using the fact that (
∐
iUi)×U ′ (

∐
iUi) =

∐
i,j(Ui×U ′

Uj). Since the equalizer condition is assumed to hold for all étale affine covers,

this argument shows the condition holds for all {Ui → U}i∈I with I finite and

each Ui affine.

Let {Uj → U}j be a covering and set U ′ =
∐
jUj and f : U ′ → U. Write

U =
⋃
i Vi for open affine subschemes Vi ⊆ U and for each i, write f−1(Vi) =⋃

kWik for open affine subschemes Wik ⊆ U ′. Fix one of the Vi. Then each

f(Wik) is open in Vi, so by quasi-compactness, we may reduce to a finite cover

{Wik → Vi}
K
k=1. Now consider the diagram
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F(U) F(U ′) F(U ′ ×U U ′)

∏
i

F(Vi)
∏
i

∏
k

F(Wik)
∏
i

∏
k,`

F(Wik ×UWi`)

∏
i,j

F(Vi ×U Vj)
∏
i,j

∏
k,`

F(Wik ×Vi Wj`)

The two columns correspond to the coverings {Vi → U}i and {Wik → U ′}i,k

which are all coverings in the Zariski site on X and hence these columns are

exact by hypothesis. Moreover, the middle row corresponds to the coverings

{Wik → f(Wik) ⊆ Vi}k which for each i is finite and affine, so by the above

paragraph this row is exact. An easy diagram chase then implies the top row

of the diagram is also exact, which is what we want.

Example 3.1.54. Let A → B be a ring homomorphism such that SpecB →

SpecA is surjective and étale. In particular, A → B is faithfully flat and un-

ramified. We claim that the sequence

0→ A→ B→ B⊗A B (*)

is exact, where the second map is b 7→ 1⊗ b− b⊗ 1. First note that the map

g : B→ B⊗A B,b 7→ b⊗ 1 has a section s : b⊗ b ′ 7→ bb ′. Then consider

h : (B⊗A B)⊗B (B⊗A B) −→ B⊗A B, x⊗ y 7−→ xgs(y).
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We have h(1⊗ x− x⊗ 1) = gs(x) − x, so if 1⊗ x− x⊗ 1 = 0, we get x = gs(x) ∈

img and the sequence

0→ B
g−→ B⊗A B→ (B⊗A B)⊗B (B⊗A B)

is exact. Tensoring (∗) with B induces the vertical arrows in the following dia-

gram:

0 A B B⊗A B

0 B B⊗A B (B⊗A B)⊗B (B⊗A B)

Therefore the top row is exact as claimed.

Example 3.1.55. LetX be a scheme and Y → X an étale morphism. Set OXét(Y) =

Γ(Y,OY), which defines a sheaf OXét for the Zariski topology. To check that

OXét is a sheaf for the étale site, it suffices to check the conditions of Proposi-

tion 3.1.53, but the Zariski condition was just seen to hold. If {Y → Z} is an étale

affine covering in Xét, with Y = SpecB and Z = SpecA, then the corresponding

ring map A→ B satisfies the condition of Example 3.1.54, meaning

0→ A→ B→ B⊗A B

is exact and hence so is the sequence

OXét(Z)→ OXét(Y)→ OXét(Y ×Z Y).
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(Note that this is precisely the same as the equalizer condition since the map

B→ B⊗A B is b 7→ 1⊗ b− b⊗ 1 and Γ(Y,OY) are abelian groups.)

Example 3.1.56. Any scheme Z→ X defines a presheaf

FZ : Xét −→ Set

Y 7−→ HomX(Y,Z).

Then FZ is a sheaf for XZar so once again, to show it is a sheaf for the étale

topology, by Proposition 3.1.53 it will suffice to check the sheaf condition for

single étale affine covers. For such a cover {SpecB→ SpecA}, the map A → B

is faithfully flat with

0→ A→ B→ B⊗A B

exact. Take an open affine subschemeU = SpecC ↪→ Z. Applying HomA(C,−)

to the above sequence gives

HomA(C,A)→ HomA(C,B)→ HomA(C,B⊗A B)

which is exact since HomA(C,−) is a left-exact functor. Generalizing to HomX(−,Z)

is straightforward using patching, so ultimately we conclude that FZ is a sheaf

on Xét. As usual, by Yoneda’s Lemma the assignment Z 7→ FZ is injective so we

will often write FZ simply by Z.

Example 3.1.57. Let n > 1 be an integer and let µn be the group scheme defined

(locally) by tn − 1 = 0. Then for any Y ∈ Xét, µn(Y) coincides with the set of
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nth roots of unity in Γ(Y,OY).

Example 3.1.58. Let X be a k-scheme and let Ga be the affine group scheme

defined by the additive group of k. Then for each Y ∈ Xét, Ga(Y) = Γ(Y,OY).

Example 3.1.59. Similarly, when Gm is the affine multiplicative group scheme

defined by k×, then for each Y ∈ Xét, Gm(Y) = Γ(Y,OY)×.

Example 3.1.60. When char k = p > 0, let αp denote the group scheme defined

by tp = 0. Note that αp is not an étale group scheme (but it is flat). For Y ∈ Xét,

αp(Y) corresponds to the set of nilpotent elements of order p in Γ(Y,OY).

Example 3.1.61. Consider the ring k[ε] = k[t]/(t2). Write T = Speck[ε]. The

functor T = Homk(−, T) is called the (étale) tangent space functor since for any

Y ∈ Xét, T(Y) is the tangent space to Y, which is locally given by T(Y)x = TxY :=

(mx/m
2
x).

Example 3.1.62. Let R be a set and let FR be the sheaf on Xét defined by

FR : Y 7−→ FR(Y) :=
∏
π0(Y)

R

where π0(Y) denotes the set of connected components of Y. Then FR is called

the constant sheaf on Xét associated to R.

Example 3.1.63. Let M be a sheaf of coherent OX-modules on the Zariski site

XZar. This gives us an étale sheaf Mét as follows. If ϕ : Y → X is an étale

morphism, then ϕ∗M is a coherent OY-module on YZar which on affine patches

U = SpecA ⊆ X,V = SpecB ⊆ Y takes the form
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M⊗A B M

B A

Let Mét be the presheaf (Y ϕ−→ X) 7→ Γ(Y,ϕ∗M) on Xét. By a similar proof to the

one in Example 3.1.55 for OXét , one can show that Mét is then a sheaf on Xét. As

a special case, note that (OXZar
)ét = OXét .

Example 3.1.64. Let X be a k-scheme, ϕ : Y → X a morphism and consider the

exact sequence of sheaves

ϕ∗Ω1
X/k → Ω1

Y/k → Ω1
Y/X → 0.

If ϕ is an étale morphism, then by Theorem 2.1.56, Ω1
Y/X = 0 so ϕ∗Ω1

X/k →

Ω1
Y/k is surjective. In fact, both are locally free sheaves of the same rank, so

ϕ∗Ω1
X/k

∼= Ω1
Y/k. It follows that (Ω1

X/k)
ét|YZar

= Ω1
Y/k.

Example 3.1.65. Let k be a field with absolute Galois group G = Gal(k̄/k), set

X = Speck and consider the étale site Xét. If G-Modd denotes the category of

discrete G-modules, then there is an equivalence of categories

Sh(Xét)←→ G-Modd

F 7−→MF

FM 7−→M
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where MF = lim
−→
F(L) is the direct limit over all finite, Galois extensions L/k

and FM is the sheaf A 7→ HomG(Homk(A,ksep),M).

Example 3.1.66. Let n ∈ N and assume n is invertible on X, i.e. chark - n for

any residue fields k of X. Consider the following sequence of sheaves, called

the Kummer sequence for X:

0→ µn −→ Gm
n−→ Gm → 0

where Gm
n−→ Gm is the morphism induced by t 7→ tn. We claim the Kummer

sequence is exact (generalizing the content of Section 1.4.1). It suffices to show

exactness on stalks at geometric points. For such a point x̄, set A = OX,x̄. Then

µn,x̄ = µn(A) and Gm,x̄ = A× and moreover, 0 → µn(A) → A× is clearly

exact. For the right map, notice that tn−a splits inA[t] for every a ∈ A×, since

d
dt(t

n − a) = ntn−1 6= 0 when n is invertible on X. Thus every a is an nth root

in A×, and it follows that the sequence

0→ µn(A) −→ A×
n−→ A× → 0

is exact as required.

Example 3.1.67. When char k | n for some residue field k of X, the above exam-

ple fails since étale locally, we have

d

dt
(tp − a) = ptp−1 = 0 in characteristic p > 0.
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Note however that the equation t 7→ tp does define a (locally) flat covering

Gm → Gm, so the sequence

0→ µp −→ Gm
p−→ Gm → 0

is exact in the flat topology on X. On the étale site, the appropriate characteris-

tic p replacement for the Kummer sequence is the Artin–Schreier sequence

0→ Z/pZ −→ Ga
℘−→ Ga → 0

where Z/pZ is the constant group scheme defined by the same group and

℘ : Ga → Ga is induced by the map t 7→ tp − t. To see that the AS sequence is

exact (a generalization of Section 1.4.2), it suffices once again to check exactness

on stalks at geometric points. For a geometric point x̄, again let A = OX,x̄ so

that Z/pZx̄ = Z/pZ(A) and Ga,x̄ = A. As before, 0→ Z/pZ(A)→ A is exact

and the kernel of t 7→ tp − t : A → A is precisely Z/pZ(A). For surjectivity,

note that for any a ∈ A,

d

dt
(tp − t− a) = ptp−1 − 1 = −1 6= 0

so tp − t− a splits in A[t] for all a ∈ A. Thus the end of the sequence

0→ Z/pZ(A) −→ A
℘−→ A→ 0

is exact and we are done.
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Example 3.1.68. For n > 2, consider the Artin–Schreier–Witt sequence

0→ Z/pnZ −→Wn
℘−→Wn → 0.

Then a similar argument shows this is an exact sequence of sheaves on Xét,

generalizing the results in Section 1.4.3).

3.2 Categories Fibred in Groupoids

One of the main motivations for Grothendieck’s use of fibred categories

in the study of algebraic spaces and stacks is to allow for the construction of

universal objects. Here’s an example to keep in mind. Suppose f : X → Y is a

morphism in the category of topological spaces (this problem will also arise in

a category of schemes). Then for any sheaf F on Y, one way to define a pullback

sheaf f∗F on X is as a solution to the universal mapping problem F → f∗G of

sheaves on Y, where G is a sheaf on X. This object f∗F is not unique, it is only

defined up to canonical isomorphism. Similar problems occur where universal

objects are present (any direct limit construction might pose a problem) so we

must find a way around.

Here’s a brief discussion of how nontrivial automorphisms can get in the

way of solving a “moduli problem”, which is loosely defined as a classification

problem with some natural notion of geometry attached to the collection of all

objects to be classified. A more rigorous definition is that a moduli problem is
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a functor F : Schop → Set. If F is representable, say F ∼= Hom(−,M) for some

scheme M, we say M is a (fine) moduli space for F. In general no such space

exists.

Example 3.2.1. Let k be a field. The moduli problem of finding r-dimensional

vector subbundles of a rank n bundle on X ∈ Schk is represented by the Grass-

mannian variety Gr(r,n). In particular, Pnk = Gr(1,n) classifies line bundles

inside rank n bundles. The moduli problem of rank n bundles themselves has

the infinite Grassmannian Gr(n,∞) as a topological moduli space, but this is

not representable by a scheme (it is merely pro-representable).

Example 3.2.2. For any group G, there is a topological space BG, called the

classifying space forG, which is a moduli space for isomorphism classes of prin-

cipal G-bundles. In algebraic geometry, for any smooth algebraic group over

a scheme S, there is a notion of a classifying scheme for principal G-bundles,

namely S/G. In both cases, the classifying space/scheme only classifies G-

bundles up to isomorphism, so it is merely a coarse moduli space for the moduli

problem of principal G-bundles. Taking G = GLn recovers the previous exam-

ple.

Example 3.2.3. One can think of algebraic varieties themselves (over an alge-

braically closed field) as moduli spaces whose points correspond to solutions

to a given set of polynomial equations.

Example 3.2.4. The classical Cayley-Salmon theorem says that the moduli prob-

lem of finding lines on a smooth cubic surface is represented by a 0-dimensional
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scheme with 27 components. This and similar problems belong to an area

known enumerative geometry and many of them admit scheme-theoretic moduli

spaces.

Example 3.2.5. There are many interesting moduli problems in classical ge-

ometry which lie completely outside the realm of algebraic geometry. For

example, the problem of classifying all circles in R2 is represented by R2 ×

R>0, while circles up to isometry are parametrized by R>0, neither of which is

algebro-geometric in the classical sense.

Example 3.2.6. In differential geometry, all complex (or equivalently, hyper-

bolic) structures on a surface of genus g > 1 are specified by Fenchel-Nielsen

coordinates, and these form a moduli space homeomorphic to R6g−6.

Next, we introduce two of the most famous moduli problems in algebraic

geometry.

Example 3.2.7. Let M1,1 : Schop
C
→ Set be the moduli problem parametrizing

complex elliptic curves, i.e. M1,1(S) is the set of isomorphism classes of smooth

curves E → S whose geometric fibres are all complex curves of genus 1 with

a marked point. For a morphism S → T , we get a functor M1,1(T) → M1,1(S)

defined by pullback: for a family of elliptic curves E → T , f∗(E → T) is the

family E ′ → Swhich is the pullback in the diagram

E ′ E

S T
f
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Suppose M1,1 were representable, say M1,1 ∼= Hom(−,M) for some schemeM.

Let E0 ∈ M1,1(M) correspond to the identity idM ∈ Hom(M,M). Then every

elliptic curve E→ Swould be the pullback

E E0

S M

by a unique morphism S→M – that is, E0 →Mwould be a “universal” elliptic

curve. However, this is impossible: every elliptic curve E→ S has a nontrivial

degree 2 automorphism (corresponding to the map (x,y) 7→ (x,−y) if E is

locally given by y2 = x3 + ax+ b) so the map E→ E0 cannot be unique. (Even

worse, in M1,1(C) the isomorphism classes of elliptic curves with j-invariant 0

and 1728 have additional nontrivial automorphisms to worry about.) So M1,1

is not representable, but it does in fact have a coarse moduli space M1,1, that

is, a scheme M1,1 and a functor M1,1 → Hom(−,M1,1) which is a bijection

when evaluated on algebraically closed fields and such that for any scheme S

and natural transformation M1,1 → Hom(−,S), there is a unique morphism

M1,1 → Smaking the diagram

M1,1 Hom(−,M1,1)

Hom(−,S)

commute. In fact,M1,1 is none other than the j-line, A1
j = Spec C[j].
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Example 3.2.8. Consider the moduli problem parametrizing Riemann surfaces

of genus g > 2, or smooth proper complex curves X over C with X(C) ∼= Cg/Λ

for a full lattice Λ. Let Mg : Schop
C
→ Set be the functor sending S to the set

of isomorphism classes of smooth schemes X → S whose geometric fibres are

all Riemann surfaces of genus g. Such an X is often called a family of Riemann

surfaces, parametrized by the base S. As above, for a morphism f : S → T we

get a pullback functor f∗ : Mg(T) → Mg(S). By a similar proof to the elliptic

curve case, Mg is not a representable functor – that is, there is no fine mod-

uli space of genus g Riemann surfaces. However, as above, there is a coarse

moduli spaceMg for Mg which is of considerable complexity and has inspired

much research in algebraic geometry.

The standard way to approach the issue of automorphisms in a moduli

problem F : Schop → Set is to replace the category Set with the category Gpd of

groupoids.

Definition 3.2.9. A category C is a groupoid if every morphism in C is an isomor-

phism.

Example 3.2.10. LetG be a group. ThenG determines a category – usually also

denoted by G – in which there is only one object ∗ and for each g ∈ G, there is

an automorphism ∗ g−→ ∗. Thus G is a groupoid.

In Examples 3.2.7 and 3.2.8, the pullback functor f∗ was crucial for studying

the moduli problems of curves of genus g. In order to allow for pullbacks to

play a role in our study of moduli spaces, we will replace a functor Schop → Set
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with a category fibred in groupoids. In order to make this precise, we need to

introduce fibred categories.

3.2.1 Fibred Categories

Definition 3.2.11. A category over a category C is a category F and a functor

π : F → C. The fibre of an object X ∈ C is the subcategory F(X) of objects x ∈ F

such that π(x) = X and morphisms covering idX, i.e. morphisms ϕ : x → x ′ such

that π(ϕ) : X → X is the identity. A morphism of categories over C is a functor

T : F → G commuting with the functors F → C and G→ C.

Definition 3.2.12. Let π : F → C be a category over C. A morphism ϕ : x→ x ′ in F

is cartesian if for any other morphism ψ : y → x ′ in F such that π(ψ) = π(ϕ) ◦ h

for some h : π(y)→ π(x), there exists a unique morphism α : y→ x covering h and

making the diagram

y x x ′

π(y) π(x) π(x ′)

α ϕ

ψ

h π(ϕ)

π(ψ)

commute. Then π : F → C is a fibred category if for every morphism f : X → X ′ in

C and object x ′ ∈ F(X ′), there exists a cartesian morphism ϕ : x→ x ′ covering f.
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In particular, note that if f : X→ X ′ lifts to a cartesian morphism ϕ : x→ x ′

in F then x ∈ F(X). One sometimes calls x the pullback of x ′ along f, written

x = f∗x ′.

Definition 3.2.13. A morphism of fibred categories over C is a morphism T :

F → G of categories over C that takes cartesian morphisms to cartesian morphisms.

A base-preserving natural transformation between two morphisms S, T : F → G

of fibred categories is a natural transformation τ : S → T such that for all x ∈ F,

τx : S(x)→ T(x) covers the identity morphism in C.

The collection of all morphisms of fibred categories F → G over C, together

with the base-preserving natural transformations between them, forms a cate-

gory denoted HomC(F,G). This shows that the category of all fibred categories

over C in fact forms a 2-category.

Definition 3.2.14. A category fibred in groupoids is a fibred category F → C such

that for every object X ∈ C, the fibre category F(X) is a groupoid.

Let CFG(C) denote the full 2-subcategory of fibred categories over C which

are fibred in groupoids.

Example 3.2.15. Suppose C is a category and F : Cop → Set is a presheaf on C.

Then F determines a category π : CF → C with CF(X) = F(X) for each X ∈ C.

There is a morphism s→ t in CF if π(s) = X,π(t) = X ′ and there is a morphism

ϕ : X → X ′ in C such that F(ϕ)(F(X)) = F(X ′). A set is naturally a groupoid

with only identity morphisms and it is easy to check the axioms of a fibred
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category hold for π : CF → C, so every presheaf on C naturally determines a

category fibred in groupoids over C.

Example 3.2.16. If X ∈ C is any object, then the slice category C/X is naturally

a category fibred in groupoids over C, where the projection C/X → C is just

(Y → X) 7→ Y. A category F fibred in groupoids over C is called representable

if it is equivalent (as a category fibred in groupoids) to a slice category C/X for

some object X, in which case F is said to be represented by X.

Example 3.2.17. Let SchX be the category of X-schemes and define a category

π : F → SchX whose objects are pullback squares

P Y

T X

in SchX and whose morphisms are pairs of morphisms (T ′ → T ,P ′ → P) mak-

ing the appropriate diagrams commute. The functor π sends the square above

to Y → X ∈ SchX, so that for any fixed X-scheme Y, the fibre category F(Y) may

be identified with the category of pullbacks P = T ×X Y which exist (showing

the fibred condition holds for F) and are unique up to unique isomorphism.

Therefore F(Y) is a groupoid so F is a category fibred in groupoids over SchX.

Proposition 3.2.18. A fibred category F → C is fibred in groupoids if and only if

every morphism in F is cartesian.

We will use liberally the following 2-categorical version of the Yoneda lemma

from category theory.
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Lemma 3.2.19 (2-Yoneda Lemma). For any object X ∈ C and fibred category π :

F → C, the functor η : HomC(C/X,F) → F(X) defined by sending S : C/X → F to

S(idX) ∈ F(X) is an equivalence of 2-categories.

Proof. We define a functor ξ : F(X) → HomC(C/X,F) as follows. For each

object x ∈ F(X) and morphism ϕ : Y → X in C, choose a pullback ϕ∗x ∈ F(Y)

and set

ξx : C/X −→ F

ϕ 7−→ ϕ∗x.

On the level of morphisms, if ψ : Z→ X is another morphism in C and α : Y →

Z is a morphism over X, then by the cartesian condition in F there is a unique

morphism ξx(α) : ϕ
∗x→ ψ∗xwhich completes the diagram

ϕ∗x ψ∗x x

Y Z X

ξx(α)

α ψ

ϕ

This defines ξx ∈ HomC(C/X,F) for every object x ∈ F(X). If f : x → x ′ is a

morphism in F(X), then for any ϕ : Y → X in C/X, choose pullbacks ϕ∗x and

ϕ∗x ′ ∈ F(Y) of x and x ′, respectively. Then there is a unique morphism ξf(ϕ)

completing the diagram
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ϕ∗x ϕ∗x ′

x x ′

ξf(ϕ)

f

by the cartesian condition defining ϕ∗x,ϕ∗x ′. This defines ξ on morphisms, so

ξ : F(X)→ HomC(C/X,F) is a functor.

It remains to check that η and ξ together give an equivalence of categories.

On one hand, ξ ◦ η : HomC(C/X,F) → HomC(C/X,F) sends S : C/X → F

to ξS(idX) : (ϕ : Y → X) 7→ ϕ∗S(idX). This is canonically isomorphic to S

itself since idX is a final object in C/X and thus there exists a unique cartesian

morphism (ϕ : Y → X) → (idX : X → X), which makes S(ϕ) → S(idX) also

cartesian and hence S(ϕ) is a pullback of S(idX). This shows ξ ◦ η is naturally

isomorphic to the identity functor. On the other hand, η ◦ ξ : F(X) → F(X)

takes x ∈ F(X) to id∗Xxwhich is canonically isomorphic to x itself, thus proving

η ◦ ξ ' idF(X).

Corollary 3.2.20. For any objects X, Y ∈ C, the functor

HomC(C/X,C/Y) −→ HomC(X, Y)

S 7−→ S(idX)

is an equivalence of categories.
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Corollary 3.2.21. For any category C, there is a fully faithful embedding of 2-categories

C ↪−→ CFG(C),X 7−→ C/X,

where CFG(C) is the 2-category of categories fibred in groupoids over C. In a similar

way, there is a fully faithful embedding of 2-categories

PreshC ↪−→ CFG(C), F 7−→ CF.

Example 3.2.22. Let Schk be the category of schemes over a field k. Then for

each k,n > 1, we define a category fibred in groupoids Gr(k,n)→ Schk called

the (k,n)th Grassmannian category, by putting Gr(k,n)(X) as the category of

vector bundles E → X of rank k, together with embeddings of bundles E ↪→

An
X. A morphism in Gr(k,n) from E ∈ Gr(k,n)(X) to E ′ ∈ Gr(k,n)(X ′) is a

morphism of bundles E → E ′ covering a morphism of schemes X → X ′ and

commuting with the natural map An
X →An

X ′ .

Example 3.2.23. For each X ∈ Schk, let M1,1(X) be the category consisting of

pairs (E,O) where E → X is a smooth curve, O : X → E is a section and for

every geometric point x̄ : Spec k̄ ↪→ X, the pullback (Ex̄,Ox̄) is an elliptic curve

over k̄. Then M1,1 → Schk is a fibred category. Morphisms (E,O)→ (E ′,O ′) in

M1,1 are given by pullback diagrams
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E E ′

X X ′

F

f

such that F ◦O ′ = O ◦ f. Since pullbacks are unique up to unique isomorphism,

it follows that M1,1 is a category fibred in groupoids over Schk.

Example 3.2.24. Likewise for each g = 0,g > 2 and X ∈ Schk, define Mg(X) to

be the category consisting of smooth curves C→ X whose geometric fibres Cx̄

are smooth curves of genus g over k̄. Then Mg is a fibred category over Schk.

As above, morphisms in Mg are given by pullbacks, so Mg is a category fibred

in groupoids.

Example 3.2.25. The following construction will be important in the definition

of stacks. Let π : F → C be a category fibred in groupoids. For X ∈ C and

x, x ′ ∈ F(X), define a presheaf Isom(x, x ′) : (C/X)op → Set by

Isom(x, x ′)(ϕ : Y → X) = HomF(Y)(ϕ
∗x,ϕ∗x ′)

where ϕ∗x,ϕ∗x ′ ∈ F(Y) are pullbacks of x and x ′, respectively, along ϕ. More-

over, any other ψ : Z→ Y induces a map

ψ∗ : Isom(x, x ′)(ϕ : Y → X) −→ Isom(x, x ′)(ϕ ◦ψ : Z→ X)

by composition of pullbacks. In particular, Aut(x) := Isom(x, x) is a presheaf
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of groups on C/X for any x ∈ F(X).

Lemma 3.2.26. Let F : C → D be a morphism of categories fibred in groupoids over

SchS. Then F is an equivalence of categories fibred in groupoids if and only if for each

S-scheme T , the functor FT : C(T)→ D(T) is an equivalence of categories.

Proof. This is a special case of [SP, Tag 003Z].

3.2.2 Fibre Products

In this section we construct fibre products of categories fibred in groupoids.

We first give the construction for individual groupoids. Fix a groupoid G and

suppose G1 and G2 are two groupoids over G, meaning there are functors π1 :

G1 → G and π2 : G2 → G. The fibre product G1 ×G G2 is defined to be the

category with objects (X, Y,ϕ) consisting of X ∈ G1, Y ∈ G2 and an isomorphism

ϕ : π1(X) → π2(Y) in G. We define a morphism (X, Y,ϕ) → (X ′, Y ′,ϕ ′) in

G1 ×G G2 to be a pair of morphisms α : X → X ′ in G1 and β : Y → Y ′ in G2

making the diagram

π1(X) π2(Y)

π1(X
′) π2(Y

′)

ϕ

ϕ(α) ϕ ′(β)

ϕ ′

commute. Then G1 ×G G2 is a groupoid by construction and there are func-

tors p1 : G1 ×G G2 → G1 and p2 : G1 ×G G2 → G2 given by p1(X, Y,ϕ) = X,

p2(X, Y,ϕ) = Y and similar projections on morphisms. Further, the diagram
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G1 ×G G2 G2

G1 G

p2

p1 π2

π1

2-commutes, i.e. there is a natural isomorphism π1 ◦ p1 ' π2 ◦ p2.

Proposition 3.2.27. For any groupoids π1 : G1 → G and π2 : G2 → G, the fibre

product G1 ×G G2 is universal with respect to groupoids P making the diagram

P G2

G1 G

q2

q1 π2

π1

2-commute. That is, for such a groupoid P there is a functor t : P→ G1×G G2, unique

up to unique natural isomorphism, and natural isomorphisms λ1 : q1 → p1 ◦ t and

λ2 : q2 → p2 ◦ t making the diagram of functors

π1 ◦ q1 π1 ◦ p1 ◦ t

π2 ◦ q2 π2 ◦ p2 ◦ t

π1(λ1)

' '
π2(λ2)

commute.

This says that G1 ×G G2 is a 2-categorical fibre product of G1 and G2. Now let C

be any category and π : F → C,π1 : F1 → F and π2 : F2 → F categories fibred

in groupoids over C. The construction of a 2-categorical fibre product F1×F F2
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in the 2-category CFG(C) of categories fibred in groupoids over C is similar to

the construction above, but we give it here for completeness.

Proposition 3.2.28. There exists a category F1 ×F F2 fibred in groupoids over C to-

gether with morphisms of fibred categories p1 : F1 ×F F2 → F1 and p2 : F1 ×F F2 →

F2 as well as an isomorphism (a base-preserving natural isomorphism) σ : π1 ◦ p1 '

π2 ◦ p2 satisfying the following universal property:

(i) For any category H→ C fibred in groupoids, the morphism of groupoids

HomC(H,F1 ×F F2) −→ HomC(H,F1)×HomC(H,F) HomC(H,F2)

η 7−→ (p1 ◦ η,p2 ◦ η,σ ◦ η)

is an isomorphism.

(ii) For any morphisms q1 : G ′ → F1, q2 : G ′ → F2 with an isomorphism

τ : π1 ◦ q1 ' π2 ◦ q2 making

HomC(H,G ′) −→ HomC(H,F1)×HomC(H,F) HomC(H,F2)

an isomorphism for all H → C, there exists an equivalence of fibred categories

t : H → F1 ×F F2, unique up to unique isomorphism, and isomorphisms

λ1 : q1 → p1 ◦ t and λ2 : q2 → p2 ◦ t making the diagram of morphisms
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π1 ◦ q1 π1 ◦ p1 ◦ t

π2 ◦ q2 π2 ◦ p2 ◦ t

π1 ◦ λ1

τ σ ◦ t
π2 ◦ λ2

commute.

Proof. (Sketch; see [Ols, 3.4.13]) Define G = F1 ×F F2 to be the category with

objects (x,y,ϕ) consisting of x ∈ F1,y ∈ F2 and an isomorphism ϕ : π1(x) →

π2(y) in F. A morphism (x,y,ϕ) → (x ′,y ′,ϕ ′) in G is a pair of morphisms

α : x→ x ′ in F1 and β : y→ y ′ in F2 making the diagram

π1(x) π2(y)

π1(x
′) π2(y

′)

ϕ

ϕ(α) ϕ ′(β)

ϕ ′

commute. Define p1 : G → F1 by (x,y,ϕ) 7→ x and the obvious projection on

morphisms and p2 : G→ F2 similarly by (x,y,ϕ) 7→ y. A natural isomorphism

σ : π1 ◦ p1 → π2 ◦ p2 is induced by the isomorphisms ϕ. One can check that G

is a category over C; it is clear that G(X) is a groupoid for each X ∈ C.

(i) Suppose H → C is a category fibred in groupoids and (ξ1, ξ2,γ) is an

object in the groupoid HomC(H,F1)×HomC(H,F) HomC(H,F2). This induces a

morphism η ∈ HomC(H,G) defined on objects by η(h) = (ξ1(h), ξ2(h),γh)

where γh is the isomorphism π1 ◦ ξ1(h) → π2 ◦ ξ2(h) specified by γ. The defi-
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nition of η on functors is similar and under the morphism

HomC(H,G) −→ HomC(H,F1)×HomC(H,F) HomC(H,F2),

it is clear that η goes to (ξ1, ξ2,γ). On the other hand, if η ∈ HomC(H,G) then η

is precisely the image under the above morphism of the triple (p1 ◦ η,p2 ◦ η,σ ◦

η). Therefore

HomC(H,G) −→ HomC(H,F1)×HomC(H,F) HomC(H,F2)

is an isomorphism of groupoids.

(ii) Now suppose qi : G ′ → Fi, i = 1, 2, are morphisms and τ : π1 ◦ q1 '

π2 ◦ q2 a natural isomorphism such that

HomC(H,G ′) −→ HomC(H,F1)×HomC(H,F) HomC(H,F2)

η 7−→ (q1 ◦ η,q2 ◦ η, τ ◦ η)

is an isomorphism of groupoids for any H. Then for H = G = F1 ×F F2, we

have an isomorphism

HomC(G,G ′) −→ HomC(G,F1)×HomC(G,F) HomC(G,F2).

Then the data (p1,p2,σ) on the right determines a morphism t−1 : G → G ′

on the left as well as natural transformations λ−1
1 : p1 ◦ t−1 → q1 and λ−1

2 :
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p2 ◦ t−1 → q2 making the appropriate diagram of functors commute. Applying

this with G and G ′ reversed constructs t, λ1 and λ2 and shows that the first

is an equivalence and the second and third are natural isomorphisms. This

completes the proof.

Remark 3.2.29. When H = C/X is the slice category over an object X ∈ C, the

isomorphism in (i) will be written (F1 ×F F2)(X) ∼= F1(X)×F(X) F2(X).

3.3 Descent

The notion of descent can be phrased in a quite general context. Fix an

object S in a category C with fibre products and recall that the localized or slice

category at S is the category C/Swhose objects are arrows X→ S in C and whose

morphisms are commutative triangles

X Y

S

Given any other object S ′ ∈ C and a morphism S ′ → S, there is a base change

functor C/S→ C/S ′ given by (X→ S) 7→ (X ′ → S ′) where X ′ is the fibre product

X ′ = X×S S ′ X

S ′ S
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This shows that an object over S always determines an object over S ′. The

opposite question, namely when an object over S ′ determines an object over S,

is much harder to answer in general. In fact there are two interesting questions

one might ask: given a morphism S ′ → S and an arrow (X ′ → S ′) ∈ C/S ′,

(1) is there an arrow (X → S) ∈ C/S such that the following diagram can be

completed:

X ′ X

S ′ S

and if so, (2) how many ways are there to complete the diagram? The process

of answering both of these questions is known as descent, which is a crucial

ingredient in the definition of a stack.

3.3.1 Galois Descent

For an extended motivation, let K/k be a field extension and obj(k) some

class of objects defined over k. For example, obj(k) could be the class of k-

vector spaces, or something more specific, like central simple algebras over k.

Many examples like this admit morphisms over k, and so form a category over

k (in technical terms, a k-linear category, though we will not use that terminol-

ogy here).

Example 3.3.1. A quadratic space over k is a k-vector space V together with a

quadratic form q, that is, a symmetric bilinear function q : V → k. The set of
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quadratic spaces (V ,q) may be an interesting class of objects over k. These too

admit morphisms, where (V ,q) → (V ′,q ′) consists of a k-linear isomorphism

V → V ′ which commutes with q and q ′.

Example 3.3.2. Important choices of obj(k) in algebraic geometry include the

class of algebraic varieties or algebraic groups over k, the class of schemes over

Speck, and more generally things like algebraic spaces and algebraic stacks

over k.

Many of these examples admit a base change functor, i.e. an assignment

obj(k) −→ obj(K)

X 7−→ XK.

for a field extension K/k. Most of the time this functor can be built using the

tensor product or fibre product in the right category. In the pattern of the in-

troduction, there are two natural questions we would like to answer about

descending objects defined over K to objects over k:

(1) Given an object A ∈ obj(K), does there exist an object X ∈ obj(k) such that

XK = A?

(2) What are all the possible objects X ∈ obj(k) with XK = A or XK ∼= A in

obj(K)?

When K/k is a Galois extension, this is known as Galois descent.
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Definition 3.3.3. An object X ∈ obj(k) with XK ∼= A in obj(K) is called a K/k-form

of A.

Example 3.3.4. In some situations, descent is trivial. For example, if VK is a

K-vector space with basis {xi} then the same basis gives a k-vector space Vk for

which Vk ⊗k K = VK.

Example 3.3.5. In other situations, descent is impossible. Let k = Q, K =

Q(
√

2) and consider the quadratic form qK(x,y) = x2 − y2
√

2 on V = K2. Is

there a quadratic form qQ on VQ = Q2 which extends to qK on VQ ⊗Q K = V?

The answer in this case is no – there are some elementary conditions that are

necessary for descent to be possible, and they are not satisfied in this situation.

Let K/k be a Galois extension with Galois group G = Gal(K/k) and suppose

Vk and Wk are objects over k (e.g. k-algebras) that are isomorphic over K, that

is, VK = Vk ×k K ∼= Wk ×k K = WK. Moreover, assume that under the natural

Galois action on VK and WK, we have Vk = VG
K and Wk = WG

K (this is true e.g.

for k-algebras). When there is a notion of maps between objects over k (e.g.

k-linear algebra homomorphisms), the G-action extends to MapK(VK,WK) by

(σf)(v) = σ(f(σ−1v)) for all v ∈ VK,σ ∈ G.

For example, let f be an equivalence VK
f−→ WK, e.g. a K-algebra isomor-

phism. Set ξ(σ) = f−1 ◦ σf ∈ GK := AutK(VK). Notice that if ξ(σ) = 1 for all

σ ∈ G, then σf = fσ so f descends to an isomorphism fk : Vk = V
G
K

∼−→WG
K =Wk.

That is, ξ = 1 is a necessary condition for two (K/k)-forms of VK to be isomor-
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phic over k. In general, the automorphism ξ(σ) = f−1 · σf satisfies

ξ(στ) = f−1 · (στ)f = (f−1 · σf)((σf)−1στf) = ξ(σ)σ(ξ(τ)).

Such a map ξ : G → GK is called a 1-cocycle, and the set of all 1-cocycle is

denoted Z1(G,GK). If K/k is an infinite extension, we are guaranteed to have

f(Vk) ⊆ Wk ⊗k ` ⊆ Wk ⊗k K = WK for some finite extension `/k. If σ ∈ H :=

Aut(K/`), then for all v ∈ Vk,

(σf)(v) = σ(f(σ−1v)) = σσ−1f(v) = f(v)

since f(v) ∈Wk ⊗k `. Thus σf = f, so ξ(σ) = 1 for all σ ∈ H. Said another way,

the 1-cocycle ξ is constant on cosets of H, which means ξ is in fact a continuous

1-cocycle on

G = lim
−→

Aut(`/k)

over all finite extensions `/k, when this direct limit is equipped with the Krull

topology induced by discrete topologies on each Aut(`/k).

Turning back to our K-isomorphism f : VK
∼−→ WK, the definition of ξ may

depend on this f, but suppose f ′ were a different isomorphism VK
∼−→WK. Then

f ′ = f ◦ g for some g ∈ GK and the cocycle ξ ′ defined by f ′ has the form

ξ ′(σ) = (f ′)−1 · σf ′ = (f ◦ g)−1 · σ(f ◦ g) = g−1f−1 · (σf)(σg) = g−1ξ(σ)σg.

Definition 3.3.6. Two 1-cocycles ξ, ξ ′ : G → GK are equivalent cocycles if there
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is some g ∈ GK such that ξ ′(σ) = g−1ξ(σ)σg for all σ ∈ G. The set of equivalence

classes of 1-cocycles is denoted H1(G,GK).

Fix an object VK over K, set GK = AutK(VK) and let F(K/k,VK) be the set of

k-isomorphism classes of (K/k)-forms of Vk. Then our work above shows that

there is a map

Θ : F(K/k,VK) −→ H1(G,GK).

The theory of Galois descent comes down to deciding when Θ is a bijection.

For example, when Vk is a k-algebra, Θ is a bijection.

For another example, supposeG is a linear algebraic group over k on which

G acts continuously. Then

H1(G,G) = lim
−→
H1(G/U,G(KU))

where the limit is over all finite index open subgroups U ⊆ G and KU is the

subfield of K fixed by U. Hilbert’s Theorem 90 (Theorems 1.4.2 and 1.4.7) says

that Hi(G,K) = 0 for all i > 1 and H1(G,K×) = 1. In this sense, Kummer theory

and Artin–Schreier theory can be viewed as specific examples of Galois descent

for G = µn and Z/pZ, respectively.

Here is a general strategy for descent: define a new Galois action on the

object VK over K and takeWk to be the fixed points of VK under this action.
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3.3.2 Faithfully Flat Descent

Switching to a geometric context, we can find basic examples of descent in

the theory of quasicoherent sheaves on a scheme X. Fix a Zariski open cover

{Ui}i∈I of X. Then it is a standard fact that a quasicoherent sheaf F on X is

equivalent to the data of a collection of quasicoherent sheaves (Fi)i∈I on eachUi

and isomorphisms (σij)i,j∈I, σij : Fi|Ui∩Uj
→ Fj|Ui ∩Uj such that for all i, j,k ∈ I,

σii = idFi and σik = σjk ◦ σij over Ui ∩Uj ∩Uk. This extends to an equivalence

of suitable categories.

Replacing the Zariski topology with a more general topology results in

more interesting categories of sheaves. In this section, we outline so-called

faithfully flat descent for sheaves on X in the fppf topology. Let X be a scheme.

Our goal is to show that the functor hX = Hom(−,X) is a sheaf in the fppf

topology on Sch. More generally, this will imply that for any base scheme S

and S-scheme X→ S, hX is a sheaf on Sfppf.

First, let f : A → B be a ring homomorphism and M an A-module. Set

MB =M⊗A B and let f also denote the mapM→MB.

Proposition 3.3.7. If f : A → B is faithfully flat, then for any A-module M, the

sequence

M
f−→MB

−→−→MB⊗AB

is exact, where the two maps MB → MB⊗AB = M ⊗A (B ⊗A B) are induced by

B→ B⊗A B,b 7→ b⊗ 1 and b 7→ 1⊗ b.

Corollary 3.3.8. Let ϕ : V → U be a faithfully flat morphism of affine schemes. Then
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for any affine scheme X, the sequence of sheaves

hX(U)
ϕ∗−−→ hX(V) −→−→ hX(V ×U V)

is exact.

Lemma 3.3.9. Let F : Schop → Set be a sheaf in the Zariski topology. Then F is a

sheaf in the fppf topology if and only if for every faithfully flat morphism Y → X of

schemes which is locally of finite presentation, the sequence

F(X) −→ F(Y) −→−→ F(Y ×X Y)

is exact.

Proof. ( =⇒ ) is immediate.

( =⇒) We must show that for a scheme X and a cover {Xi → X} ∈ Cov(X),

F(X) −→
∏
i

F(Xi) −→−→
∏
i,j

F(Xi ×X Xj)

is exact. Set Y =
∐
Xi with the canonical projection Y → X, which is faithfully

flat, and consider the diagram

F(X) F(Y) F(Y ×X Y)

F(X)

∏
i

F(Xi)
∏
i,j

F(Xi ×X Xj)

= ∼= ∼=
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Since F is a sheaf in the Zariski topology, the vertical maps are isomorphisms,

and by hypothesis, the top row is exact. It follows that the bottom row is exact.

Lemma 3.3.10. Suppose F is a sheaf in the Zariski topology on Sch and for all fppf

morphisms of affine schemes V → U, the sequence

F(U)→ F(V)→ F(V ×U V)

is exact. Then F is a sheaf for the fppf topology.

Theorem 3.3.11. For any scheme X, the presheaf hX is a sheaf in the fppf topology.

Corollary 3.3.12. For any scheme X, hX is a sheaf in the smooth and étale topologies.

3.3.3 Effective Descent Data

Let F be a fibred category over a site C. For each morphism Y → X in C, we

define a category F(Y → X) whose objects are pairs (E,σ) where E ∈ F(Y) and

σ : E|Y×XY → E|Y×XY is an isomorphism between the two different pullbacks

of E along the two projections Y ×X Y → Y, which agrees on each map from

the triple product Y ×X Y ×X Y → Y ×X Y. A morphism (E ′,σ ′) → (E,σ) in

F(Y → X) is taken to be a morphism g : E ′ → E in F(Y) such that σg|Y×XY =

g|Y×XYσ
′ : E ′|Y×XY → E|Y×XY . Call σ the descent data for E.

More generally, for a collection of morphisms {Yi → X} in C, set Yij = Yi ×X

Yj, Yijk = Yi ×X Yj ×X Yk, etc. Then one can define the category F({Yi → X})
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to have objects ({Ei}, {σij}) with Ei ∈ F(Yi) and isomorphisms σij : Ei|Yij →

Ej|Yij such that σik = σjkσij over Yijk. Morphisms ({E ′i}, {σ
′
ij}) → ({Ei}, {σij}) in

F({Yi → X}) are taken to be gi : E ′i → Ei in F(Yi) such that σijg = gσji over Yij.

The isomorphisms {σij} are called the descent data for {Ei}.

Next, define a functor Φ : F(X) → F({Yi → X}) by sending an object

E ∈ F(X) to Φ(E) = ({Ei}, {σij}) where Ei = E|Yi and σij is the canonical iso-

morphism
(
E|Yi

)
|Yij

∼−→
(
E|Yj

)
|Yij . For a morphism E ′ → E in F(X), Φ(E ′ →

E) = {gi : E
′
i → Ei} is defined via the universal property of pullbacks.

Definition 3.3.13. Any collection of morphisms {Yi → X} has effective descent for

the fibred category F if Φ is an equivalence of categories. An effective descent data

is a descent data {σij} for {Ei} such that ({Ei}, {σij}) ∼= Φ(E) for some E ∈ F(X).

In the case of a single morphism Y → X, we often say the morphism has

effective descent (for F) if F(X)→ F(Y → X) is an equivalence of categories.

Example 3.3.14. If f : Y → X admits a section s : X → Y, then f has effective

descent. Indeed, a quasi-inverse to Φ : F(X) → F(Y → X) is given by (E,σ) 7→

s∗E.

Let C be a site with representable finite limits and define a category Sh with

objects given by pairs (X,E) where X ∈ C and E ∈ C/X (the slice category;

see Example 3.1.5), and with morphisms (X,E) → (Y, F) corresponding to a

morphism f : X → Y in C and a morphism η : E → f∗F in C/X. Then Sh

is a fibred category over C via the projection (X,E) 7→ X. A generalization

of the standard gluing lemma for sheaves on a topological space proves the

following.
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Proposition 3.3.15. Let C be a site with representable finite limits. Then any covering

(Y → X) ∈ C is an effective descent morphism for the fibred category Sh.

Now let C = Sch be the category of schemes equipped with the fppf topol-

ogy. Define QCoh to be the category whose objects are pairs (T ,E) where T is

a scheme and E is a quasicoherent sheaf on T with the Zariski topology. Mor-

phisms (T ′,E ′) → (T ,E) in QCoh are morphisms of schemes f : T ′ → T and

quasicoherent sheaves E ′ → f∗E on T ′. Then (T ,E) 7→ T makes QCoh into a

fibred category over Sch.

Theorem 3.3.16. If f : Y → X is a cover in the fppf (resp. smooth, étale) topology on

Sch, then f has effective descent for QCoh.

Example 3.3.17. Let Open be the fibred category over Sch consisting of pairs

(X,U) where X is a scheme and U ⊆ X is an open subscheme. Then any fppf

(resp. smooth, étale) cover f : Y → X has effective descent for Open.

Example 3.3.18. Let Aff be the fibred category of affine morphisms of schemes

Y → X over Sch. Then any fppf/smooth/étale cover has effective descent for

Aff. Combining this with the previous example, one can also show effective

descent for the fibred category of quasi-affine morphisms.

3.3.4 Stacks

Definition 3.3.19. Let C be a site. A stack over C is a category fibred in groupoids

F → C such that for every object X ∈ C and any cover {Xi → X} ∈ Cov(X), the

functor F(X)→ F({Xi → X}) is an equivalence of categories.

143



Let X ∈ C and for any x,y ∈ F(X), recall the presheaf Isom(x,y) on C/X

defined in Example 3.2.25.

Proposition 3.3.20. A category fibred in groupoids F → C is a stack if and only if

(1) For any object X ∈ C and any x,y ∈ F(X), the presheaf Isom(x,y) is a sheaf

on C/X with respect to the induced Grothendieck topology.

(2) For any covering {Xi → X} ∈ Cov(X), every descent data {σij} for {Ei ∈ F(Xi)}

is effective for F.

Proof. Suppose F is a stack over C and take a covering {Xi → X} in C. Since

F(X) → F({Xi → X}) is an equivalence of categories, it is immediate that any

descent data is effective. Next, take an object (Y ϕ−→ X) ∈ C/X and a covering

{Yi → Y} in C/X. By definition,

Isom(x,y)(Yi ×Y Yj) ∼= HomF(Yi×YYj)(ϕ
∗x|Yi ,ϕ

∗y|Yj)

so the sequence

Isom(x,y)(Y) −→
∏

Isom(x,y)(Yi) −→−→
∏

Isom(x,y)(Yi ×Y Yj)

is isomorphic to

HomF(Y)(ϕ
∗x,ϕ∗y) −→

∏
HomF(Yi)(ϕ

∗x|Yi ,ϕ
∗y|Yi)

−→−→
∏

HomF(Yij)(ϕ
∗x|Yij ,ϕ

∗y|Yij).

This latter sequence being exact is precisely equivalent to F(Y) → F({Yi → Y})
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being fully faithful.

Conversely, suppose (1) and (2) hold. Note that (2) says that Φ : F(X) →

F({Xi → X}) is essentially surjective. On the other hand, as noted above, (1) is

equivalent toΦ being fully faithful, soΦ is an equivalence.

Remark 3.3.21. A category fibred in groupoids is called a prestack if condition

(1) holds.

Definition 3.3.22. A morphism of stacks F → G over C is a morphism of the

underlying categories fibred in groupoids, i.e. a natural transformation T : F → G

over C taking cartesian morphisms to cartesian morphisms.

If F1,F2 and F are categories fibred in groupoids over C and F1 → F and

F2 → F are morphisms of categories fibred in groupoids, let F1 ×F F2 denote

the category fibred in groupoids constructed in Proposition 3.2.28.

Proposition 3.3.23. If F1,F2 and F are stacks over C and F1 → F and F2 → F are

morphisms of stacks, then the fibre product F1 ×F F2 is a stack.

Proof. For any object X ∈ C, Proposition 3.2.28(i) says there is an equivalence

of groupoids

(F1 ×F F2)(X)
∼−→ F1(X)×F(X) F2(X).

Likewise, for any covering {Xi → X} in C, there is an equivalence of groupoids

(F1 ×F F2)({Xi → X})
∼−→ F1({Xi → X})×F({Xi→X}) F2({Xi → X}).

This implies the proposition.
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Proposition 3.3.20 suggests that stacks are a generalization of sheaves; more

colloquially, stacks are “sheaves valued in categories”. Just as with presheaves

and the sheafification construction, there is notion of “stackification” of any

category fibred in groupoids. This is described in the next theorem.

Theorem 3.3.24. For any category fibred in groupoids F → C, there exists a stack

Fst → C and a morphism of fibred categories F → Fst such that for any stack G over

C, the functor

HomC(F
st,G) −→ HomC(F,G)

is an equivalence of categories.

Corollary 3.3.25. The stack Fst is unique up to a canonical equivalence categories.

Proposition 3.3.26. A morphism f : F → G of stacks over C is an isomorphism of

stacks if and only if for every X ∈ C, the functor fX : F(X) → G(X) is an equivalence

of categories.

Definition 3.3.27. A substack of a stack F → C is a subcategory fibred in groupoids

H ⊆ F which satisfies the stack condition.

Example 3.3.28. The category fibred in groupoids Sh → C constructed in Sec-

tion 3.3.3 is a stack over C.

Example 3.3.29. Every scheme can be viewed as a category over Sch via its

functor of points: X ∈ Sch defines a fibred category X → Sch by taking X(T) =

Hom(T ,X). Morphisms in Hom(T ,X) are just the identity morphisms T → T

and the forgetful functor (T → X) 7→ T makes X into a category fibred in
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groupoids over Sch. We claim that X is a stack in the Zariski or the étale

topology on Sch. Note that for any f,g ∈ Hom(T ,X), Isom(f,g) is locally con-

stant or empty: for a scheme U → T , Isom(f,g)(U) = {idU} if f|U = g|U or

Isom(f,g)(U) = ∅ otherwise. In particular, Isom(f,g) is a sheaf (in any topol-

ogy on Sch/T ). Next, suppose {Ti → T } is a covering either in the Zariski topol-

ogy or the étale topology. By Example 3.1.56, we know X(−) = Hom(−,X) is

a sheaf in both topologies. Therefore a descent data δ = ({ϕi : Ti → X}, {σij :

ϕi|Tij
∼−→ ϕj|Tij}) determines a morphism ϕ : T → X by gluing the ϕi. In partic-

ular, δ is the image under Φ : Hom(T ,X)→ Hom({Ti → T },X) of ϕ : T → X, so

δ is effective. This proves X(−) = Hom(−,X) is a stack in the Zariski and étale

topologies.

Example 3.3.30. The same argument shows that for a base scheme S and any

S-scheme X, the functor of points X(−) = HomS(−,X) is a stack in the Zariski

and étale topologies on SchS.

This shows that the 2-Yoneda embedding Sét ↪→ CFG(Sét) from Corollary 3.2.21

actually lands in stacks: Sét ↪→ Stack(Sét).

Definition 3.3.31. A stack F is representable (by a scheme) if there exists an iso-

morphism of stacks F ∼−→ hX = Hom(−,X) for some scheme X, that is, if F is in the

essential image of the 2-Yoneda embedding.

Example 3.3.32. For C = Sch the category of schemes in the fppf/smooth/étale

topology, the subcategory QCoh ⊆ Sh constructed in Section 3.3.3 is a substack.

Likewise, there are substacks of Sh corresponding to some of the usual notions
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for OX-modules, e.g. locally free sheaves of finite rank and invertible sheaves

(the latter is sometimes called the Picard stack of C). One way of saying all of

these things is that the moduli problem of quasicoherent sheaves/locally free

sheaves of finite rank/invertible sheaves is representable by a stack. We will see

that many such moduli problems are represented by stacks, and ultimately

algebraic stacks, in Section 3.5.

Example 3.3.33. The moduli problem M1,1 from Examples 3.2.7 corresponds

to a category fibred in groupoids by 3.2.23, which is a stack in the fppf (resp.

smooth, étale) topology on Sch.

Example 3.3.34. Likewise, the moduli problem Mg from Example 3.2.8 defines

a category fibred in groupoids over Sch (Example 3.2.24) which is a stack in the

fppf/smooth/étale topologies.

Example 3.3.35. Let X be a scheme, G a group (or an algebraic group) acting

on X and for every scheme T , set GT := G× T . Let {X/G}(T) be the groupoid

whose objects are pairs (P,g) where P is a GT -torsor over T (as in Section 2.1.4)

and g : P → X × T is a GT -equivariant morphism. A morphism (P ′,g ′) →

(P,g) in {X/G}(T) is a pair of compatible morphisms ϕ : T ′ → T (of schemes)

and P ′ → ϕ∗P (of GT ′-torsors). Varying T , this defines a category fibred in

groupoids {X/G} over Sch, though in general, this need not be a stack in the

various topologies we put on Sch. Denote its stackification {X/G}st by [X/G],

called the quotient stack of X by G. If X/G exists in the category of schemes,

then the natural morphism [X/G] → X/G sending P 7→ P/G is a morphism of

stacks.
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Definition 3.3.36. A representable morphism of stacks is a morphism F → G

such that for all morphisms of stacks X→ G where X is a scheme, the product F×G X

is a scheme.

Example 3.3.37. All of Sh,QCoh, LFS,Pic, M1,1 and Mg are representable by

stacks, but not by schemes.

Lemma 3.3.38. Let X and Y be schemes, viewed as stacks via the 2-Yoneda embedding.

Then any morphism of stacks f : X→ Y is representable.

Proof. The 2-Yoneda lemma says that HomSch(X, Y) → HomStack(X, Y) is an

isomorphism, so f corresponds to a unique morphism f̄ : X→ Y in the category

of schemes. Likewise, for any scheme X ′ and morphism of stacks X ′ → X, there

is a corresponding morphism in the category of schemes. Then taking the fibre

product X×Y X ′ with respect to the two morphisms of schemes of course yields

a scheme (by Theorem 2.1.23 if you like). Hence f is representable.

This proof seems a bit silly: the 2-Yoneda lemma ensures that any mor-

phism of stacks between two schemes automatically comes from a morphism

of schemes. However, this perspective of representability will be useful when

we define algebraic spaces and algebraic stacks in the next two sections. In

a word, we want to identify those functors (sheaves or categories fibred in

groupoids) which are locally representable by schemes in the étale topology,

much as schemes themselves are exactly the functors that can be covered by

affine schemes in the Zariski topology.
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3.4 Algebraic Spaces

Classically, a scheme is defined to be a locally ringed space that can be cov-

ered by affine schemes, which are themselves built from commutative rings.

Any scheme X in turn defines a presheaf (its functor of points)

hX : AffSchop −→ Set, T 7→ hX(T) := Hom(T ,X)

and the Yoneda Lemma says that the functor Sch→ PreshAffSch,X 7→ hX is fully

faithful. Further, Example 3.1.56 shows hX is a sheaf in the Zariski topology on

Sch, so we may view Sch as a full subcategory of ShAffSch.

Amazingly, it is also possible to define schemes intrinsically, using only the

notion of sheaves on AffSch = CommRingop. The following proposition charac-

terizes the subcategory of ShAffSch corresponding to the sheaves represented by

schemes.

Proposition 3.4.1. A presheaf F : AffSchop → Set is represented by a scheme if and

only if:

(1) F is a sheaf in the Zariski topology on AffSch.

(2) The diagonal ∆F : F→ F× F is representable by separated schemes, i.e. schemes

whose diagonals are closed immersions.

(3) F can be “covered by affine schemes”, i.e. there is a collection of objects {Xi} in

AffSch and open embeddings {hXi → F} such that the map of Zariski sheaves∐
hXiF is surjective.
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Notice that this alternative definition of schemes is not entirely intrinsic:

one first needs the notion of separated scheme. However, this too can be de-

fined intrinsically, resulting in a sequence of full embeddings

CommRingsop = AffSch ↪−→ Schsep ↪−→ Sch ↪−→ ShAffSch ⊆ PreshAffSch.

Remark 3.4.2. The previous discussion can be modified to intrinsically con-

struct the category of S-schemes SchS for any scheme S, specializing to the

above case when S = Spec Z. We now pass to the relative perspective for the

remainder of the chapter, since it will be essential in our later discussions of

algebraic stacks and stacky curves.

Let S be a scheme. In Example 3.1.56, we showed that a representable

presheaf hX is a sheaf in the étale topology on SchS. The natural question then

is: which sheaves on Sét can be covered by representable sheaves hX?

AffSch ↪−→ Sch ↪−→??? ↪−→ ShSét ⊆ PreshSét .

3.4.1 Definitions and Properties

Let S be a scheme. As in Section 3.3.4, we say a morphism F → G of

presheaves on SchS is representable (by schemes) if for all morphisms of presheaves

hZ → G, where Z is an S-scheme, the fibre product F×G hZ is representable.

Lemma 3.4.3. Suppose F is a sheaf in the étale topology on SchS such that ∆F : F →

F×S F is representable by schemes. Then for any S-scheme Z, every morphism hZ → F
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is representable.

As a consequence, it makes sense to talk about certain properties of mor-

phisms between schemes also in the context of sheaves on Sét, e.g. proper, sep-

arated, surjective, smooth, unramified, étale.

Definition 3.4.4. An algebraic space over S is a presheaf X : SchopS → Set such

that:

(1) X is a sheaf in the étale topology on SchS.

(2) The diagonal morphism ∆X : X→ X×S X is representable by schemes.

(3) There exists a surjective étale morphism hU → X where U is an S-scheme.

Lemma 3.4.5. For every S-scheme X, the presheaf hX is an algebraic space over S.

Proof. The only nontrivial axiom to verify is (1), which was shown in Exam-

ple 3.1.56.

Let ASS denote the full subcategory of Sét of algebraic spaces.

Remark 3.4.6. In analogy with the category of S-schemes, the category ASS is

equivalent to the category of pairs (X,ϕ) where X is an algebraic space (over

Spec Z) and ϕ : X→ S is a morphism of algebraic spaces.

Next, we describe algebraic spaces as explicit quotients of schemes, via so-

called étale equivalence relations. As before, all of these constructions specialize

to the case when S = Spec Z, giving an absolute notion of étale equivalence

relation.
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Definition 3.4.7. Let U be an S-scheme. An étale equivalence relation on U is a

subscheme R ⊆ U×S U satisfying:

(1) For any S-scheme T , the subset R(T) ⊆ U(T)×U(T) defines an equivalence

relation on U(T).

(2) Let s, t : U×S U → U be the first and second projections, respectively. Then

their restrictions s, t : R⇒ U are étale.

An étale equivalence relation R on U will sometimes be denoted s, t : R ⇒

U, dropping the s and t when these are understood.

Proposition 3.4.8. Let U be an S-scheme, R ⊆ U×S U an étale equivalence relation

and U/R the sheafification of the presheaf T 7→ U(T)/R(T) on Sét. Then U/R is an

algebraic space over S and moreover, every such algebraic space arises as the sheaf

quotient X = U/R for some scheme U and the étale equivalence relation R = U×X U.

An equivalent way to present an algebraic space is by a surjective étale

morphism U → X, where U is a scheme (this is U → U/R in the statement of

Proposition 3.4.8). Such a morphism U→ X is called an étale presentation of X.

Example 3.4.9. Let G be a discrete group acting freely on an S-scheme X. The

freeness assumption says that the map

G×S X→ X×S X, (g, x) 7→ (x,g · x)

is injective, so R := G×S X is an étale equivalence relation on X. By Proposi-

tion 3.4.8, the quotient sheaf X/G is an algebraic space. However, in general
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X/G need not be representable by a scheme (cf. [Ols, Exs. 5.3.2–5.3.6]).

Let P be a property of morphisms of sheaves in the étale topology preserved

under pullback. We say a morphism f : Y → X of algebraic spaces has property

P if there exists an étale presentation U → X where U is a scheme and U×X

Y → U has property P. Examples of such a property include: normal, proper,

of relative dimension n, dominant, (closed/open) embedding, flat, smooth,

unramified, étale, surjective, locally of finite type, etc.

Definition 3.4.10. An algebraic space X over S is called quasi-separated (resp. lo-

cally separated, separated) if the diagonal∆X : X→ X×S X is quasi-compact (resp.

injective, a closed embedding).

Proposition 3.4.11. Let X, Y1 and Y2 be algebraic spaces over Swith morphisms Y1 →

X and Y2 → X. Then the fibre product Y1 ×X Y2 is an algebraic space over S.

Example 3.4.12. For any algebraic space X, if there exists an étale morphism

X→ Speckwith a field k, then X is a scheme and we even have X =
∐

SpecLi

where Li/k are separable field extensions.

Example 3.4.13. Conversely, ifX is a quasi-separated algebraic space and Speck→

X is surjective, then X = Speck ′ for a field k ′.

Theorem 3.4.14. Let X be a quasi-separated algebraic space over S. Then there exists

a dense open embedding V ↪→ X where V is a scheme.
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3.4.2 Sheaves on Algebraic Spaces

The construction of the étale site Xét on a scheme X in Section 3.1.1 can be

extended to any algebraic space X. Concretely, let Xét be the site whose objects

are morphisms of algebraic spaces Y → X, whose morphisms are X-morphisms

and whose coverings are collections {Yi → Y} of étale morphisms of algebraic

spaces such that
∐
Yi → Y is surjective.

Lemma 3.4.15. Let X be an algebraic space and let C be the full subcategory of Xét

consisting of objects Y → X where Y is a scheme. Then when C is equipped with the

induced Grothendieck topology, there is an equivalence of categories ShC
∼−→ ShXét .

Proof. Let i : C ↪→ Xét be the natural inclusion of sites. By Proposition 3.1.17,

there is an adjunction i∗ : ShC � ShXét : i∗ which one can check is an equiva-

lence in this case.

Definition 3.4.16. Let X be an algebraic space and let C be the category defined in

Lemma 3.4.15. The structure sheaf of an algebraic space X is the sheaf (of rings)

OX on Xét corresponding to the sheaf on C defined by (Y → X) 7→ Γ(YZar,OY) where

Y is a scheme.

Lemma 3.4.15 allows us to build sheaves on an algebraic space X using an

étale presentation U → X. Let R ⇒ U be the étale equivalence relation from

Proposition 3.4.8 such that X = U/R.

Lemma 3.4.17. Let X be an algebraic space with presentation s, t : R ⇒ U where U

is a scheme. Then
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(a) There is an equivalence of categories between ShXét and the category of pairs

(F,η) where F is a sheaf on Uét and η : s∗F→ t∗F is an isomorphism of sheaves

on R such that the pullbacks of η along the three different morphismsU×XU×X

U→ U×X U = R agree (i.e. η satisfies a cocycle condition).

(b) Similarly, the category of OX-modules on Xét is equivalent to the category of

pairs (M,η) where M is an OU-module on Uét and η : s∗M → t∗F is an

isomorphism of OU-modules satisfying the same cocycle condition as in (a).

Thus we can make the following definitions for sheaves on algebraic spaces.

Definition 3.4.18. Let X be an algebraic space and M an OX-module. Then M is

quasi-coherent if there is an étale presentation U → X such that the correspond-

ing OU-module MU is quasi-coherent. Further, if X is locally noetherian, then M is

coherent if there exists such a U→ X such thatMU is coherent.

To ensure that these notions are independent of the choice of presentation

U→ X, we have:

Lemma 3.4.19. LetM be an OX-module. Then

(a) M is quasi-coherent if and only if for every étale presentation V → X, the

corresponding OV -moduleMV is quasi-coherent.

(b) If X is locally noetherian, then M is coherent if and only if for every étale pre-

sentation V → X,MV is coherent.

Proof. Suppose M is quasi-coherent (resp. coherent) and let U→ X be an étale

presentation such that MU is quasi-coherent (resp. coherent). Then for any
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scheme V and étale map V → X, MU and MV both pull back to the same sheaf

on V ×XU, which must be quasi-coherent (resp. coherent). But the base change

V ×X U→ V is étale, soMV itself must be quasi-coherent (resp. coherent).

Definition 3.4.20. Let f : Y → X be a morphism of algebraic spaces and M an OX-

module. Define the pullback ofM to be the OY-module

f∗M = f−1M⊗f−1OX
OY .

Lemma 3.4.21. If f : Y → X is a morphism of algebraic spaces and M is a quasi-

coherent sheaf on X, then f∗M is a quasi-coherent sheaf on Y.

The categories QCohX and CohX of quasi-coherent and coherent sheaves,

resp., on an algebraic space X possess many of the same properties as the corre-

sponding categories of sheaves over a scheme. In particular, their cohomology

theory is well-behaved (cf. [Ols, Sec. 7.5]).

3.5 Algebraic Stacks

We have now assembled enough material to define algebraic stacks. They

are, in an informal way, an interpolation of the concepts of stack and algebraic

space: stacks were a generalization of moduli spaces that incorporated both

groupoids and descent data, while algebraic spaces generalized the notion of

a scheme to the étale topology. In this chapter we give a precise definition of

an algebraic stack and explore various properties inherited from both its stack
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and algebraic space lineages.

3.5.1 Definitions and Properties

Let C be the étale site on a scheme S. From Section 3.3.4, recall that a stack

over C is a category fibred in groupoids X→ C such that for every S-scheme T

and every cover {Ti → T }, there is an equivalence of categories X(T) ∼−→ X({Ti →

T }). Going forward, we will called such X a stack over S, sometimes writing

X → S. Now that we are using the étale topology, we redefine the notions of

representable (for stacks and for morphisms of stacks) from Section 3.3.4.

Example 3.5.1. A modification of the argument in Example 3.3.29 shows that

every algebraic spaceX determines a stack hX → S given by hX(T) = Hom(T ,X).

In particular, by Lemma 3.4.5, every S-scheme X is a stack over S via its functor

of points. We will abuse notation and write X for both the algebraic space (or

scheme) and the stack.

Definition 3.5.2. A stack X is representable if there exists an isomorphism of stacks

X
∼−→ hX = Hom(−,X) for some algebraic space X.

Definition 3.5.3. A representable morphism of stacks is a morphism Y→ X such

that for every scheme U and morphism of stacks U → X, the fibre product Y×X U is

an algebraic space.

Lemma 3.5.4. Suppose f : Y → X is a representable morphism of stacks. Then for

any morphism V → X where V is an algebraic space, the fibre product V ×X Y is an

algebraic space.
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Definition 3.5.5. An algebraic stack is a stack X over S satisfying:

(1) The diagonal ∆X : X→ X×S X is representable.

(2) There exists a smooth surjective morphism of stacks U → X where U is a

scheme.

Remark 3.5.6. In axiom (2), one can replace “scheme” with “algebraic space”.

Indeed, as we will see below, it makes sense to talk about a morphism of stacks

Y→ X being smooth (among other things) if the diagonal of X is representable.

Let StackS be the 2-category of stacks over Sét and let AlgStackS denote the

full sub-2-category of algebraic stacks in StackS. That is, a morphism of al-

gebraic stacks is just a morphism of categories fibred in groupoids over Sét.

In particular, for any two algebraic stacks X and Y over S, HomS(X,Y) :=

HomAlgStackS
(X,Y) = HomStackS(X,Y) is a category.

Lemma 3.5.7. Let X be an algebraic stack and T a scheme over S. Then every mor-

phism T → X is representable.

Proof. SupposeU is a scheme andU→ X is a morphism of stacks. Then T ×XU

is isomorphic to the fibre product of the diagram

T ×S U

X X×S X
∆X

Since the diagonal ∆X is representable, T ×X U is isomorphic to an algebraic

space.
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Proposition 3.5.8. Let X be a stack over S. Then

(1) The diagonal ∆X : X→ X×SX is representable if and only if for every algebraic

space U and u, v ∈ X(U), the sheaf Isom(u, v) on Uét is an algebraic space.

(2) Suppose X is an algebraic stack and X1 → X and X2 → X are morphisms of

stacks where X1 and X2 are algebraic spaces. Then the fibre product X1×X X2 is

an algebraic space.

Proof. (1) IfU is a scheme, this follows from the fact that the following diagram

defining Isom(u, v) is cartesian:

Isom(u, v) U

X X×S X

(u, v)

∆X

More generally, if U is an algebraic space then Isom(u, v) is an algebraic space

if and only if it pulls back to an algebraic space along some (or equivalently

any) étale morphism V → U where V is a scheme. Hence the first sentence

applies.

(2) Let x1 : X1 → X and x2 : X2 → X be morphisms from algebraic spaces.

Then X1 ×X X2 is isomorphic to Isom(p∗1x1,p∗2x2) where pi : X1 ×S X2 → Xi,

i = 1, 2, are the canonical projections. Note that by Proposition 3.4.11, X1×S X2

is an algebraic space. Then by (1), Isom(p∗1x1,p∗2x2) is an algebraic space as

required.
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Corollary 3.5.9. Any morphism from an algebraic space to an algebraic stack is rep-

resentable.

Definition 3.5.10. The set of points of a stack X, denoted |X|, is defined to be the

set of equivalence classes of morphisms x : Speck → X, where k is a field, and where

two points x : Speck → X and x ′ : Speck ′ → X are equivalent if there exists a field

L ⊇ k,k ′ such that the diagram

SpecL

Speck

Speck ′

X

x

x ′

commutes. Then the stabilizer group (or automorphism group) of a point x ∈ |X|

is taken to be the pullback Gx in the following diagram:

Gx Speck

X X×S X

(x, x)

∆X

That is, Gx = Aut(x) = Isom(x, x).

As in Section 2.1.2, a geometric point is a point x̄ : Speck → X where k is

algebraically closed.

Example 3.5.11. Let X be an algebraic space over S and suppose G is a smooth

group scheme acting on X. Let [X/G] denote the quotient stack constructed in
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Example 3.3.35. Explicitly, the objects of [X/G] are triples (T ,P,π), where T is an

S-scheme, P is a torsor underGT := G×S T for the étale site Tét and π : P → X×S

T is a GT -equivariant morphism. Morphisms (T ′,P ′,π ′) → (T ,P,π) in [X/G]

are given by compatible morphisms of S-schemes ϕ : T ′ → T and GT ′-torsors

ψ : P ′ → ϕ∗P such that ϕ∗π ◦ψ = π ′. We claim [X/G] is an algebraic stack.

The tautological G-torsor X→ [X/G] given by (T → X) 7→ (T ,X×S T , idX×ST ) is a

smooth presentation. So we need only check that the diagonal map ∆ = ∆[X/G]

is representable. To do this, we use Proposition 3.5.8(1).

Let T be an S-scheme and for two objects t1 = (P1,π1) and t2 = (P2,π2) ∈

[X/G](T), consider the sheaf Isom(t1, t2) over Tét. As in Proposition 3.5.8, Isom(t1, t2)

is an algebraic space if and only if pulls back to an algebraic space along some

étale morphism f : V → T where V is a scheme. We may choose V so that f∗P1

and f∗P2 are both trivial GV -torsors on Vét. To make notation easier, replace T

by V and fix isomorphisms ϕi : Pi → GT for i = 1, 2. Then Isom(t1, t2) is the

sheaf sending

U 7−→ {g ∈ G(U) | π1(e) = π2(g)}

where e ∈ GT (T) is the identity element. In other words, Isom(t1, t2) is isomor-

phic to the fibre product in the diagram

GT

XT XT ×T XT

(π1(e),π2)

∆XT

where XT := X×S T . It follows that Isom(t1, t2) is a scheme and therefore an
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algebraic space by Lemma 3.4.5.

Example 3.5.12. The classifying stack of a smooth group scheme G over S is the

quotient stack BG = [S/G], where G acts trivially on S.

Proposition 3.5.13. Let X,Y1 and Y2 be algebraic stacks over S and suppose Y1 → X

and Y2 → X are morphisms of stacks. Then Y1 ×X Y2 is an algebraic stack over S.

Example 3.5.14. The stabilizer groupsGx = Aut(x) are part of a larger structure

on an algebraic stack X. The inertia stack of X is the pullback in the following

diagram

IX X

X X×S X

∆X

∆X

Explicitly, the objects of IX are pairs (T , x,g) where T is a scheme, x ∈ X(T) and

g ∈ AutX(T)(x). Morphisms (T ′, x ′,g ′) → (T , x,g) only exist when T ′ = T and

consist of a morphism f : x ′ → x in X(T) such that gf = fg ′. For any scheme

T and morphism of stacks T → X, the fibre product IX ×X T is equal to the

algebraic space AutT on Tét. For example, when T = Speck and x : Speck→ X

is a point of X, IX ×X Speck ∼= Gx.

Let P be a property of S-schemes in the smooth topology on SchS preserved

under pullback. We say an algebraic stack X over S has property P if there is a

smooth presentationU→ X whereU is a scheme with property P. Examples of

such properties include: (locally) noetherian, regular, normal, locally of finite
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type or finite presentation, n-dimensional, etc. Likewise, we say a morphism f :

Y→ X has property P if there exists a smooth presentation U→ X by a scheme

U such that U×X Y → U has property P. Examples include: normal, proper,

(closed/open) embedding, flat, smooth of relative dimension n, unramified,

étale, surjective, affine, etc.

Definition 3.5.15. An algebraic stack X over S is quasi-separated (resp. sepa-

rated) if the diagonal ∆X : X → X×S X is quasi-compact and quasi-separated (resp.

proper).

Example 3.5.16. An important example of a property of morphisms of schemes

that is available for algebraic stacks is the notion of formally unramified. Its

definition (given in [EGA IV, Ch. 17]) is equivalent to the following: a mor-

phism of schemes Y → X is formally unramified if and only if Ω1
Y/X = 0. As this

vanishing condition is preserved under pullbacks and is local in the smooth

(and étale) topology, we also have a notion of a formally unramified morphism

of algebraic stacks.

Let X be a locally noetherian algebraic stack over S with smooth presen-

tation U → X. As with algebraic spaces (cf. Proposition 3.4.8), X can also

be presented by a pair of morphisms of algebraic spaces s, t : R ⇒ U where

R = U×X U. There is also a canonical morphism e : U → R. (This is an exam-

ple of a groupoid presentation, cf. [SP, Tag 04T3].)

Definition 3.5.17. Let x : Speck→ X be a point of X and u ∈ U a point mapping to
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x along U→ X. The dimension of X at x is the difference

dimx(X) = dimu(U) − dime(u)(Ru) ∈ Z∪ {∞}

where Ru is the fibre of u along s : R→ U. The dimension of the stack X is

dim(X) = sup
x∈|X|

dimx(X).

Example 3.5.18. Let G be a group scheme of finite type acting on a scheme X.

Then the quotient stack [X/G] has dimension dim(X)−dim(G), so in particular,

stacks can have negative dimension. For example, if G is a group scheme over

a field k, then dim(BG) = dim([Speck/G]) = −dimG.

For a locally noetherian scheme X over S, the relative normalization of X is an

S-scheme Xν together with an S-morphism Xν → X uniquely determined by

the following properties:

(1) Xν → X is integral, surjective and induces a bijection on irreducible com-

ponents.

(2) Xν → X is terminal among morphisms of S-schemes Z → X where Z is

normal.

Equivalently, Xν is the normalization of X in its total ring of fractions (cf. [SP,

Tag 035E]).

Lemma 3.5.19 ([SP, Tag 07TD]). If Y → X is a smooth morphism of locally noethe-

rian S-schemes and Xν is the relative normalization of X, then Xν ×X Y is the relative

165



normalization of Y.

As a consequence we can extend the definition of normal/normalization to

an algebraic stack. The existence and uniqueness of the following construction

are proven in [AB, Lem. A.4].

Definition 3.5.20. Let X be a locally noetherian algebraic stack over S. Then X is

normal if there is a smooth presentation U → X where U is a normal scheme. The

relative normalization of X is an algebraic stack Xν and a representable morphism

of stacks Xν → X such that for any smooth morphism U → X where U is a scheme,

U×X Xν is the relative normalization of U→ S.

Lemma 3.5.21 ([AB, Lem. A.5]). For a locally noetherian algebraic stack X, the rel-

ative normalization Xν is uniquely determined by the following two properties:

(1) Xν → X is an integral surjection which induces a bijection on irreducible com-

ponents.

(2) Xν → X is terminal among morphisms of algebraic stacks Z → X, where Z is

normal, which are dominant on irreducible components.

For more properties of normalizations of stacks, see [AB, Appendix A].

Definition 3.5.22. Let X,Y and Z be algebraic stacks and suppose there are morphisms

Y → X and Z → X. Define the normalized pullback Y×νX Z to be the relative

normalization of the fibre product Y×X Z.

We will write the normalized pullback as a diagram
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Y×νX Z Z

Y X

ν

3.5.2 Deligne–Mumford Stacks

We have so neglected a key property of algebraic spaces when generalizing

them to algebraic stacks: the étale presentation (or equivalently by Proposi-

tion 3.4.8, the étale equivalence relation). In many ways, the true hybrid be-

tween a stack and an algebraic space is a Deligne–Mumford stack.

Definition 3.5.23. A Deligne–Mumford stack is an algebraic stack X over Swhich

admits an étale surjection U→ X where U is a scheme.

Proposition 3.5.24. Let X be a stack over S. Then

(1) X is algebraic if and only if it has a presentation s, t : R ⇒ U, with R and U

schemes and s and t smooth.

(2) X is Deligne–Mumford if and only if it has a presentation s, t : R⇒ U, with R

and U schemes and s and t étale.

Proof. (1) follows from [SP, Tags 04T5 and 04TK] and (2) can be obtained by a

similar proof. See also [LMB, Sec. 4.3].

Theorem 3.5.25. An algebraic stack X over S is Deligne–Mumford if and only if the

diagonal ∆X : X→ X×S X is formally unramified.
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Proof. This is long; see [DM, Thm. 4.21], [LMB, Thm. 8.1] or [Ols, Thm. 8.3.3].

Proposition 3.5.26. Assume X is an algebraic stack whose diagonal ∆X is finitely

presented. Then ∆X is formally unramified if and only if for every geometric point

x̄ : Speck→ X, the scheme Autx̄ is a reduced, finite group scheme over k.

Proof. See [Ols, Rmk. 8.3.4].

The punchline of these last two results is that we can think of a Deligne–

Mumford stack as an algebraic stack with no “infinitesimal automorphism

groups”. Colloquially, we will even say that a Deligne–Mumford stack has “fi-

nite stabilizers”, as a reduced, finite group scheme over an algebraically closed

field is precisely the constant group scheme determined by a finite group.

Corollary 3.5.27. If X is an algebraic stack such that for every scheme U and every

object x ∈ X(U), the group Autx is trivial, then X is representable by an algebraic

space.

Proof. The hypothesis implies that the diagonal ∆X : X → X ×S X is rep-

resentable by injective morphisms of algebraic spaces, so in particular X is

Deligne–Mumford. Let U → X be an étale presentation by a scheme U. Then

R := U×X U is an étale equivalence relation on U and X ∼= U/R which is an

algebraic space by Proposition 3.4.8.

Remark 3.5.28. A stronger version of Corollary 3.5.27 says that X is an algebraic

space if the automorphism group of any geometric point is trivial; cf. [Ols,

Rmk. 8.3.6].
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We next give a criterion for when a quotient stack (Example 3.5.11) is Deligne–

Mumford.

Theorem 3.5.29 ([Ols, Cor. 8.4.2]). Let X be a scheme and G a smooth group scheme

acting on X. Then [X/G] is Deligne–Mumford if and only if for every geometric point

ȳ : Speck→ [X/G], the stabilizer Gȳ is étale.

This and Corollary 3.5.27 show that algebraic spaces are precisely those

Deligne–Mumford stacks with trivial stabilizer groups. So in particular, schemes

are Deligne–Mumford stacks with trivial stabilizers.

Example 3.5.30. Famously, the stacks M1,1 and Mg, g > 2, of Examples 3.2.23

and 3.2.24 are Deligne–Mumford stacks. This was proven by Deligne and

Mumford in [DM]; see also [Ols, Sec. 8.4.3].

Example 3.5.31. Let m and n be positive integers and let P(m,n) = [(A2 r

{0})/Gm] where Gm acts on A2 by λ · (x,y) = (λmx, λny). Then P(m,n) is a

Deligne–Mumford stack called the weighted projective line with weights (m,n).

Whenm andn are coprime, P(m,n) has a trivial generic stabilizer, so by Corol-

lary 3.5.27, it contains a dense open algebraic space which is in fact a scheme

(isomorphic to P1 r {0,∞} = A1 r {0}). If m and n have greatest common

divisor d, then P(m,n) has generic stabilizer Z/dZ.

Example 3.5.32. More generally, for a sequence of positive integers (m0, . . . ,mk),

the weighted projective space with these weights is the Deligne–Mumford stack

P(m0, . . . ,mk) = [(Ak+1 r {0})/Gm] where Gm acts on Ak+1 by λ · (x0, . . . , xk) =
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(λm0x0, . . . , λmkxk). As above, if gcd(m0, . . . ,mk) = d then P(m0, . . . ,mk) has a

generic stabilizer Z/dZ.

Example 3.5.33. Let G be a group scheme acting on a scheme X. If G is not a

finite group scheme, then [X/G] need not be Deligne–Mumford. For instance,

• BGm = [S/Gm] is not Deligne–Mumford (it has a single Gm-stabilizer).

• More generally, if G itself is infinite, then BG is not Deligne–Mumford.

• If Gm acts on A1 by λ · x = λx, then [A1/Gm] is not Deligne–Mumford,

since it has a Gm-stabilizer at one closed point (the image of 0 ∈ A1).

However, the generic point has a trivial stabilizer.

• If Gm acts on A1 by λ · x = λnx, then [A1/Gm] is slightly worse: it has a

Gm at the closed point and a generic µn.

3.5.3 Sheaves on Deligne–Mumford Stacks

Fix an algebraic stack X over S and let AS/X be the category whose objects

are morphisms of stacks X
p−→ X, where X is an algebraic space over S, and

whose morphisms are 2-commutative diagrams

X ′ X

X

f

p ′ p⇒
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That is, a morphism (X ′
p ′−→ X) → (X

p−→ X) is a pair (f,η) where f : X ′ → X

is a morphism of algebraic spaces and η : p ′ ⇒ p ◦ f is a natural isomorphism

of functors. We call AS/X the category of X-spaces. Let Sch/X be the full sub-

category of X-schemes, i.e. where objects are morphisms X → X with X an

S-scheme. Note that if X is an algebraic space (or a scheme), then AS/X (or

Sch/X) is the usual slice category.

For technical reasons, we can only construct the étale site of a stack X (in

analogy with Section 3.4.2) when X is a Deligne–Mumford stack; cf. [Ols, Sec. 9.1]

for further details, including the construction of the more general lisse-étale site

on an algebraic stack. For a Deligne–Mumford stack X, let Xét be the site with

underlying category SchX and coverings given by collections {(fi,ηi) : Xi → X}

where each fi is étale.

Remark 3.5.34. There are a number of slight variations on the definition of Xét

that yield the same category of sheaves ShXét , for example using AS/X in place

of Sch/X; cf. [Ols, Sec. 9.1].

Definition 3.5.35. The structure sheaf of a Deligne–Mumford stack X is the

sheaf

OX := OXét : X
op
ét −→ Ring, T 7−→ Γ(T ,OT ).

Definition 3.5.36. A sheaf of OX-modules M is quasi-coherent if for any object

(T → X) ∈ Xét, the restriction MT is quasi-coherent. Further, if X is locally noethe-

rian, then M is coherent if for any such T → X, MT is coherent.

Example 3.5.37. Let BG be the classifying stack (Example 3.5.12) of a finite
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group G acting trivially on a scheme S. Then there is an equivalence of cate-

gories between quasi-coherent sheaves on BG and quasi-coherent sheaves on

S with a left G-action. If S = Speck for a field k, then a quasi-coherent sheaf

E on BG is equivalent to a G-representation V over k. The cohomology of the

algebraic stack BG is then given by group cohomology for G:

Hi(BG,E) ∼= Hi(G,V) for all i > 0.

Remark 3.5.38. Concretely, a quasi-coherent (resp. coherent) sheaf on a Deligne–

Mumford stack X is the data of a quasi-coherent (resp. coherent) sheaf MT for

all schemes T → X and compatible isomorphisms of sheaves ϕ∗MT
∼−→MT ′ for

any X-morphismϕ : T ′ → T . Write Γ(X,M) for the space of global sections of M,

i.e. choices of sections sT ∈ Γ(T ,MT ) for all schemes T → X that are compatible

with pullbacks.

Lemma 3.5.39. The structure sheaf OX is given by OX,T = OT for any scheme T → X.

Example 3.5.40. Generalizing the previous example, a (quasi-)coherent sheaf

on a quotient stack X = [X/G], where X is a scheme and G is a finite group

acting on X, is the same thing as a G-equivariant (quasi-)coherent sheaf on X.

Then for any such sheaf M, Γ([X/G],M) = Γ(X,MX)
G, the space of invariant

global sections of M over X.

Definition 3.5.41. Let f : Y → X be a representable morphism of Deligne–Mumford
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stacks and M a quasi-coherent sheaf on X. Then the pullback of M along f is the sheaf

f∗M = f−1M⊗f−1OX
OY

where f−1M is the sheaf sending (T
p−→ Y) to the quasi-coherent sheaf assigned to T by

the map f ◦ p : T → X.

Lemma 3.5.42. Let f : Y → X be a representable morphism of Deligne–Mumford

stacks. If M is a quasi-coherent sheaf on X, then f∗M is a quasi-coherent sheaf on Y.

3.5.4 Coarse Moduli Spaces

Let us return to the perspective of Section 3.2, in which we considered a

moduli problem as a presheaf F : Schop → Set. The key to understanding

many moduli problems is to exploit the underlying geometry of F, in the case

F is represented by a scheme M (a fine moduli space). However, as we saw

in several examples in Section 3.2, no such scheme exists in general, so we

embarked on a long and arduous journey to replace presheaves Schop → Set

with categories fibred in groupoids and ultimately algebraic stacks. We can

think of an algebraic stack X as an assignment of a groupoid X(T) to each S-

scheme T which parametrizes the solutions to some moduli problem over T

while remembering all isomorphisms between solutions. So in this sense, we have

solved the issue of nontrivial automorphisms in moduli problems by passing

to stacks, just as promised.

One might ask what happens when we pass back from groupoids to sets by
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identifying all isomorphic objects in X(T). This is made precise by the notion

of a coarse moduli space.

Definition 3.5.43. Let X be an algebraic stack over a scheme S. A coarse moduli

space for X is an algebraic space X over S and a morphism of stacks π : X → X

satisfying:

(1) π is initial among all maps X→ X ′, where X ′ is an algebraic space over S. That

is, if g : X → X ′ is such a map, then there is a unique morphism of algebraic

spaces f : X→ X ′ such that g = f ◦ π.

(2) The map |X(k)| → X(k) is bijective for any algebraically closed field k, where

|X(k)| denotes the set of isomorphism classes in the groupoid X(k).

The main theorem governing coarse moduli spaces was assumed for a long

time, but not proven until work of Keel and Mori ([KM]) in the 1990s; see also

[Ols, Sec. 11.2].

Theorem 3.5.44 (Keel–Mori). Suppose X is an algebraic stack over S which is locally

of finite presentation and has finite diagonal ∆X. Then X admits a coarse moduli space

π : X→ X which is locally of finite type.

Remark 3.5.45. (Comparing fine and coarse moduli spaces) We say a mod-

uli problem F (now considered as a category fibred in groupoids over Sch or

SchS) has a fine moduli space if F is representable by an algebraic space (or, as

is usually desired, by a scheme), say M. This means that for any scheme T ,

F(T) ∼= Hom(T ,M) and this identification is functorial in T . In particular, the
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identity map idM ∈ Hom(M,M) determines a “universal family” U ∈ F(M),

i.e. a solution to the moduli problem F over M such that for any T , every fam-

ily of solutions to F over T is obtained by pulling back U to T . In contrast,

a coarse moduli space only possesses a map F(T) → Hom(T ,M) for each T

(plus the universal property in axiom (2)), but not a universal family, since

idM ∈ Hom(M,M) need not lift to an element of F(M).

Example 3.5.46. Let G be a finite group scheme acting on a quasi-projective

scheme X. Then the quotient stack [X/G] has coarse moduli space X/G with

coarse moduli map [X/G] → X/G as constructed in Example 3.3.35. Note that

when X is affine, say X = SpecA, then X/G = Spec(AG), where AG is the ring

of G-invariants of A.

Example 3.5.47. Let M1,1 denote the moduli stack of elliptic curves from Ex-

ample 3.2.23, which is Deligne–Mumford by [DM]. Denote the coarse mod-

uli space of M1,1 by M1,1. Classically, the j-invariant identifies M1,1 ∼= A1 =

Speck[j] via the map (E,O) 7→ j(E); this is proven in detail in [Ols, Sec. 13.1],

for example.

Example 3.5.48. The coarse moduli space of the moduli stack Mg of curves of

genus g > 2 is likewise denotedMg and is a subject of much study in algebraic

geometry. Deligne and Mumford famously introduced a compactification M g

of Mg which is a proper Deligne–Mumford stack (even over Spec Z). Both Mg

and M g, as well as their coarse spaces, have dimension 3g− 3 when g > 2, so

the complexity of these spaces grows with g.
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The Keel–Mori theorem guarantees that every Deligne–Mumford stack (lo-

cally of finite presentation and with finite diagonal) has a coarse moduli space.

This allows us to give an explicit description of the local structure of such a

Deligne–Mumford stack in terms of its coarse space.

Proposition 3.5.49. Let X be a Deligne–Mumford stack which is locally of finite pre-

sentation and has finite diagonal ∆X and coarse moduli space π : X → X and fix a

geometric point x̄ : Speck → X with stabilizer Gx̄. Then there is an étale neighbor-

hood U→ X of x := π ◦ x̄ and a finite morphism of schemes V → U such that Gx̄ acts

on V and X×X U ∼= [V/Gx̄] as stacks.

Proof. This is [Ols, Thm. 11.3.1].
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Chapter 4

Stacky Curves

In this chapter we explore the central topic of this thesis: stacky curves. In

Section 4.1, we give the basic definitions and constructions on stacky curves

which will be used to classify them in later sections. Following a running

theme of tame vs. wild, we divide up the our classification efforts into the tame

case (Section 4.2) and the wild case (Sections 4.3 and 4.4). This includes proofs

of the main results (Theorems 0.1.1, 0.1.2 and 0.1.3) stated in Section 0.1.

4.1 Basics

4.1.1 Definitions

Fix a field k of characteristic p > 0 and let X be a Deligne–Mumford stack

over the étale site (Speck)ét. Recall that by Proposition 3.5.26, the stabilizer
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group of any point x ∈ |X| is finite.

Definition 4.1.1. We say X is a tame stack if the order of each stabilizer group Gx is

coprime to p. If p divides |Gx| for any x ∈ |X|, we say X is a wild stack.

Example 4.1.2. Every Deligne–Mumford stack over a field of characteristic 0 is

tame.

Tame stacks in general are better understood because they are more well-

behaved, e.g. if π : X→ X is a coarse moduli map then the pushforward functor

on quasi-coherent sheaves π∗ : QCohX → QCohX is an equivalence of categories

(cf. [Ols, Prop. 11.3.4]).

Definition 4.1.3. A stacky curve is a smooth, separated, connected, one-dimensional

Deligne–Mumford stack X which is generically a scheme, i.e. there exists an open sub-

scheme U of the coarse moduli space X of X such that the induced map X×X U → U

is an isomorphism.

Proposition 3.5.49 says that that every stacky curve is, étale locally, a quo-

tient stack [U/G] for U a scheme and G = Gx̄ the stabilizer of a geometric

point (and thus a constant group scheme). By ramification theory (cf. [Ser2,

Ch. IV, Cor. 1]), if X is a tame stacky curve then every stabilizer group of X is

cyclic. Consequently, with some hypotheses (cf. [GS]) a tame stacky curve can

be described completely by specifying its coarse moduli space and a finite list

of numbers corresponding to the finitely many points with nontrivial stabiliz-

ers of those orders. In contrast, if X is wild, it may have higher ramification

data and even nonabelian stabilizers. One of the main goals of this thesis is to
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describe how wild stacky curves can still be classified, which will be done in

Sections 4.3 and 4.4.

Let X be a stacky curve and suppose x̄ : Speck → X is a geometric point

with image x and stabilizer Gx.

Definition 4.1.4. The residue gerbe at x̄ is the unique stack Gx satisfying:

(1) Gx is a reduced algebraic stack.

(2) |Gx| consists of a single point.

(3) There is a monomorphism of stacks Gx ↪→ X whose image is x.

Existence and uniqueness follow from [SP, Tags 06UH and 06ML]. We say

x is a stacky point of X if Gx 6= 1. As a substack of X, this Gx may be regarded as

a “fractional point”, in the sense that degGx =
1

|Gx|
.

4.1.2 Divisors and Vector Bundles

Let X be a normal Deligne–Mumford stack with coarse space X. As in

scheme theory (cf. Section 2.2.1), we make the following definitions:

• An irreducible (Weil) divisor on X is an irreducible, closed substack of

X of codimension 1.

• The (Weil) divisor group of X, denoted DivX, is the free abelian on the

irreducible divisors of X; its elements are called (Weil) divisors on X.
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• A principal (Weil) divisor on X is a divisor div(f) associated to a mor-

phism f : X→ P1
k (equivalently, a rational section f of the structure sheaf

OX) given by

div(f) =
∑
Z

vZ(f)Z

where vZ(f) is the valuation of f in the local ring OX,Z.

• Two divisors D,D ′ ∈ DivX are linearly equivalent if D = D ′ + div(f)

for some morphism f : X→ P1
k.

• The subgroup of principal divisors in DivX is denoted PDivX. The divi-

sor class group of X is the quotient group Cl(X) = DivX/PDivX.

Lemma 4.1.5. Let X be a stacky curve over k with coarse space morphism π : X→ X.

Then for any nonconstant map f : X → P1
k, div(f) = π∗ div(f ′), where f ′ : X → P1

k

is the unique map making the diagram

X X

P1
k

π

f f ′

commute.

Proof. See [VZB, 5.4.4].

For a scheme X, a rational divisor on X is a formal sum E =
∑
Z⊂X rZZwhere

rZ ∈ Q for each irreducible divisor Z ⊂ X. Denote the abelian group of rational

divisors on X by Q DivX.
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Proposition 4.1.6 ([Beh, Thm. 1.187]). Let X be a stacky curve with stacky points

P1, . . . ,Pn whose stabilizers have orders m1, . . . ,mn, respectively, and let X be the

coarse space of X. Then there is a one-to-one correspondence between divisors D ∈

DivX and rational divisors E =
∑
P rPP ∈ Q DivX such that mirPi ∈ Z for each

1 6 i 6 n.

Definition 4.1.7. The degree of a divisor D =
∑
P nPP on a stacky curve is the

formal sum deg(D) =
∑
P nP degP, where degP = degGP = 1

|GP |
is the degree of

the residue gerbe GP at P.

Remark 4.1.8. The degree of a divisor on a higher dimensional normal Deligne–

Mumford stack is also defined, though we will not need it here. In general, a

divisor on X need not have integer degree or coefficients, as the example below

illustrates. However, Lemma 4.1.5 shows that for a morphism f : X→ P1
k (i.e. a

rational section of OX), the principal divisor div(f) always does.

Example 4.1.9. Let n > 1 and consider the quotient stack X = [A1
C/µn], where

µn is the finite group scheme of nth roots of unity acting on A1
C by multi-

plication. Then X has coarse space X = A1
C/µn = A1

C; let π : X → X be

the coarse map. Consider the morphism of sheaves π∗ΩX → ΩX, where ΩX

is the sheaf of differentials (defined below). Here, ΩA1
C

is freely generated

by dt where A1
C = Spec C[t]. Let z be a coordinate on the upstairs copy of

A1
C, so that the cover A1

C → [A1
C/µn] → A1

C is given by t 7→ zn. Since

A1
C → [A1

C/µn] is étale, we can identify ΩX with ΩA1
C

generated by dz. Then

the section s of ΩX ⊗ π∗Ω∨
X given by π∗dt 7→ d(zn) = nzn−1 dt has divisor
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div(s) = (n − 1)P, where P is the stacky point over the origin in A1
C. Thus

deg(div(s)) = (n− 1)deg(P) = n−1
n , so divisors of sections of nontrivial line

bundles can have non-integer coefficients.

Definition 4.1.10. A Cartier divisor on a normal Deligne–Mumford stack X is a

Weil divisor which is (étale-)locally of the form (f) for a rational section f of OX.

Lemma 4.1.11. If X is a smooth Deligne–Mumford stack, then every Weil divisor is a

Cartier divisor.

Proof. Pass to a smooth presentation and use [GS, Lem. 3.1].

For the most part in this chapter, we will consider stacky curves X, which

are by definition smooth and Deligne–Mumford, so we can identify the group

of Weil divisors on X with the group of Cartier divisors on X.

Lemma 4.1.12 ([VZB, 5.4.5]). Every line bundle L on a stacky curve X is isomorphic

to OX(D) for some divisor D ∈ Div(X). Moreover, OX(D) ∼= OX(D
′) if and only if

D and D ′ are linearly equivalent.

Remark 4.1.13. Lemma 4.1.12 says that for a stacky curve X, the homomor-

phism Cl(X) → Pic(X),D 7→ OX(D) is an isomorphism. This isomorphism

holds more generally for locally factorial schemes which are reduced (cf. [SP,

Tag 0BE9]), and it should similarly hold for reduced, locally factorial stacks,

though we were not able to find a reference.
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Lemma 4.1.14. Let X be a Deligne–Mumford stack and D ∈ DivX. Then there is an

isomorphism of sheaves (on X)

π∗OX(D) ∼= OX(bDc)

where bDc is the floor divisor obtained by rounding down all Q-coefficients ofD, con-

sidered as an integral divisor on X.

Proof. For an étale morphism U→ X, define the map

OX(bDc)(U) −→ π∗OX(D)(U)

f 7−→ f ◦ p2

where p2 : X×X U → U is the canonical projection. A section f ∈ OX(bDc)(U)

is a rational function on X satisfying bDc + div(f) > 0, or equivalently, D +

div(f ◦ p2) > 0. Indeed, by Lemma 4.1.5, π∗ div(f) = div(f ◦ p2) and the floor

function does not change effectivity. Moreover, it is clear that f 7→ f ◦ p2 is

injective. For a map g : X×X U → P1, there is a map f : U → P1 making the

diagram

X×X U U

P1

p2

g f

commute by the universal property of p2. Therefore f 7→ f ◦ p2 is surjective, so
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we get the desired isomorphism OX(bDc)
∼−→ π∗OX(D).

Definition 4.1.15. For any morphism of Deligne–Mumford stacks f : X → Y, define

the sheaf of relative differentials ΩX/Y to be the sheaf which takes an étale map

U→ X toΩU/k(U), the vector space of k-differentials over U. SetΩX := ΩX/ Speck.

Equivalently,ΩX/Y can be defined as the sheafification of the presheaf U 7→

ΩOX(U)/f−1OY(U)
.

Lemma 4.1.16. For a morphism of Deligne–Mumford stacks f : X → Y, let I ⊆

OX×YX be the ideal sheaf corresponding to the diagonal morphism ∆ : X → X×Y X.

ThenΩX/Y
∼= ∆∗I/I2.

Proof. See [Bos, Sec. 8.2] for the proof in the category of schemes, which is easily

generalized to Deligne–Mumford stacks using étale presentations.

Corollary 4.1.17. Let X be a stacky curve over k. ThenΩX is a line bundle.

Proof. For any étale map U → X, f∗ΩX
∼= ΩU is a line bundle. Moreover, ΩX

is locally free and rank of locally free sheaves is preserved under f∗, so ΩX is

itself a line bundle.

As a result, Lemma 4.1.12 shows that ΩX
∼= OX(KX) for some divisor KX ∈

DivX, called a canonical divisor of X. Note that a canonical divisor is unique up

to linear equivalence.
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Proposition 4.1.18 (Stacky Riemann–Hurwitz – Tame Case). For a tame stacky

curve X with coarse moduli space π : X→ X, the formula

KX = π∗KX +
∑
x∈X(k)

(|Gx|− 1)x

defines a canonical divisor KX on X.

Proof. This is [VZB, Prop. 5.5.6], but the technique will be useful in a later gen-

eralization so we paraphrase it here. First assume X has a single stacky point

P. Since π is an isomorphism away from the stacky points, we may assume by

Lemma 3.5.49 that X is of the form X = [U/µr] for a schemeU and µr the group

scheme of rth roots of unity, where r is coprime to chark. Set X = U/µr and

consider the étale cover f : U → [U/µr]. Then f∗ΩX/X
∼= ΩU/X so the stalk of

ΩX/X at the stacky point has length r− 1. In general, since X→ X is an isomor-

phism away from the stacky points, the above calculation at each stacky point

implies that the given formula for KX defines a canonical divisor globally.

For a tame stacky curve X, define its (topological) Euler characteristic χ(X) =

−deg(KX) and define its genus g(X) by the equation χ(X) = 2 − 2g(X).

Corollary 4.1.19. For a tame stacky curve X with coarse space X,

g(X) = g(X) +
1
2

∑
x∈X(k)

(
1 −

1
|Gx|

)
degπ(x).

where π : X→ X is the coarse map.
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4.1.3 Line Bundles and Sections

Recall that in the category of topological spaces, for any group G there is a

principal G-bundle functor

X 7−→ B̃unG(X) = {principal G-bundles P → X}/iso.

which is represented by a classifying space BG, i.e. there is a natural isomor-

phism

B̃unG(−) ∼= [−,BG]

where [X,BG] denotes the set of homotopy classes of maps X → BG. Topolog-

ically, BG is the base of a universal bundle EG → BG with contractible total

space EG, so informally, we can think of the classifying space as BG = •/G.

The algebraic version of this is the classifying stack BG = [Speck/G], to-

gether with the tautological bundle EG = Speck → BG (Example 3.5.12).

Additionally, it is often desirable to have a classification of all principal G-

bundles over X, rather than just isomorphism classes of bundles. (From here

on, BGwill denote the classifying stack; there should be no confusion with the

topological space discussed above.) For a fixed k-scheme X, the assignment

T 7→ BunG(X)(T) = {principal G-bundles over T ×k X} defines a stack ([SGA I,

VIII, Thm. 1.1 and Prop. 1.10]), and we have:
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Proposition 4.1.20. For all k-schemes X, there is an isomorphism of stacks

BunG(X)
∼−→ HomStacks(X,BG)

where HomStacks(−,−) denotes the internal Hom stack in the category of k-stacks.

Proof. Follows from the definition of BG = [Speck/G] in Example 3.5.12.

Example 4.1.21. When G = GLn(k), principal G-bundles are in one-to-one cor-

respondence with rank n vector bundles (locally free sheaves) on X. Any line

bundle L → X determines a Gm-bundle L0 = Lr s0(X), where s0 : X → L is

the zero section. (Equivalently, L0 is the frame bundle of L.) Conversely, a Gm-

bundle P → X determines a line bundle by the associated bundle construction:

L = P×Gm A1 := {(y, λ) ∈ P×A1}/(y · g, λ) ∼ (y,gλ) for g ∈ Gm.

(We will use the convention that a group acts on principal bundles on the right.)

One can check that L 7→ L0 and P 7→ P×Gm A1 are mutual inverses. In particu-

lar, principal Gm-bundles are identified with line bundles on X, and this corre-

spondence extends to an isomorphism of stacks Pic(X) ∼−→ HomStacks(X,BGm),

where Pic(X) is the Picard stack on X (cf. [SP, Tag 0372]).

For a scheme X, let Div[1](X) denote the category whose objects are pairs

(L, s), with L → X a line bundle and s ∈ H0(X,L) is a global section. A mor-

phism (L, s)→ (M, t) in Div[1](X) is given by a bundle isomorphism
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L M

X

ϕ

under which ϕ(s) = t. The notation Div[1](X) is adapted from the notation

Div+(X) used in some places in the literature, e.g. [Ols]. We make the change

to allow for a generalization in Section 4.3.1.

By Example 4.1.21, BGm classifies line bundles, but to classify pairs (L, s),

we need to add a little “fuzz” to BGm. The next result shows how to do this

with a quotient stack that is a “thickened” version of BGm.

Proposition 4.1.22. There is an isomorphism of categories fibred in groupoids

Div[1] ∼= [A1/Gm].

Proof. Let [A1/Gm]→ BGm be the “forgetful map”, sending an X-point


P A1

X

f

π

 ∈ [A1/Gm](X)

to the Gm-bundle (P
π−→ X) ∈ BGm(X). By the universal property of pull-

backs, a map X → [A1/Gm] is equivalent to the choice of a map g : X → BGm

and a section s of X ×BGm
[A1/Gm] → X. Further, g is equivalent to a Gm-

bundle E = g∗EGm → X, where EGm → BGm is the universal Gm-bundle,
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and L = X×BGm
[A1/Gm] is the line bundle on X corresponding to E (as in

Example 4.1.21), so [A1/Gm](X) is in bijection with Div[1](X). All of the above

choices are natural, so we have constructed an equivalence of categories on

fibres Div[1](X)
∼−→ [A1/Gm](X) for each X. By definition, Div[1] is a category fi-

bred in groupoids (over Sch), so by Lemma 3.2.26, this defines an isomorphism

of categories fibred in groupoids Div[1]
∼−→ [A1/Gm].

Corollary 4.1.23. Div[1] is an algebraic stack.

We can similarly classify sequences of pairs (L1, s1), . . . , (Ln, sn) by a single

quotient stack.

Lemma 4.1.24. For all n > 2, [An/Gm] ∼= [A1/Gm]×BGm
· · · ×BGm

[A1/Gm]︸ ︷︷ ︸
n

.

Proof. An X-point of the n-fold product [A1/Gm] ×BGm
· · · ×BGm

[A1/Gm] is

the same thing as a Gm-bundle P → X with a collection of equivariant maps

f1, . . . , fn : P → A1, but this data is equivalent to the same bundle P → X

with a single map (f1, . . . , fn) : P → An, i.e. an X-point of the quotient stack

[An/Gm].

4.2 Tame Stacky Curves

In this section, we give the construction of a (tame) root stack, originally

defined in [Cad] and [AGV], and use it to classify tame stacky curves, following

the article [GS].
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4.2.1 Root Stacks

Suppose L is a line bundle on a scheme X. A natural question to ask is

whether there exists another line bundle, say E, such that Er := E⊗r = L for a

given integer r > 1. The following construction, originally found in [Cad] and

[AGV], produces a stacky version of X called a root stack on which objects like

L1/r live. An important application for our purposes is that every tame stacky

curve over an algebraically closed field is a root stack. The authors in [VZB] use

this to give a complete description of the canonical ring of tame stacky curve,

which will be the subject of Section 5.1.

The question of when an rth root of a line bundle exists can alternatively

be phrased in terms of cyclic G-covers (when the characteristic of the ground

field does not divide |G|), and Kummer theory gives a natural answer to the

question. Recall from Section 1.4.1 that a Kummer extension of fields is a Galois

extension L/Kwith groupG = Z/rZ. We will assume (r,p) = 1 when charK =

p > 0. By Theorem 1.4.6, every such extension is of the form

L = K[x]/(xr − s) for some s ∈ K×

when K contains all rth roots of unity, and the general case has a similar form.

To understand cyclic extensions in the language of stacks, we have the follow-

ing construction due independently to [Cad] and [AGV].
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Definition 4.2.1. For r > 1, the universal Kummer stack is the cover of stacks

r : [A1/Gm] −→ [A1/Gm]

induced by x 7→ xr on both A1 and Gm.

Definition 4.2.2. For a scheme X, a line bundle L→ X with section s and an integer

r > 1, the rth root stack of X along (L, s), written r
√

(L, s)/X, is defined to be the

pullback

r
√
(L, s)/X [A1/Gm]

X [A1/Gm]

r

where the bottom row is the morphism corresponding to (L, s) via Proposition 4.1.22.

Remark 4.2.3. Explicitly, for a test scheme T , the category r
√
(L, s)/X(T) consists

of tuples (T
ϕ−→ X,M, t,ψ) where M → T is a line bundle with section t and

ψ :Mr ∼−→ ϕ∗L is an isomorphism of line bundles such that ψ(tr) = ϕ∗s.

To take iterated roots, we need to extend our definition of Div[1] to Deligne–

Mumford stacks. This is implicitly used in the literature but let us carefully

spell things out here. For a Deligne–Mumford stack X, let Div[1](X) be the

collection of pairs (L, s) where L is a line bundle on X and s is a section of L.

As with schemes, there is a natural notion of morphisms (L, s) → (L ′, s ′) in

Div[1](X). A direct consequence of Proposition 4.1.22 is the following.
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Corollary 4.2.4. Let X be a Deligne–Mumford stack. There is an equivalence of cate-

gories

Div[1](X)
∼−→ HomStacks(X, [A1/Gm]).

This extends the definition of a root stack to a stacky base: for a line bundle

L→ X over a stack X with section s, let r
√

(L, s)/X be the pullback

r
√

(L, s)/X [A1/Gm]

X [A1/Gm]

r

where the bottom row comes from Corollary 4.2.4. The following basic results

and examples may be found in [Cad].

Lemma 4.2.5. For any morphism of stacks h : Y → X and line bundle L → X with

section s, there is an isomorphism of root stacks

r
√

(h∗L,h∗s)/Y ∼−−→ r
√
(L, s)/X×X Y.

Proof. Follows easily from either the definition of root stack as a pullback, or

from the description of its T -points above (Remark 4.2.3).

Example 4.2.6. Let X be the affine line A1 = Speck[x]. Then L = O = OX is

a line bundle and the coordinate x gives a section of L. Choose r > 1 that is

coprime to char k. We claim that r
√
(O, x)/A1 ∼= [A1/µr]. By the comments
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above, for a test scheme T the category r
√
(O, x)/A1(T) consists of tuples

(T
ϕ−→A1,M, t,ψ)

whereM→ T is a line bundle with section t and ψ :Mr ∼−→ ϕ∗OX sending tr 7→

ϕ∗x. Note that ϕ∗OX = OT so that ϕ∗x corresponds to a section f ∈ H0(T ,OT )

and thus determines a map f : T →A1. On the other hand, [A1/µr](T) consists

of principal µr-bundles P → T together with µr-equivariant morphisms P →

A1. Define a map r
√
(O, x)/A1(T)→ [A1/µr](T) by sending

(T → X,M, t,ψ) 7−→


M0 A1

T

h

π


whereM0 → T and h are obtained as follows. The Kummer sequence

0→ µr −→ Gm
r−→ Gm → 0

induces an exact sequence

H1(T ,µr)→ H1(T , Gm)
r−→ H1(T , Gm).

By exactness, the choice of trivialization ψ : Mr ∼−→ OT determines a lift of M

to a µr-bundle M0 → T . Then h is the map which takes a root of unity ζ in the

fibre over q ∈ T to the value ζ r
√
f(q) ∈ A1, where r

√
f(q) is a fixed rth root of
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f(q) which is determined after choosing an explicit trivialization ofϕ∗OX = OT .

(So in each fibre, 1 7→ m
√
f(q).) This extends to an isomorphism of stacks

r

√
(O, x)/A1 ∼−−→ [A1/µr].

Example 4.2.7. More generally, when X = SpecA and L = OX with any section

s, we have

r
√
(OX, s)/X ∼= [SpecB/µr] where B = A[x]/(xr − s).

To see this, note that (OX, s) induces a morphism SpecA→ [A1/Gm] by Propo-

sition 4.1.22. Lifting along the Gm-cover A1 → [A1/Gm], we get a map F : X→

A1 making the diagram

X

A1

[A1/Gm]

F

commute and such that OX = F∗OA1 and s = F∗x. By Lemma 4.2.5,

r
√

(OX, s)/X ∼= r

√
(OA1 , x)/A1 ×A1 X

∼= [A1/µr]×A1 X by Example 4.2.6

∼= [SpecB/µr]

for B = k[x]/(xr− s)⊗kA = A[x]/(xr− s). In general, any root stack r
√

(L, s)/X
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may be covered by such “affine” root stacks [SpecB/µr]:

Proposition 4.2.8. Let X = r
√

(L, s)/X be an rth root stack of a scheme X along a

pair (L, s), with coarse map π : X → X. Then for any point x̄ : Speck → X, there

is an affine étale neighborhood U = SpecA → X of x = π ◦ x̄ such that U×X X ∼=

[SpecB/µr], where B = A[x]/(xr − s).

Proof. This is an easy consequence of Lemma 4.2.5 and Example 4.2.7.

Theorem 4.2.9. If X is a Deligne–Mumford stack with line bundle L and section s

and r is invertible on X, then r
√

(L, s)/X is a Deligne–Mumford stack.

Proof. See [Cad, 2.3.3]. The technique of this proof will be used to prove an

analogous result for Artin–Schreier root stacks (Theorem 4.3.13).

Example 4.2.10. If s is a nonvanishing section of a line bundle L → X over

a scheme, then r
√
(L, s)/X ∼= X as stacks. To see this, note that the following

statements are equivalent:

(a) s is nonvanishing.

(b) L is trivial.

(c) L0 ∼= X×Gm as principal bundles over X.

(d) The induced mapX→ [A1/Gm] factors throughX→ [Gm/Gm] = Speck.

Further, (d) implies that r
√

(L, s)/X→ X is an isomorphism, so (a) does as well.

So for any pair (L, s), the stacky structure of r
√

(L, s)/X occurs precisely at the

vanishing locus of s.
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Example 4.2.11. Let L be a line bundle on a scheme X and consider the pull-

back:

X×BGm
BGm BGm

X BGm

r

L

Here, the bottom row is induced from the line bundle L, using that BGm clas-

sifies line bundles. For the zero section 0 of L, we can view the root stack

r
√
(L, 0)/X as an infinitesimal thickening of this fibre product X×BGm

BGm. To

see this explicitly, note that by Proposition 4.2.8, r
√
(L, 0)/X may be covered by

root stacks of the form [SpecB/µr], whereB = A[x]/(xr−0) = A[x]/(xr) = A⊗k

k[x]/(xr) for some SpecA ⊆ X. Thus [SpecB/µr] ∼= SpecA× Bµr, which is in-

deed an infinitesimal thickening of SpecA×BGm
BGm. Alternatively: X×BGm

BGm is the closed substack of r
√
(L, 0)/X whose T -points for a scheme T are

given by

(X×BGm
BGm)(T) = {(T → X,M, t,ψ) | ψ(tr) = 0}.

In some places in the literature, the notation r
√
L/X is used for the stack X×BGm

BGm, in which case r
√
L/X ↪→ r

√
(L, 0)/X is an intuitive notation for this in-

finitesimal thickening.

Note that if p divides r, the root stack construction of [Cad] and [AGV] is

still well-defined, but Theorem 4.2.9 fails. Thus to be able to study pth order

(and more general) stacky structure in characteristic p, we must work with a

different notion of root stack.
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4.2.2 Classification Results

In [GS], the authors prove that, with some hypotheses, a tame Deligne–

Mumford stack of finite type over k may be obtained from its coarse space by

iterating two operations: (i) the root stack construction and (ii) the canonical

stack construction. In plain terms, this means that such a stack can be de-

termined from its singularities and its stacky structure. We will not discuss

canonical stacks here, but for stacky curves, the main theorem in [GS] reduces

to the following.

Theorem 4.2.12. Let X be a tame stacky curve with coarse map π : X → X. Then X

is isomorphic to the fibre product

r1
√

(L1, s1)/X×X · · · ×X rn
√

(Ln, sn)/X

where the ramification locus of π is {x1, . . . , xn} and for 1 6 i 6 n, the pair (Li, si)

corresponds to the effective divisor xi.

Corollary 4.2.13 ([VZB, Lem. 5.3.10]). Let X be a tame stacky curve. Then

(a) The isomorphism class of X is completely determined by the coarse space, the

stacky locus and the set of stabilizer groups of the stacky points of X.

(b) For each stacky point x ∈ |X|, the stabilizer group Gx is isomorphic to µn for

some n > 2.

(c) Zariski-locally, X is isomorphic to V/Gx for a scheme V .
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We will see in Section 4.3.2 that such a clean classification fails in the wild

case, but Artin–Schreier theory can be used to tackle the classification problem

at least for wild stacky curves with Z/pZ-stabilizer groups.

4.3 Wild Stacky Curves: The Z/pZ Case

In this section we classify stacky curves in characteristic p > 0 with cyclic

stabilizers of order p using higher ramification data in the sense of Chapter 1.

This approach replaces the local root stack structure of a tame stacky curve

with a more sensitive structure called an Artin–Schreier root stack, allowing

us to incorporate this ramification data directly into the stack. We rigorously

define Artin–Schreier root stacks in Section 4.3.1 and use their properties to

classify wild stacky curves with Z/pZ stabilizers in Section 4.3.2.

4.3.1 Artin–Schreier Root Stacks

When char k = p > 0 and we want to compute a pth root of a line bundle,

the Frobenius immediately presents problems. Specifically, the cover [A1/Gm]→

[A1/Gm] induced by x 7→ xp is not étale. To remedy this, we can once again

rephrase the question in terms of cyclic G-covers. This time, we will make use

of Artin–Schreier theory (Section 1.4.2) when G = Z/pZ and Artin–Schreier–

Witt theory (Section 1.4.3) in the general case.

Suppose we have a line bundle L → X and a section s ∈ H0(X,L) of which
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we would like to find a pth root, i.e. a pair (E, t) with (E⊗p, tp) ∼= (L, s). By

Proposition 4.1.22, such pairs (L, s) are classified by X-points of the quotient

stack [A1/Gm]. For our purposes, the algebraic stack [A1/Gm] is not sensitive

enough to keep track of the extra information present in Artin–Schreier theory,

namely the ramification jump.

Instead, let P(1,m) be the weighted projective line for an integer m > 1

which is coprime to p, as in Example 3.5.31. Note that some authors view

P(1,m) as a scheme, in which case it is the projective line with homogeneous

coordinates [x,y] corresponding to the graded ring k[x0, x1], but with a gener-

ator x0 in degree 1 and a generator x1 in degreem. However, it is more natural

to view P(1,m) as a stack with a single nontrivial stabilizer group Z/mZ at

the point ∞ = [0, 1]. In particular, P(1,m) is a stacky curve and the natural

morphism P(1,m) → P1 given by sending [x,y] 7→ [x, z], where z = ym, is a

coarse moduli map.

Lemma 4.3.1. For anym > 1 coprime to p, there is an isomorphism of stacks

P(1,m) := [A2 r {0}/Gm] ∼=
m

√
(O(1), s∞)/P1

where Gm acts on A2 r {0} with weights (1,m) and s∞ is the section whose divisor is

the point [0, 1]. Furthermore, P(1,m) is a Deligne–Mumford stack.

Proof. This is clear from the structure of P(1,m) on the standard covering by

affine opens, along with Proposition 4.2.8. Then Theorem 4.2.9 implies P(1,m)

is Deligne–Mumford.
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Fix m > 1 coprime to p and let Div[1,m](X) be the category consisting of

triples (L, s, f) with L ∈ Pic(X) and sections s ∈ H0(X,L) and f ∈ H0(X,Lm) that

don’t vanish simultaneously. Morphisms (L, sL, fL)→ (M, sM, fM) in Div[1,m](X)

are given by bundle isomorphisms

L M

X

ϕ

under which ϕ(sL) = sM and ϕ⊗m(fL) = fM. Then Div[1,m] is a category fibred

in groupoids over Schk. In analogy with Proposition 4.1.22, we have:

Proposition 4.3.2. For each m > 1, there is an isomorphism of categories fibred in

groupoids Div[1,m] ∼= P(1,m).

Proof. A map X → [A2 r {0}/Gm] is equivalent to a map X → [A2/Gm] avoid-

ing (0, 0), where Gm acts on A2 with weights (1,m). Let [A2/Gm] → BGm

be the forgetful map. Then by the universal property of pullbacks, the map

X → [A2/Gm] is equivalent to the choice of a map g : X → BGm and a section

σ of the line bundle L = X×BGm
[A2/Gm] → X. The proof of Lemma 4.1.24

carries through when Gm acts on A2 with any weights, giving [A2/Gm] ∼=

[A1/Gm] ×BGm
[A1/Gm] with weights (1,m). Then σ really corresponds to

a section s of L, the line bundle associated to g∗EGm, and a section f of Lm,

the line bundle associated to (g∗EGm)
m. All of these choices are natural, so

we have constructed an equivalence of categories Div[1,m](X)
∼−→ P(1,m)(X)

for each X. As in the proof of Proposition 4.1.22, Lemma 3.2.26 guarantees
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that this extends to an isomorphism Div[1,m] ∼−→ P(1,m) of categories fibred in

groupoids.

Corollary 4.3.3. Div[1,m] is a Deligne–Mumford stack.

Remark 4.3.4. It also follows from Lemma 4.3.1 and Proposition 4.3.2 that

Div[1,m] is a root stack, namely m
√
(O(1), s∞)/P1 but it will be useful for later

arguments to exhibit this isomorphism directly, which we do now. For any

scheme X, a functor

Υ : m

√
(O(1), s∞)/P1(X) −→ Div[1,m](X)

can be built in the following way. For an object B = (X
ϕ−→ P1,L, t,Lm ∼−→

ϕ∗O(1)) of the root stack, the morphism ϕ induces two sections ϕ∗s0,ϕ∗s∞ ∈
H0(X,ϕ∗O(1)) and under the isomorphism Lm ∼= ϕ∗O(1), ϕ∗s∞ may be identi-

fied with tm. Set Υ(B) = (L, s, f) where s = t = s
1/m∞ and f = s0. Naturality of

Υ is clear from the definitions of morphisms in each category. One can check

this gives the same isomorphism of stacks as Proposition 4.3.2.

As in Section 4.2.1, we extend the definition of Div[1,m] to a stacky base X by

taking Div[1,m](X) to be the category of triples (L, s, f) where L is a line bundle

on X and s and f are sections on L and Lm, respectively. Then Proposition 4.3.2

implies the following.

Corollary 4.3.5. Let X be a Deligne–Mumford stack. For each m > 1, there is an
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equivalence of categories

Div[1,m](X)
∼−→ HomStacks(X, P(1,m)).

The main feature of P(1,m) that makes it valuable to our program of study

is the fact that the cyclic order p isogeny ℘ : Ga → Ga,α 7→ αp − α extends

to a ramified cyclic p-cover Ψ : P(1,m) → P(1,m) given by [u, v] 7→ [up, vp −

vum(p−1)]. Meanwhile, Ga acts on P(1,m) via α · [u, v] = [u, v+ αum] and it is

easy to check this action commutes with Ψ, so we get an induced morphism

on the quotient stack [P(1,m)/Ga]. We now use [P(1,m)/Ga] to construct a

characteristic p analogue of the root stack in Section 4.2.1.

Definition 4.3.6. Letm > 1 be coprime to p. The universal Artin–Schreier cover

with ramification jumpm is the cover of stacks

℘m : [P(1,m)/Ga] −→ [P(1,m)/Ga]

induced by [u, v] 7→ [up, vp − vum(p−1)] on P(1,m) and α 7→ αp −α on Ga.

The following definition is inspired by a short article [Ryd] by D. Rydh

and email correspondence between him and the author. The work in [Ryd]

ultimately dates back to discussions between Rydh and A. Kresch in October

2010, and this portion of the thesis might be viewed as a realization of some of

the questions about wildly ramified stacks that first arose then.

Definition 4.3.7. For a stack X, a line bundle L → X and sections s of L and f of
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Lm, the Artin–Schreier root stack ℘−1
m ((L, s, f)/X) is defined to be the normalized

pullback of the diagram

℘−1
m ((L, s, f)/X) [P(1,m)/Ga]

X [P(1,m)/Ga]

℘m
ν

where the bottom row is the composition of the morphism X→ P(1,m) corresponding

to (L, s, f) by Corollary 4.3.5 and the quotient map P(1,m)→ [P(1,m)/Ga].

That is, ℘−1
m ((L, s, f)/X) = X ×ν[P(1,m)/Ga]

[P(1,m)/Ga] with respect to the

universal Artin–Schreier cover ℘m : [P(1,m)/Ga]→ [P(1,m)/Ga].

Remark 4.3.8. Proposition 4.3.2 showed that for a scheme X, the X-points of

P(1,m) are given by triples (L, s, f) for a line bundle L → X and two non-

simultaneously vanishing sections s ∈ H0(X,L) and f ∈ H0(X,Lm). However,

the classifying map used to define an Artin–Schreier root stack construction

has target [P(1,m)/Ga], so a global section of Lm is sometimes more than what

is necessary. In fact, the X-points [P(1,m)/Ga](X) by definition are Ga-torsors

P → X together with Ga-equivariant maps P → P(1,m). Assuming s is a

regular section of L (i.e. a nonzero divisor in each stalk), let D = div(s), so that

L = OX(D), and consider the short exact sequence of sheaves

0→ OX
sm−−→ OX(mD) −→ OX(mD)|mD → 0.
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This induces a long exact sequence in sheaf cohomology:

0→ H0(X,OX)→ H0(X,OX(mD))→ H0(mD,OX(mD)|mD)
δ−→ H1(X,OX)→ · · · .

So one way to produce a Ga-torsor on X is to take the image under the connect-

ing homomorphism δ of a section f ∈ H0(mD,OX(mD)|mD). That is, P = δ(f)

where f is a section of the restriction of Lm to the divisor mD. One can show that

this is bijective: the X-points of [P(1,m)/Ga] are in one-to-one correspondence

with triples (L, s, f) with (L, s) as usual and f a section of Lm supported on the

divisormD.

Now we can give an explicit description of the points of ℘−1
m ((L, s, f)/X) in

the style of Remark 4.2.3. IfX is a scheme, let V = X×[P(1,m)/Ga] [P(1,m)/Ga] be

the actual pullback of the diagram in Definition 4.3.7. Then for a test scheme T

the category V(T) consists of tuples (T
ϕ−→ X,M, t,g,ψ) where M → T is a line

bundle with section t ∈ H0(T ,M), g ∈ H0(mE,Mm|mE) (where E = (t)) and

ψ :Mp ∼−→ ϕ∗L is an isomorphism of line bundles such that

ψ(tp) = ϕ∗s and ψmpE(g
p − tm(p−1)g) = ϕ∗mDf

where (−)mpE denotes the restriction to mpE and likewise for ϕ∗mD. By [AB,

Prop. A.7], the T -points of ℘−1
m ((L, s, f)/X) = Vν has the same description when

T is a normal scheme. In general, the defining equations on t and g are more

complicated. There is a similar description of the T -points of the Artin–Schreier

root stack ℘−1
m ((L, s, f)/X) when X is a stack.
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For our purposes, namely when X (resp. X) is a curve (resp. stacky curve),

we will not need this level of control over the sections f. Indeed, étale-locally,

H1(X,OX) = 0 so any f ∈ H0(mD,Lm|mD) as above lifts to a section F ∈

H0(X,Lm). Therefore, étale-locally the T -points of ℘−1
m ((L, s, f)/X) are given

by (ϕ,M, t,g,ψ) where g ∈ H0(T ,Mm) and the rest are as above (when T is

normal). While some of our results require global sections, the computations

happen locally so this technical point is not a significant issue in the present

article.

Lemma 4.3.9. For any morphism of stacks h : Y → X and line bundle L → X with

sections s of L and f of Lm, there is an isomorphism of algebraic stacks

℘−1
m ((h∗L,h∗s,h∗f)/Y) ∼−−→ ℘−1

m ((L, s, f)/X)×νX Y.

Proof. As before, this is an immediate consequence of the definition or the ex-

plicit description in Remark 4.3.8.

4.3.2 Classification Results

We start with a key computation.

Example 4.3.10. Let X = P1 = Projk[x0, x1] and suppose Y → X is the smooth

projective model of the one-point cover given by the affine Artin–Schreier equa-

tion yp − y = x−m. Then Y admits an additive Z/pZ-action such that Y → X is
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a Galois cover with group Z/pZ. There is an isomorphism of stacks

℘−1
m ((O(1), x0, xm1 )/P1) ∼= [Y/(Z/pZ)]

which we describe now. As in Remark 4.3.8, let V be the pullback P1×[P(1,m)/Ga]

[P(1,m)/Ga] so that ℘−1
m ((O(1), x0, xm1 )/P1) = Vν is the normalized pullback

(Definition 3.5.22). Also let Y0 → P1 be the projective closure of the affine

curve given by the equation ypxm − yxm = 1, which is in general not normal.

Then by [AB, Prop. A.7], it is enough to construct an isomorphism V(T) ∼=

[Y0/(Z/pZ)](T) for any normal test scheme T . By Remark 4.3.8, assuming T

is “local enough”, the category V(T) consists of tuples (T
ϕ−→ P1,L, s, f,ψ)

where ψ : Lp
∼−→ ϕ∗O(1) is an isomorphism such that ψ(sp) = ϕ∗x0 and

ψ(fp − fsm(p−1)) = ϕ∗xm1 . Define a mapping

V(T) −→ [Y0/(Z/pZ)](T)

(ϕ,L, s, f,ψ) 7−→

 L̃ Y0

T


where L̃ → T is the Z/pZ-bundle obtained by first constructing a Ga-bundle

P → T and showing its transition maps actually take values in Z/pZ ⊆ Ga.

Fix a cover {Ui → T } over which L → T is trivial; we may choose the Ui

small enough so that on each, either s or f is nonzero. Then P can be con-

structed by specifying transition functions ϕij : Ui ∩ Uj → Ga for any pair
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Ui,Uj in the cover. Let si = s|Ui
and fi = f|Ui

. There are three cases to consider.

First, if s is nonzero on both Ui and Uj, then we let

ϕij : t 7−→
fi(t)

si(t)m
−
fj(t)

sj(t)m
∈ Ga.

If s vanishes somewhere on Ui and Uj, then set

ϕij : t 7−→
si(t)

m

fi(t)
−
sj(t)

m

fj(t)
.

Finally, if s does not vanish on Ui but does vanish somewhere on Uj, we let

ϕij : t 7−→
fi(t)

si(t)m
−
sj(t)

m

fj(t)
.

It is easy to see that if s is nonzero on three chartsUi,Uj,Uk, then the transition

maps satisfy the additive cocycle relation ϕij +ϕjk +ϕki = 0. Similarly, for

s vanishing on any combination of Ui,Uj,Uk, the same cocycle relation holds,

e.g. if s vanishes on Ui but not on Uj or Uk, then

ϕij +ϕjk +ϕki =
si(t)

m

fi(t)
−
fj(t)

sj(t)m
+
fj(t)

sj(t)m
−
fk(t)

sk(t)m
+
fk(t)

sk(t)m
−
si(t)

m

fi(t)
= 0.

Therefore (ϕij) defines a Ga-bundle P → T which is trivial over the cover {Ui}.

One can show that the total space of P is (L r {0} × Lm)/Gm over the locus

where s vanishes, while over the locus where f vanishes, the total space is

(L× Lm r {0})/Gm, where Gm acts on fibres with weights (1,m) in both cases.
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Over any of the Ui, P is trivialized by

ϕi : Ui ×Ga −→ P|Ui

(t,α) 7−→ [s(t), f(t) +αs(t)m].

Alternatively, P can be defined as in Remark 4.3.8. By construction, the transi-

tion maps are all Z/pZ-valued since s and f satisfy the equation fp− fsm(p−1) =

ϕ∗xm1 , which over each type of trivialization looks like one of

(
f

sm

)p
−
f

sm
=

(
ϕ∗x1

sp

)m
or

(
sm

f

)p
−
sm

f
= −

(sϕ∗x1)
m

fp+1 .

Thus (ϕij) actually determine a Z/pZ-bundle L̃ → T . One can also consider

the Artin–Schreier sequence

0→ Z/pZ −→ Ga
℘−→ Ga → 0.

This induces an exact sequence

H1(T , Z/pZ)→ H1(T , Ga)
℘−→ H1(T , Ga).

Then ℘(P) is the Ga-bundle with transition functions ℘(ϕij) = ϕ
p
ij −ϕij, so us-

ing the defining equation for s and f, one can again see that ℘(ϕij) ∈ Z1(T , Ga)

is trivial in H1(T , Ga). Therefore by exactness, P lifts to L̃ ∈ H1(T , Z/pZ).
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Next, there is a map L̃→ Y0 given by sending

(t, 0) ∈ L̃t 7−→
(

s(t)

ϕ∗x1(t)
,
f(t)

s(t)m

)

and extending by the Z/pZ-action on the fibre L̃t. That is, the entire fibre over

t is mapped to the Galois orbit of a corresponding point on Y0. The resulting

morphism

V(T)→ [Y0/(Z/pZ)](T)

is an isomorphism for all T , and it is easy to check this is functorial in T . This

proves that for any sufficiently local test scheme T (in the sense of Remark 4.3.8)

which is normal, there is an isomorphism V(T)
∼−→ [Y0/(Z/pZ)](T). The argu-

ment can be extended to all normal schemes T , so by [AB, Prop. A.7], we get

an isomorphism of stacks ℘−1
m ((O(1), x0, xm1 )/P1) ∼= [Y/(Z/pZ)].

A similar analysis shows that for an arbitrary curve X and for any F ∈

k(X)r ℘(k(X)), there is an isomorphism

℘−1
m ((L,σ, τ)/X) ∼−→ [YF/(Z/pZ)]

where (L,σ) corresponds to the divisor div(F) ∈ Div(X), τ is a section of Lm

such that σ restricts to a local parameter at any zero of τ, YF is the Galois cover

of Xwith birational Artin–Schreier equation yp − y = F(x).

Example 4.3.11. Whenm ≡ −1 (mod p), we even have ℘−1
m ((O(1), x0, xm1 )/P1) ∼=

V, i.e. the pullback of P1 along the universal Artin–Schreier cover ℘m : [P(1,m)/Ga]→
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[P(1,m)/Ga] is already a normal stack. To show this, we need to write down

an integral equation for ℘−1
m ((O(1), x0, x1)/P1)×P1 T for any sufficiently local

test scheme T and show that it can be mapped to an integral equation for

Y ×P1 T → P1
T . In fact, the equation fp − fsm(p−1) = ϕ∗xm1 on the level of

sections can be written

(
fs

ϕ∗xn1

)p
−

(
fs

ϕ∗xn1

)(
sp

ϕ∗x1

)n(p−1)

=
sp

ϕ∗x1

where, as in the notation of Lemma 2.2.50, m + 1 = pn. This pulls back to

a similar equation on each ℘−1
m ((O(1), x0, xm1 )/P1) ×P1 T which then maps to

zp − zxn(p−1) = x on Y ×P1 T by sending

(
fs

ϕ∗xn1

)
7−→ z and

(
sp

ϕ∗x1

)
7−→ x.

By Lemma 2.2.50, zp − zxn(p−1) = x is an integral equation for Y ×P1 T → P1
T in

this case sincem = pn− 1.

In general, every Artin–Schreier root stack ℘−1
m ((L, s, f)/X) can be covered

in the étale topology by “elementary” Artin–Schreier root stacks of the form

[Y/(Z/pZ)] as above – this is completely analogous to the Kummer case de-

scribed by Proposition 4.2.8 but here is the formal statement.

Proposition 4.3.12. Let X = ℘−1
m ((L, s, f)/X) be an Artin–Schreier root stack of a

scheme X with jump m along a triple (L, s, f) and let π : X → X be the coarse map.

Then for any point x̄ : Speck → X, there is an étale neighborhood U of x = π ◦ x̄
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such that U×X X ∼= [Y/(Z/pZ)], where Y is the Galois Z/pZ-cover of U given by

an affine Artin–Schreier equation yp − y = F(x).

Also, we have the following analogue of Theorem 4.2.9 for Artin–Schreier

root stacks:

Theorem 4.3.13. If X is a Deligne–Mumford stack over a perfect field k of character-

istic p > 0, m is an integer relatively prime to p and L → X is a line bundle with

sections s of L and f of Lm, then ℘−1
m ((L, s, f)/X) is a Deligne–Mumford stack.

Proof. Take an étale map p : U → X such that p∗L is trivial on the scheme

U. It suffices to show ℘−1
m ((L, s, f)/X)×X U is Deligne–Mumford. The corre-

sponding map U → P(1,m) induced by (p∗L,p∗s,p∗f) lifts the composition

U→ X→ [P(1,m)/Ga] along the quotient map P(1,m)→ [P(1,m)/Ga]. Con-

sider the composition U→ P(1,m)→ P1. By Lemma 4.3.9,

℘−1
m ((L, s, f)/X)×XU ∼= ℘−1

m ((p∗L,p∗s,p∗f)/U) ∼= ℘−1
m ((O(1), x0, xm1 )/P1)×P1U.

Then Example 4.3.10 shows that ℘−1
m ((O(1), x0, xm1 )/P1) ∼= [Y/(Z/pZ)] where

Y is a smooth scheme and Z/pZ acts on Y → P1. Since Z/pZ is an étale

group scheme, [Y/(Z/pZ)] is Deligne–Mumford (cf. [Ols, Cor. 8.4.2]). There-

fore [Y/(Z/pZ)]×P1U is Deligne–Mumford, so ℘−1
m ((L, s, f)/X)×XU is Deligne–

Mumford as required.

Next, we give a new characterization of Z/pZ-covers of curves in charac-

teristic p using Artin–Schreier root stacks.
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Theorem 4.3.14. Let k be an algebraically closed field of characteristic p > 0 and

suppose Y → X is a finite separable Galois cover of curves over k and y ∈ Y is a

ramification point with image x ∈ X such that the inertia group I(y | x) is Z/pZ.

Then there are étale neighborhoods V → Y of y and U → X of x such that V → U

factors through an Artin–Schreier root stack

V −→ ℘−1
m ((L, s, f)/U)→ U

for somem.

Proof. Let OY,y and OX,x be the local rings at y and x, respectively. Passing to

completions, we may assume the extension ÔY,y/ÔX,x is isomorphic to Â/k[[t]]

where Â = k[[t,u]]/(up−u− tmg) for some g ∈ k[[t]]. Per an earlier discussion,

after a change of formal coordinates, we may assume g = 1. By Artin approx-

imation ([SP, Tag 0CAT]), the extension of henselian rings OhY,y/O
h
X,x also has

this form, but since the henselization of a local ring is a direct limit over the

finite étale neighborhoods of the ring, there must be finite étale neighborhoods

V0 = SpecB → Y of y and U0 = SpecA → X of x such that the corresponding

ring extension is of the form B/A = B/k[t], where B = k[t,u]/(up − u− tm).

Furthermore, by results in section 2 of [Harb], there is an étale neighborhood

U of x such that:

(i) U0 = Ur {x} is an affine curve with local coordinate t, and

(ii) the cover V := U×X Y → U is isomorphic to the one-point Galois cover

ofU defined by the birational Artin–Schreier equation up−u = tm over
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U0.

Then Z/pZ acts (as an étale group scheme) on V via the usual action on this

Artin–Schreier extension and by Example 4.3.10, [V/(Z/pZ)] ∼= ℘−1
m ((L, s, f)/U)

for some (L, s, f), so it follows immediately that V → U factors through this

Artin–Schreier root stack.

Remark 4.3.15. An alternate proof of Theorem 4.3.14 in the spirit of [Gar] goes

as follows. Since the morphism π : Y → X has abelian inertia group at x, by

geometric class field theory (cf. [Ser2, Ch. IV, Sec. 2, Prop. 9]) there is a modulus

m on X with support contained in the branch locus of π and a rational map

ϕ : X→ Jm to the generalized Jacobian of X with respect to this modulus, such

that Y ∼= ϕ∗J ′ for a cyclic isogeny J ′ → Jm of degree p. Meanwhile, every such

isogeny J ′ → Jm is a pullback of the Artin–Schreier isogeny ℘ : Ga → Ga,α 7→

αp −α:

J ′ Ga P(1,m)

Jm Ga P(1,m)

℘ ℘m

Let U ′ be an étale neighborhood of X on which ϕ is defined and set U =

U ′ ∪ {x}. Then over U, ϕ can be extended to a morphism ϕ : U → P(1,m)

such that x maps to the stacky point at infinity, where m = ordxm− 1 (This

m is also equal to condY/X(x) − 1, the conductor of the extension minus 1.) By

Proposition 4.3.2, ϕ may also be defined by specifying a triple (L, s, f) on U:

the pair (L, s) corresponds to the effective divisor D = x and f is a section of
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O(mD) = L⊗m determined from the affine equation expressing the pullback of

the isogeny J ′ → Jm to U.

Let V = π∗Uwhich is an étale neighborhood of Y. Pulling back (L, s, f) to V

locally defines ψ in the following diagram:

℘−1
m ((L, s, f)/U) [P(1,m)/Ga]

U [P(1,m)/Ga]

V

℘m

ϕ

π

ψ

By the universal property of ℘−1
m ((L, s, f)/U), there is a mapV → ℘−1

m ((L, s, f)/U)

factoring π locally as required.

Theorem 4.3.16. Let X be a stacky curve over a perfect field k of characteristic p > 0.

Then

(1) If X contains a stacky point x of order p, there is an open substack U ⊆ X

containing x such that U ∼= ℘−1
m ((L, s, f)/U) where (m,p) = 1, U is an open

subscheme of the coarse space X of X and (L, s, f) ∈ Div[1,m](U).

(2) Suppose all the nontrivial stabilizers of X are cyclic of order p. If X has coarse

space P1, then X is isomorphic to a fibre product of Artin–Schreier root stacks

of the form ℘−1
m ((L, s, f)/P1) for (m,p) = 1 and (L, s, f) ∈ Div[1,m](P1).

Proof. (1) Let m be the unique positive integer such that for any étale presen-

tation Y → X and any point y ∈ Y mapping to x, the ramification jump of
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the induced cover Y → X at y is m. Let U ⊆ X be a subscheme such that x

is the only stacky point of U := π−1(U) ⊆ X, where π : X → X is the coarse

map. Let L = OU(x). Then for any étale map ϕ : T → U, there is a canonical

Artin–Schreier root of the line bundle ϕ∗π∗L. Indeed, since π ◦ϕ : T → U is a

one-point cover of curves with inertia group Z/pZ and ramification jump m

at x, Theorem 4.3.14 says there are sections s and f such that π ◦ϕ factors as

T → ℘−1
m ((L, s, f)/U) → U. On the other hand, by the universal property of

℘−1
m ((L, s, f)/U), there is a canonical morphism U → ℘−1

m ((L, s, f)/U), which is

therefore an isomorphism.

(2) Let B = {x1, . . . , xr} be the finite set of points in P1 covered by points in

X with nontrivial automorphism groups. Since k(P1) = k(t), we can choose

Fi ∈ k(t) having a pole of any desired order at xi for each 1 6 i 6 r. For

instance, if mi is the ramification jump at xi as defined in (1), then we can

arrange for ordxi(Fi) = −mi for each i. Again by section 2 of [Harb], there is

a proper curve Yi → P1 with affine Artin–Schreier equation yp − y = Fi(t),

corresponding to the function field k[t,y]/(yp − y− Fi) as an extension of k(t).

We claim

X ∼= Y := [Y1/(Z/pZ)]×P1 · · · ×P1 [Yr/(Z/pZ)]

which will prove (2) after applying Example 4.3.10 to each [Yi/(Z/pZ)]. We

construct a map X → Y as follows. Let T be an arbitrary k-scheme. Since both

coarse maps X → P1 and Y → P1 are isomorphisms away from B, we only

need to specify the image of each stacky point Q ∈ X(T). Note that π(Q) ∈ B,

so π(Q) = xi for some 1 6 i 6 r. If T = Speck, then such a Q is represented
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by a gerbe B(Z/pZ) ↪→ X, so send Q ∈ X(k) to the point of [Yi/(Z/pZ)](k)

corresponding to

Speck Yi

B(Z/pZ)

gQ

where Speck → B(Z/pZ) is the universal Z/pZ-bundle and gQ has image

xi ∈ Yi. Extending this to any scheme T is easy: replace the above diagram

with

T Yi ×k T

B(Z/pZ)×k T

gQ

and define gQ by t 7→ (xi, t). This defines an equivalence of categories X(T)→

Y(T) for any scheme T , so we can invoke Lemma 3.2.26 to ensure that these

fibrewise equivalences assemble into an equivalence of stacks X ∼−→ Y.

Remark 4.3.17. As illustrated in in the proof of Theorem 4.3.16, the ramifica-

tion data at a stacky Z/pZ-point x ∈ X (i.e. the ramification jump m) can be

determined from the stack itself, namely, by which étale covers are allowed at

x. This is unique to the positive characteristic case; in characteristic 0, one only

needs to know the order of the stabilizer at every stacky point to understand

the entire stacky structure. In contrast, for each fixedm there is a family of non-

isomorphic stacky curves, with coarse space P1 and order p stabilizers at any

prescribed points, parametrized by the possible choices of f.
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Remark 4.3.18. The local structure of a stacky curve in characteristic p is sepa-

rable since the stack is by definition Deligne–Mumford and generically a scheme.

Thus around a wildly ramified point, one does not have structures like [U/µp]

or [U/αp] which would be more problematic, but will be interesting to have a

description of in the future.

Example 4.3.19. When the coarse space is not P1, Theorem 4.3.16(2) is false.

For example, let k be an algebraically closed field of characteristic p > 0 and

let E be an elliptic curve over k with a rational point P. By Riemann–Roch,

h0(E,O(P)) = 1 so every global section of O(P) vanishes at P and we can ex-

ploit this limitation to construct a counterexample. Let E be a stacky curve

with coarse space E and a stacky point of order p at P with ramification jump

1. This can be achieved, by Theorem 4.3.16(1), through taking a local Artin–

Schreier root stack ℘−1
1 ((O(P), sP, fP)/U) where U is an étale neighborhood of

P, (O(P), sP) is the pair corresponding to the effective divisor P (inUP) and fP is

a section of O(P)|UP
not vanishing at P. Then if E were a global Artin–Schreier

root stack over E, there would be some s ∈ H0(E,O(P)) vanishing at P and some

f ∈ H0(E,O(P)) not vanishing at P such that E ∼= ℘−1
1 ((O(P), s, f)/E) but such

an f does not exist by the reasoning above. Variants of this counterexample

can be constructed for single stacky points with ramification jump m > 1, as

well as multiple stacky points with the same ramification jump which cannot

be obtained through a fibre product of global Artin–Schreier root stacks. This

argument also works for higher genus curves, so the P1 case is quite special.
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4.4 Wild Stacky Curves: The Higher-Order Cyclic

Case

In this section, we begin extending the techniques in Section 4.3 to the

higher-order cyclic case, i.e. when a stacky curve has a point with stabilizer

group Z/pnZ. As in the tame and prime-cyclic wild case, this comes down

to being able to take pnth roots of line bundles on the coarse space. To study

the general case, we will replace [P(1,m)/Ga] with [Wn(1,m1, . . . ,mn)/Wn]

where Wn(1,m1, . . . ,mn) is a new stacky equivariant compactification of the

ring scheme Wn of Witt vectors of length n. This construction will be equal

to P(1,m) in the n = 1 case, thus capturing the case studied in Section 4.3.1.

Before constructing this compactification in general, we introduce the compact-

ification Wn in the category of schemes, due to Garuti [Gar], which will be the

m1 = . . . = mn = 1 case of the stacky construction.

In future work, we plan to give an explicit description of the points of the

stacks Wn(1,m1, . . . ,mn) and use a certain order pn map

Ψ : [Wn(1,m1, . . . ,mn)/Wn]→ [Wn(1,m1, . . . ,mn)/Wn],

constructed below, to classify stacky curves with order pn cyclic stacky struc-

ture.
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4.4.1 Garuti’s Compactification

For a vector bundle E → X, let P(E) → X denote the projective bundle asso-

ciated to E. By definition, P(E) = ProjX(Sym(E)) which comes equipped with

a tautological bundle OP(1). Set OP(m) = OP(1)⊗m for any m ∈ Z, where

OP(−1) = OP(1)∗ by convention. Define ringed spaces (Wn,OWn
(1)) induc-

tively by

(W1,OW1
(1)) = (P1,OP1(1))

and (Wn,OWn
(1)) = (P(OWn−1

⊕OWn−1
(p)),OP(1)) for n > 2,

where OP(1) is the tautological bundle of the projective bundle in that step.

There is a morphism

r : Wn −→Wn−1

for all n > 1 which has fibres P1 by definition. Note that r∗OWn
(1) = OWn−1

⊕

OWn−1
(p). For each n > 2, there is a canonical section of r corresponding to

the zero section of the bundle P(OWn−1
⊕OWn−1

(p)) over Wn−1. Let Zn be the

divisor associated to the zero locus of this section. On the other hand, for any

vector bundle E there is an isomorphism P(E∨) ∼= P(E) where E∨ denotes the

dual bundle. So in our case, there is an isomorphism

P(OWn−1
⊕OWn−1

(p)) ∼= P(OWn−1
(−p)⊕OWn−1

)
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which induces another section of r, corresponding via this isomorphism to the

zero section of P(OWn−1
(−p)⊕OWn−1

). We call this the “infinity section” and

denote its divisor by Σn.

Proposition 4.4.1 ([Gar, Prop. 2.4]). There is a system of open immersions of schemes

jn : Wn ↪→Wn such that jn(Wn) = WnrBn where Bn is the zero locus of a section

of OWn
(1), given by

B1 = Σ1 and Bn = Σn + pr
∗Bn−1 for n > 2.

Proof. Let j1 be the embedding Ga = A1 ↪→ P1 taking 0 7→ [0, 1]. Now in-

duct. For n > 2, set Un = jn(Wn) = Wn r Bn. Then OWn
(1) is trivial

over Un, so r−1(Un) = P1
Un

. By divisor theory, Bn+1 := Σn+1 + pr∗Bn is

a divisor corresponding to the zero locus of some section of OWn
(1). Take

Un+1 = Wn+1 r Bn+1. We have Un+1 = A1
Un

↪→ P1
Un

= r−1(Un) under which

r−1(0)∩Un+1 = A1. Then there is a diagram

Ga Wn+1 Wn

A1 Un+1 Un

Vn r

j1 ∼ jn

r

where Vn is the n-fold composition of the Verschiebung V : Wr → Wr+1,

(x0, . . . , xr) 7→ (0, x0, . . . , xr). This defines jn+1 : Wn+1 ↪→ Un+1 ⊆ Wn+1 and

the rest of the statement follows.
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Corollary 4.4.2 ([Gar, Cor. 2.5]). For all n > 2,

Bn =

n∑
i=1

pn−i(rn−i)∗Σi.

We next show that Wn is a compactification of Wn which is equivariant

with respect to the action of Wn on itself.

Lemma 4.4.3 ([Gar, Lem. 2.7]). Let OWn
(1) be the tautological bundle on Wn. Then

(1) OWn
(1) is generated by global sections.

(2) For anym > 0, there is an isomorphism of rings

H0(Wn,OWn
(m))

∼−→ Symm(Hpn−1)

where Hd denotes the dth graded piece of the graded ring

H = Fp[t,y0,y1, . . . , ], with deg(t) = 1 and deg(yi) = pi.

(3) Under this isomorphism, yn−1 and tp
n−1

define principal divisors

(yn−1) =
∑

aPP and (tp
n−1

) =
∑

bPP

such that
∑
aP>0 aPP = Zn and

∑
bP>0 bPP = Bn.

This allows us to construct the action of Wn on Wn.
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Proposition 4.4.4 ([Gar, Prop. 2.8]). The action of Wn on itself by Witt-vector trans-

lation extends to an action on Wn which stabilizes OWn
(1).

Proof. As mentioned in the introduction to Section 4.3.1, for n = 1, the trans-

lation action of W1 = Ga on itself by λ · x = x + λ extends to an action on

P1 = W1 by λ · [x,y] = [x+ λy,y]. Since this fixes ∞ = [1, 0], the action sta-

bilizes O(1) = O(1 ·∞). To induct, suppose the action of Wn on Wn has been

constructed. Recall that Wn+1 acts on itself by

a · x = x+ a := (S0(x;a),S1(x;a), . . . ,Sn(x;a))

where Si(X; Y) ∈ Z[X0,X1, . . . ;Y0, Y1, . . .] are the polynomials defined by

Φn(S0, . . . ,Sn) = Φn(X0, . . . ,Xn) +Φn(Y0, . . . ,Yn)

for the polynomialΦn(X0, . . . ,Xn) =
∑n
j=0 p

jX
pn−j

j . We may alternatively write

Si(X; Y) = Xi + Yi + ci(X; Y)

for some ci ∈ Z[X0, . . . ,Xi−1; Y0, . . . ,Yi−1]. Fix an Fp-algebra A. By induction,

Wn acts on Wn and fixes OWn
(1), so the ring Wn(A) acts on the A-module

H0(Wn(A),OWn
(p)). Since Wn(A) is a quotient of Wn+1(A), the latter also
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acts A-linearly on H0(Wn(A),OWn
(p)). By Lemma 4.4.3,

H0(Wn(A),OWn
(p)) ∼= Symp(Hpn−1)⊗A = Hpn−1 ⊗A

and H0(Wn+1(A),OWn+1
(p)) ∼= Symp(Hpn)⊗A ∼= (Hpn−1 ⊗A)⊕A[yn].

Define the action of Wn+1(A) on H0(Wn+1(A),OWn+1
(p)) by the above action

on Hpn−1 ⊗A and by the following on yn:

a · yn := yn + ant
pn + tp

n
cn

(
y0

t
, . . . ,

yn−1

tp
n−1 ;a

)
= tp

n
Sn

(y0

t
, . . . ,

yn

tp
n ;a

)
.

The line bundle OWn+1
(1) corresponds to the blowup of the point [0, 0, . . . , 0, 1] ∈

Pn+1
A

∼= Proj(Hpn⊗A) and one can check that this is fixed by the defined action.

This completes the proof.

Proposition 4.4.5 ([Gar, Prop. 2.9]). The isogeny ℘ : Wn →Wn extends to a cyclic

cover of degree pn,

Ψn : Wn −→Wn

which is defined over Fp, commutes with the maps r : Wn → Wn−1 and has branch

locus Bn, with Ψ∗nBn = pBn.

Proof. The n = 1 case is outlined in Section 4.3.1 and is in any case well-known.

To induct, consider the fibre product
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P Wn+1

Wn Wn

π

q r

Ψn

Then π : P →Wn+1 is a cyclic pn-cover given explicitly by

P = P(OWn
,OWn

(p2))

since Ψ∗nBn = pBn and OP(Bn) = OWn
(p). Using Lemma 4.4.3, it is possible to

construct a finite, flat morphism

ϕ : Wn+1 −→ P

over Wn using the equation

tp
n+1
Sn

(
y
p
0
tp

, . . . ,
y
p
n

tp
n+1 ;−

y0

t
, . . . ,−

yn

tp
n

)
= ypn − ynt

pn(p−1) + tp
n+1
cn

(
y
p
0
tp

, . . . ,
y
p
n

tp
n+1 ;−

y0

t
, . . . ,−

yn

tp
n

)
.

This defines Ψn+1 as the composition

Ψn+1 : Wn+1
ϕ−→ P

π−→Wn+1

which is then finite, flat and extends ℘ : Wn+1 → Wn+1 by construction. It is

easy to check that the Ψn and r commute. Finally, (3) of Lemma 4.4.3 tells us
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that Bn+1 is the effective part of the principal divisor (tp
n
), so Ψ∗n+1Bn = pBn+1

follows from the fact that Ψ∗1(t) = (tp).

Remark 4.4.6. By construction, the sequence of Wn form what is known as

a Bott tower, which originally appears in [GK]. In particular, each Wn is a

smooth, projective toric variety (cf. [CS]).

4.4.2 Artin–Schreier–Witt Root Stacks

Next we turn to the construction of the stacky compactification Wn(1,m1, . . . ,mn)

of the Witt scheme Wn for n > 1. We begin by setting W1(1,m) := P(1,m),

our stacky compactification of W1 = A1. The key insight for generalizing this

is to use the fact (Lemma 4.3.1) that P(1,m) is itself a root stack over P1:

P(1,m) [A1/Gm]

P1 [A1/Gm]

m

(OP1(1),Σ1)

Pulling back P(1,m) = W1(1,m) along the sequence

· · · →W3
r−→W2

r−→W1 = P1

defines Wn(1,m, 1, . . . , 1) for each n > 1. Each of these is a root stack over

Wn with stacky structure at (the pullback of) Σ1; for example, W2(1,m, 1) =

r∗W2(1,m) is a root stack over W2:
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W2(1,m, 1) [A1/Gm]

W2 [A1/Gm]

m

(r∗OP1(1), r∗Σ1)

For a pair of positive integers (m1,m2), the compactification W2(1,m1,m2) of

W2 is defined by a second root stack, W2(1,m1,m2) :=
m2

√
(O(1),Σ2)/W2(1,m1, 1):

W2(1,m1,m2) [A1/Gm]

W2(1,m1, 1) [A1/Gm]

m2

(O(1),Σ2)

Here, O(1) denotes the pullback of the line bundle OW2
to W2(1,m1, 1) along

the coarse map. Now we proceed inductively. Let n > 2.

Definition 4.4.7. For a sequence of positive integers (m1, . . . ,mn), define the com-

pactified Witt stack Wn(1,m1, . . . ,mn) to be the root stack in the following dia-

gram:

Wn(1,m1, . . . ,mn) [A1/Gm]

Wn(1,m1, . . . ,mn−1, 1) [A1/Gm]

mn

(O(1),Σn)

where Wn(1,m1, . . . ,mn−1, 1) = r∗Wn−1(1,m1, . . . ,mn−1), the pullback along r of

the compactified Witt stack Wn−1(1,m1, . . . ,mn−1) over Wn−1, and O(1) is pulled

back inductively as explained above.
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We will continue writing r for the maps Wn(1,m1, . . . ,mn)→Wn−1(1,m1, . . . ,mn−1).

Proposition 4.4.8. For each n > 1, the cyclic pn-cover Ψn : Wn → Wn induces a

morphism of stacks

Ψ = Ψm1,...,mn : Wn(1,m1, . . . ,mn)→Wn(1,m1, . . . ,mn)

which commutes with the maps Wn(1,m1, . . . ,mn)→Wn and r : Wn(1,m1, . . . ,mn)→

Wn−1(1,m1, . . . ,mn−1) and satisfies Ψ∗Bn = pBn.

Proof. For n = 1, Ψ1 : P1 → P1 is the extension of ℘(x) = xp − x from A1 to

P1. As explained in Section 4.3.1, this extends naturally to W1(1,m) = P(1,m)

as [x,y] 7→ [xp − xym(p−1),yp]. Then by construction Ψ∗Σ1 = pΣ1. To induct,

suppose Ψ : Wn−1(1,m1, . . . ,mn−1) → Wn−1(1,m1, . . . ,mn−1) has been con-

structed. Then pulling back along r extendsΨ to a cover Wn(1,m1, . . . ,mn−1, 1)→

Wn(1,m1, . . . ,mn−1, 1). Since the root stack construction commutes with pull-

back by Lemma 4.2.5, this induces a morphism Ψ : Wn(1,m1, . . . ,mn) →

Wn(1,m1, . . . ,mn). By construction this commutes with r : Wn(1,m1, . . . ,mn)→

Wn−1(1,m1, . . . ,mn−1) and we can compute

Ψ∗Bn = Ψ∗(Σn + pr
∗Bn−1) by Proposition 4.4.1

= Ψ∗Σn + pr
∗(Ψ∗Bn−1) since Ψ and r commute

= pΣn + pr
∗(pBn−1) by induction

= p(Σn + pr
∗Bn−1) = pBn.
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This proves the statements for all n > 1 by induction.

To further study wild structures on stacky curves, it will be necessary to

understand the category of X-points Wn(1,m1, . . . ,mn)(X) for any stack X.

Then one can extend the definition of an Artin–Schreier root stack as follows.

Definition 4.4.9. For a stack X, sequence of positive integers (m1, . . . ,mn) and mor-

phism ϕ : X → Wn(1,m1, . . . ,mn), the Artin–Schreier–Witt root stack of X

along ϕ is defined to be the normalized pullbackΦ−1(ϕ/X) of the diagram

Ψ−1(ϕ/X) [Wn(1,m1, . . . ,mn)/Wn]

X [Wn(1,m1, . . . ,mn)/Wn]

Ψ
ν

Our eventual goal is to use Artin–Schreier–Witt theory of covers of curves to

generalize the classification theorems in Section 4.3.2 to the higher-order cyclic

case. Ultimately, we believe it is possible to use this framework to describe a

unified theory of tame and wild stacky curves and their local structure, in the

style of [GS].
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Chapter 5

Applications

In the final chapter, we outline two directions of application for our theory

of wild stacky curves. One direction (Section 5.1), the original inspiration for

this project, concerns canonical rings of stacky curves, à la Voight and Zureick-

Brown [VZB]. The other direction (Section 5.2), is a program for computing

modular forms in characteristic p > 0, à la Katz [Kat], by treating modular

curves as stacky curves with potentially wild ramification. We plan to continue

investigating applications in both settings in future work.

5.1 Canonical Rings

Let X be a compact complex manifold and ΩX = ΩX(C) the sheaf of holo-

morphic differential 1-forms on X. Then in many situations X can be outfitted

with the structure of a complex projective variety by explicitly embedding it
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into projective space using different tensor powers of ΩX. For example, if X is

a Riemann surface of genus g > 2 that is not hyperelliptic, the canonical map

X → |OX| ∼= Pg−1 is an embedding. More generally, any Riemann surface X of

genus g > 2 can be recovered as ProjR(X) where

R(X) :=

∞⊕
r=0

H0(X,ΩrX)

is the canonical ring of X. In general, the isomorphism X ∼= ProjR(X) may not

hold sinceΩX need not be ample, but it is still a useful gadget for studying the

algebraic properties of X.

In [VZB], the authors extend this strategy to tame stacky curves by giving

explicit generators and relations for the canonical ring

R(X) =

∞⊕
r=0

H0(X,ΩrX)

of a stacky curve X, where ΩX = ΩX/k is the sheaf of differentials defined in

Section 4.1.2. This has numerous applications, perhaps most importantly to

the computation of the ring of modular forms for a given congruence sub-

group of SL2(Z) (see Section 5.2), and holds in all characteristics provided

the stack X has no wild ramification. However, numerous (stacky) modular

curves one would like to study in characteristic p, such as X0(N) with p | N,

have wild ramification and therefore fall outside the scope of results like [VZB,

Thm. 1.4.1].
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5.1.1 The Tame Case

Let X be a tame stacky curve over an algebraically closed field k and let

χ(X) = −deg(KX) be the Euler characteristic of X. Then we say X is:

• spherical if χ(X) > 0;

• euclidean if χ(X) = 0; and

• hyperbolic if χ(X) < 0.

In analogy with the theory of orbifolds in differential geometry, over C these

correspond to a suitable analytification of X (cf. [VZB, Sec. 6.1]) having univer-

sal orbifold cover equal to

• a “football” F(m,n): a stacky P1 obtained by gluing [A1/µm] and [A1/µn],

if χ(X) > 0;

• A1 if χ(X) = 0; or

• the complex upper half-plane h if χ(X) < 0.

The canonical ring of X is isomorphic to k when X is spherical and a poly-

nomial ring in a single variable when X is euclidean. The main theorem in

[VZB] computes the canonical ring of X in the hyperbolic case.

Theorem 5.1.1 ([VZB, Cor. 1.4.2]). Let X be a hyperbolic tame stacky curve over a

perfect field kwith stacky points x1, . . . , xn having cyclic stabilizers of orders e1, . . . , en,
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respectively. Then the canonical ring

R(X) =

∞⊕
r=0

H0(X,ΩrX)

is a k-algebra generated in degree at most e = max{1, e1, . . . , en} with relations in

degree at most 2e.

This gives formulas (in some cases new formulas) for rings of modular

forms, since these can be interpreted as canonical rings of suitable stacky curves

corresponding to modular curves like X0(N). We do not at present have such

a concise result for canonical rings of wild stacky curves. However, in the next

few sections, we outline plans to approach this problem in the future.

5.1.2 The Wild Case

In this section, we will show how the Artin–Schreier root stack construc-

tion can be used to study canonical rings. First, we give a generalization of

the Riemann–Hurwitz formula (Proposition 4.1.18) for stacky curves with arbi-

trary (finite) stabilizers. The upshot is that we can then compute the canonical

divisor from knowledge of the canonical divisor on the coarse space and the

ramification filtrations at the stacky points of X.

Let X be a stacky curve with coarse moduli space X and suppose x ∈ X(k)

is a wild stacky point, i.e. a stacky point with stabilizer Gx such that p divides

|Gx|. Then by Proposition 3.5.49, X is locally given by a quotient stack of the

form [U/Gx] where U is a scheme. Consider the composite U → [U/Gx]
π−→ X
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where π : X→ X is the coarse map. Let W denote the schematic image of U in

X, so that U → W is a one-point cover of curves with Galois group Gx. Then

Gx has a higher ramification filtration (for the lower numbering), say (Gx,i)i>0.

It is easy to check this filtration does not depend on the choice of U, so we

call (Gx,i)i>0 the higher ramification filtration at the stacky point x (for the lower

numbering). In the tame case, it is common to put Gx,0 = Gx and Gx,i = 1 for

i > 0, so the Riemann–Hurwitz formula in the tame case is subsumed by the

following formula.

Proposition 5.1.2 (Stacky Riemann–Hurwitz). For a stacky curve X with coarse

moduli space π : X→ X, the formula

KX = π∗KX +
∑
x∈X(k)

∞∑
i=0

(|Gx,i|− 1)x

defines a canonical divisor KX on X.

Proof. As before, begin by assuming X has a single stacky point P. The tame

case was proven in Proposition 4.1.18 but this proof subsumes it, so in theory

P could have any stabilizer group G = GP. Proposition 3.5.49 says that locally,

X is of the form [U/G] for a scheme U, but since the computation is local, we

may assume X ∼= [U/G]. If f : U → [U/G] is the quotient map, then f∗ΩX/X
∼=

ΩU/X so the stalk of ΩX/X at P has length equal to the different of the local

ring extension ÔX,P/ÔX,π(P). This is precisely
∑∞
i=0(|GP,i|− 1), by [Ser2, Ch. IV,

Prop. 4] for example, so the formula defines a canonical divisor on [U/G]. The

local argument extends to the general case once again because X → X is an
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isomorphism away from the stacky locus.

Example 5.1.3. Consider the Artin–Schreier cover Y → P1 of Example 4.3.10

defined birationally by the Artin–Schreier equation yp − y = f(x), where f is

a degree m polynomial. The resulting quotient stack X = [Y/(Z/pZ)] has a

single stacky point Q lying above ∞. Let (Gi)i>0 be the higher ramification

filtration of the inertia group at Q. Then the coarse space of X is Y/(Z/pZ) =

P1, with coarse map π : X→ P1, and

π∗KP1 +

∞∑
i=0

(|Gi|− 1)Q = −2H+

m∑
i=0

(p− 1)Q = −2H+ (m+ 1)(p− 1)Q

where H is a hyperplane, i.e. a point, in P1 which we take to be distinct from

∞. Thus we can take KX = −2H+ (m+ 1)(p− 1)Q. More generally, if f is a

rational function with poles at x1, . . . , xr of ordersm1, . . . ,mr, respectively, then

KX = −2H+ (m+ 1)(p− 1)Q+

r∑
j=1

(mj + 1)(p− 1)Qj

where Qj is the stacky point lying above xj, Q is again the stacky point above

∞ andm = deg(f).

As in the tame case, we may define the Euler characteristic χ(X) = −deg(KX)

and the genus g(X) via χ(X) = 2 − 2g(X).

Corollary 5.1.4. For a stacky curve X over an algebraically closed field k, with coarse

space X,

g(X) = g(X) +
1
2

∑
x∈X(k)

∞∑
i=0

(
1

[Gx : Gx,i]
−

1
|Gx|

)
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where π : X→ X is the coarse map.

Example 5.1.5. If Y → P1 is the Artin–Schreier cover given by yp − y = f(x)

with f ∈ k[x] of degree (m,p) = 1 and X = [Y/(Z/pZ)], then

g(X) =
(m+ 1)(p− 1)

2p

where m = − ord∞(f). For instance, when m = 1, X = [P1/(Z/pZ)] has

canonical divisor KX = −2H + 2(p − 1)Q and genus g(X) = p−1
p = 1 − 1

p ,

similar to the tame case, where [P1/µr] has genus 1− 1
r . However, ifm > 0, the

genus formula again illustrates that we have infinitely many non-isomorphic

stacky P1’s.

Example 5.1.6. Let chark = 3 and let E → P1 be the Artin–Schreier cover

defined by the equation y2 = x3 − x. In general, the genus of an Artin–Schreier

curve in characteristic p with jump m is (p−1)(m−1)
2 so in this case we have

g(E) = 1. Thus E is an elliptic curve and it is well-known (and easy to check)

that ω = dx
2y is a differential form on E. Since dimH0(E,Ω1

E) = g(E) = 1, ω

is, up to multiplication by an element of k×, the only nonzero, holomorphic

differential form on E.

Meanwhile, the stack X = [E/(Z/3Z)] also has genus g(X) = (3−1)(2+1)
6 = 1,

so we might call it a “stacky elliptic curve”. Notice that the group action of

Z/3Z on E, which is induced by x 7→ x+ 1, leaves ω invariant. Therefore ω

generates the vector space of differential forms on X, which is equivalently the

space of Z/3Z-invariant differential forms on E. However, the coarse space
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here is P1 which has H0(P1,ΩP1) = 0.

In general, if X has coarse space X and admits a presentation by a scheme

f : Y → X, then these three cohomology groups, H0(Y, f∗ΩX),H0(X,ΩX) and

H0(X,ΩX), need not be the same. The genus may even increase along f, al-

though this is already true in the characteristic 0 case.

Example 5.1.7. Let Y → P1 be the Artin–Schreier–Witt cover given by the equa-

tions

yp − y =
1
xm

and zp − z =
y

xm
.

This cover is ramified at the pointQ lying over∞with group G = Z/p2Z and

ramification jumps m and m(p2 + 1) (by Example 1.4.19), so by the Riemann–

Hurwitz formula, the quotient stack X = [Y/G] has canonical divisor

KX = −2H+

m∑
i=0

(p2 − 1)Q+

m(p2+1)∑
i=m+1

(p− 1)Q

= −2H+ ((m+ 1)(p2 − 1) +mp2(p− 1))Q

= −2H+ (mp3 + p2 −m− 1)Q

Therefore the genus of X is

g(X) =
mp3 + p2 −m− 1

2p2 .

Once we have our hands on the canonical divisor, the next step in try-

ing to compute the canonical ring of a stacky curve is to apply a suitable

236



version of Riemann–Roch to KX and count dimensions. When X is a tame

stacky curve, we do this as follows. For a divisor D on X, Lemma 4.1.14 im-

plies that H0(X,OX(D)) ∼= H0(X,OX(bDc) where bDc denotes the floor divi-

sor. Then at any tame stacky point x, the stabilizer group Gx is cyclic and by

the tame Riemann–Hurwitz formula (Proposition 4.1.18), the coefficient of the

canonical divisor at x is |Gx|−1
|Gx|

. As a consequence, for any divisor D on X,

bKX −Dc = KX − bDc. This yields the following version of Riemann–Roch for

X:

h0(X,D) − h0(X,KX −D) = h0(X, bDc) − h0(X, bKX −Dc)

= h0(X, bDc) − h0(X,KX − bDc)

= deg(bDc) − g(X) + 1.

(This appears as Corollary 1.189 in [Beh], for example.)

Example 5.1.8. Let a and b be relatively prime integers that are not divisible

by char k and consider the weighted projective line X = P(a,b). Then X is a

stacky P1 with two stacky points P and Q having cyclic stabilizers Z/aZ and

Z/bZ, respectively. Thus bKXc = KP1 = −2H so h0(X, rKX) = 0 for all r > 1. In

this case the canonical ring is trivial: R(X) = H0(X,OX) ∼= k. This agrees with

Example 5.6.9 in [VZB]: P(a,b) is hyperbolic, i.e. degKX < 0, so R(X) ∼= k.

Example 5.1.9. Assume chark 6= 2. Let X be a stacky curve with a single stacky

pointQ of order 2 and with coarse spaceX of genus 1. ThenKX = 0 soKX = 1
2Q.
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Thus by Riemann–Roch, for any n > 1 we have

h0(X,nKX) =


1, n = 0, 1⌊
n
2

⌋
, n > 2.

Example 5.7.1 in [VZB] gives an explicit description of R(X) in terms of gener-

ators and relations, but for now, the dimension count is the essential informa-

tion.

The subtle point above is that for a divisor D on a stacky curve X with

coarse space X, bKX −Dc = KX − bDc need only hold when X is tame. We

have seen that this is not the case in the wild case. For example the stack

X = [Y/(Z/pZ)] from Example 5.1.3 has canonical divisor KX = −2H+ (m+

1)(p− 1)Q, so bKXc 6= KP1 = −2H for most choices ofm. However, we can still

apply Riemann–Roch to obtain new information in the wild case.

Example 5.1.10. Already for a wild P1 in characteristic pwe have new behavior

compared to the tame case (see Example 5.1.8). Let X be the quotient stack

[Y/(Z/pZ)] given by Artin–Schreier equation yp−y = xm, as in Example 5.1.3.

We computed KX = −2H+ (m+ 1)(p− 1)Q, whereQ is the single stacky point

over∞ of order p. Then by Lemma 4.1.14 and Riemann–Roch,

h0(X,nKX) = h
0(P1, bnKXc) = deg(bnKXc) + 1 + h0(P1,KP1 − bnKXc).
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For n = 1, this is already a new formula:

bKXc = −2H+

(
m−

⌊
m

p

⌋)∞.

Therefore deg(bKXc) = m−
⌊
m
p

⌋
− 2. This also shows that KP1 − bKXc is non-

effective whenm > 2, so we get

h0(X,KX) = max
{
m−

⌊
m

p

⌋
− 1, 1

}
.

More generally, since
⌊
k(p−1)
p

⌋
= k−

⌊
k
p

⌋
− 1, we can compute

bnKXc = −2nH+

(
n(m+ 1) −

⌊
n(m+ 1)

p

⌋
− 1
)∞.

So deg(bnKXc) = n(m− 1) −
⌊
n(m+1)

p

⌋
− 1 and again, when m > 2, KX − bKXc

is non-effective. By Riemann–Roch,

h0(X,nKX) = max
{
n(m− 1) −

⌊
n(m+ 1)

p

⌋
, 1
}

.

Example 5.1.11. Let X = [Y/(Z/p2Z)] be the Artin–Schreier–Witt quotient from

Example 5.1.7. For the cases whenm < p2, we have

bKXc = −2H+

⌊
mp3 + p2 −m− 1

p2

⌋∞ = −2H+mp∞
so by Riemann–Roch, h0(X,KX) = mp. There’s not such a clean formula for
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the global sections of nKX, but one still has

h0(X,nKX) = −2n+
⌊
n(mp3 + p2 −m− 1)

p2

⌋
+1 = n(mp−1)+

⌊
−n(m+ 1)

p2

⌋
.

When m > p2, the formulas are even more complicated, reflecting the impor-

tance of the ramification jumps in the geometry of these wild stacky curves.

5.2 Modular Forms

Modular forms are ubiquitous objects in modern mathematics, appearing in

a startling number of places, such as: the study of the Riemann zeta function

and more general L-functions; the proof of the Modularity Theorem and re-

lated results by Wiles, Taylor, et al.; the representation theory of finite groups;

sphere packing problems; and quantum gravity in theoretical physics. They

are a critical tool in the Langlands Program and in the study of the Birch

and Swinnerton-Dyer Conjecture. For an overview of the modern theory, see

[BvdGHZ], and for a longer survey, see [Ono]. A useful feature of modular

forms is that they fall into finite dimensional vector spaces and therefore pos-

sess linear relations among their coefficients that encode a wealth of number

theoretic data.

In the next few sections, we will recall the classical definition of modu-

lar forms, define modular forms geometrically (following [Kat]) and suggest a

program for proving dimension formulas for spaces of modular forms coming
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from geometry. Theoretically, this can be done using the stacky version of the

modular curves X(N),X0(N),X1(N), etc., but will be saved for future work.

5.2.1 Background

Let h = {z ∈ C : im(z) > 0} be the complex upper half-plane and define the

completed upper half-plane h∗ = h∪ {∞}∪Q, where∞ is considered as the point

“i∞” and Q is viewed as a subset of the real axis in C. Classically, the modular

group Γ = Γ(1) = SL2(Z) acts on h by fractional linear transformations:

a b

c d

 z = az+ b

cz+ d
.

The quotient space Y = Y(1) = h/Γ , our first example of a(n affine) modular

curve, is isomorphic to C = P1
C r {∞}, the once-punctured Riemann sphere.

Its compactification X = X(1) = Y(1) can also be described as a quotient: x =

h∗/PSL2(Z), where PSL2(Z) acts on {∞}∪Q by

a b

c d

 p
q
=
ap+ bq

cp+ dq
and

a b

c d

∞ =
a

c
.

The modular curve X is a proper Riemann surface isomorphic to P1
C. Recall

that a (weakly) modular function of weight 2k is a holomorphic function f : h→ C
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such that for all g =

a b

c d

 ∈ Γ ,

f(z) = (cz+ d)−2kf(gz).

Let q = e2πiz. If the q-expansion f(q) =
∑∞
n=−∞ anqn of a modular function f

is holomorphic at ∞, i.e. an = 0 for all n < 0, then f is a modular form of the

same weight. Cusp forms are those modular forms whose q-expansions have

no constant term, i.e. a0 = 0. For each k ∈ Z, let Mk (resp. Sk) denote the

C-vector space of modular forms of weight 2k (resp. cusp forms of weight 2k).

For a modular form f ∈ Mk, we define a (holomorphic) differential k-form on

h by

ωf := f(z)dz
k ∈ Ωkh/C(h) = H

0(h,Ωkh/C).

Then for every g =

a b

c d

we have

g∗ωf = f(gz)d(gz)
k = (cz+ d)2kf(z)

(
d

dz

(
az+ b

cz+ d

))k
dzk

= (cz+ d)2k
(
a(cz+ d) − c(az+ b)

(cz+ d)2

)k
f(z)dzk

= (ad− bc)kωf = ωf

since g ∈ Γ = SL2(Z). Hence ωf is Γ -invariant so it descends to a differential

k-form on Y, which we will still write asωf ∈ H0(Y,ΩkY/C
). This computation is
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also compatible with the quotient structure X = h∗/PSL2(Z), so we can identify

modular forms f ∈ Mk with certain sections ωf ∈ H0(X,ΩkX/C
) – the question

is, which sections?

Letϕ : h∗ → X be the quotient map and fix points P ∈ h∗ andQ = ϕ(P) ∈ X.

It is a standard fact that ϕ is a finite branched cover of X with branch locus

{i, ρ,∞}, where ρ = e2πi/3.

Lemma 5.2.1. If f : h→ C is a modular form of weight 2k, then the order of vanishing

ofωf at a point Q ∈ X is given by

ordQ(ωf) =



1
2(ordi(f) − k), P = i

1
3(ordρ(f) − 2k), P = ρ

ord∞(f) − k, P =∞
ordP(f), P 6∈ {i, ρ,∞}.

Proof. First assume P = i and z is a local parameter at i. Thenϕ is locally given

by z 7→ z2 so

ϕ∗ωf = ϕ
∗(f(z)dzk) = f(z2)d(z2)k

= f(z2)(2z dz)k = 2f(z2)zk dzk.

Thus ordi(f) = 2 ordQ(ωf) + k. Similarly, if P = ρ and z is a local parameter at
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ρ, then ϕ is locally of the form z 7→ z3 and the computation becomes:

ϕ∗ωf = f(z
3)(3z2 dz)k = 3f(z3)z2k dzk.

So ordρ(f) = 3 ordQ(ωf) + 2k. When P =∞, a local parameter is q = e2πiz and

ϕ sends z 7→ q, so ifωf = qn dqk, we get

ϕ∗ωf = ϕ
∗(qn d(e2πiz)k) = qn(2πie2πiz dz)k = (2πi)kqn+k dzk.

Thus ord∞(f) = n + k = ordQ(ωf) + k. Finally, ϕ is an isomorphism away

from the branch locus {i, ρ,∞}, so the order of vanishing remains constant at

any point outside the branch locus.

Remark 5.2.2. In general, if a differential form ω = f(z)dzk is pulled back

(locally) along z 7→ zn, then the orders of vanishing of ω and f are related by

the equation

ordP(f) = n ordQ(ω) + k(n− 1).

This follows directly from the Riemann–Hurwitz formula for the branched

cover h∗ → X and adapts easily to the modular curve X(Γ) when Γ 6 SL2(Z) is

any congruence subgroup. To handle cusps like ∞, one must be careful with

the choice of coordinate q about the cusp, but this can be done. Later, we will

use this approach together with the wild versions of Riemann–Hurwitz and

Riemann–Roch to compute dimensions of spaces of modular forms in charac-

teristic p.
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Corollary 5.2.3. For any modular form f : h→ C of weight 2k,

1
2

ordi(f) +
1
3

ordρ(f) + ord∞(f) + ∑
z∈Dr{i,ρ}

ordz(f) =
k

6

where D =
{
z ∈ h : |z| > 1, |Re(z)| 6 1

2

}
is the standard fundamental domain for the

action of Γ on h.

Proof. Since ωf = f(z)dz is a nonzero holomorphic differential 1-form on X,

the Riemann–Hurwitz formula implies deg(ωf) = k(2g(X) − 2) = −2k. On the

other hand, Lemma 5.2.1 gives us

deg(ωf) =
∑
Q∈X

ordQ(ωf) = ordi(ωf) + ordρ(ωf) + ord∞(ωf) + ∑
Q 6∈{i,ρ,∞}

ordQ(ωf)

=
1
2
(ordi(f) − k) +

1
3
(ordρ(f) − 2k) + (ord∞(f) − k) + ∑

P 6∈{i,ρ,∞}

ordP(f)

= −
13k

6
+

1
2

ordi(f) +
1
3

ordρ(f) + ord∞(f) + ∑
z∈Dr{i,ρ}

ordz(f).

Combining these gives the right formula.

This allows us to identify the image of the map Mk → H0(X,ΩkX/C
).

Corollary 5.2.4. For each k ∈ Z,

Mk =

{
ω ∈ H0(X,ΩkX/C)

∣∣∣∣ordi(ω) > −
k

2
, ordρ(ω) > −

2k
3

, ord∞(ω) > −k

}
.

Remark 5.2.5. Consider the Q-divisor D = 1
2i +

2
3ρ +∞ on X. Then Corol-

lary 5.2.4 shows we can interpret Mk as the space of global sectionsH0(X,ΩkX/C
(bkDc)).
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Further, Proposition 4.1.6 suggests we may instead viewD as a true divisor on

some stack X whose coarse space is X. Indeed, taking X to be a stacky X = P1
C

with stacky points at i and ρ of orders 2 and 3, respectively, we then obtain a

stacky interpretation of the formula in Corollary 5.2.4 by way of Lemma 4.1.14.

Corollary 5.2.6. Let k ∈ Z and let ∆ ∈ S6 be the cusp form ∆ = (60G2)
3 −

27(140G3)
2, where Gk denotes the kth Eisenstein series. Then

(a) For k < 0 and k = 1, Mk = 0.

(b) ∆ 6= 0.

(c) Multiplication by ∆ gives an isomorphism Mk → Sk+6 for all k ∈ Z.

(d) For k = 0, 2, 3, 4, 5, dimkMk = 1. Explicitly, M0 = C[1] and for k = 2, 3, 4, 5,

Mk = C[Gk].

(e) For any k > 0,

dimMk =



⌊
k

6

⌋
, k ≡ 1 (mod 6)

⌊
k

6

⌋
+ 1, k 6≡ 1 (mod 6).

Proof. (a) Every f ∈ Mk is holomorphic, so for k < 0 there is no way for the

order formula in Corollary 5.2.3 to be satisfied unless f ≡ 0. Likewise, when

k = 1 the right-hand side of the formula is 1
6 and there are no positive integers

a,b, c,d satisfying a+ 1
2b+

1
3c+ d = 1

6 . Hence M1 = 0.

246



(b) Since G2 ∈ M2, the formula in Corollary 5.2.3 has 1
3 on the right, so

ordi(G2) = 0, ordρ(G2) = 1 and hence G2(i) 6= 0 and G2(ρ) = 0. Similarly for

G3 ∈ M3, we have ordi(G3) = 1, ordρ(G3) = 0 and therefore G3(i) = 0 and

G3(ρ) 6= 0. Since ∆ is a linear combination of G3
2 and G2

3, this shows that ∆(i)

and ∆(ρ) are both nonzero. In particular, ∆ is nontrivial.

(c) The order formula also shows that ∆ has a simple zero at∞. If f ∈ Sk+6

is a cusp form, then f(∞) = 0 so f
∆ is holomorphic and hence f

∆ ∈ Mk. As

∆ 6= 0, this clearly establishes the isomorphism Mk → Sk+6,g 7→ g∆.

(d) In general, if k− 6 < 0 then by (a), Mk−6 = 0. By (c), this implies Sk = 0,

so there are no cusp forms in Mk. In other words, the map Mk → C sending

f 7→ f(∞) is injective, so it follows that for k < 6, dimMk 6 1. Since Eisenstein

series exist and are nontrivial for k = 2, 3, 4, 5, we therefore have dimMk = 1

for each of these k and Mk = C[Gk].

(e) This obviously holds for k < 6 by (a) and (d), but then (c) implies it for

all k by induction, since Mk
∼= Sk ⊕C.

In the next section we will give a more geometric proof of (e) that adapts

well to other settings.

5.2.2 Geometric Modular Forms

To describe modular forms geometrically, let R be the set of lattices in C.

Each Λ ∈ R can be written Λ = [ω1,ω2] := Zω1 ⊕Zω2 for two linearly in-

dependent ω1,ω2 ∈ C. Note that C× acts on R by scaling. Each Λ ∈ R also
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determines an elliptic curve EΛ := C/Λ. We will write Eω1,ω2 = C/[ω1,ω2] and

for a complex number τ ∈ h, Eτ = Eτ,1. Let Ell be the set of isomorphism classes

of complex elliptic curves.

Proposition 5.2.7. There is a bijective correspondence

R/C× ←→ Ell

[Λ] 7−→ [EΛ].

Proof. Standard (cf. [DS, Prop. 1.4.1]).

Fix an elliptic curve E. A lattice Λ ⊂ C such that EΛ ∼= E is called a lattice of

periods for E. Explicitly, such a lattice is given by

Λ =

{∫
γ
ω : γ ∈ H1(E; Z)

}

where ω ∈ H1
dR(E) is a nonzero differential 1-form on E, called an invariant

differential. On the other hand, we have:

Proposition 5.2.8. There is an analytic isomorphism

R/C×
∼−→ Y(1) = h/Γ .
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Proof. The bijection is given by

R/C× ←→ h/Γ

[ω1,ω2] 7−→
ω1

ω2
+ Γ

[τ, 1] 7−→τ+ Γ .

It is routine to check that both maps are analytic.

Corollary 5.2.9. The modular curve Y(1) is a moduli space for isomorphism classes of

complex elliptic curves.

Further, we can identify modular forms of weight 2k with certain lattice

functions as follows. For a function F : R→ C, we say F is modular of weight 2k

if for all Λ ∈ R and α ∈ C×, we have

F(αΛ) = α−2kF(Λ).

Any modular lattice function F : R → C determines a (weakly) modular func-

tion f : h → C of the same weight given by f(z) = F([z, 1]). Conversely, given

a (weakly) modular function f, the formula F([ω1,ω2]) = ω2k
2 f
(
ω1
ω2

)
defines a

modular lattice function F. Under this correspondence, modular forms corre-

spond to modular lattice functions with the appropriate condition at∞.

Next, observe that the set of lattices R is a Gm-bundle on R/C×. Proposi-

tions 5.2.7 and 5.2.8 suggest that we should be able to construct an analogous

bundle E → Ell performing a similar role. This would allow us to interpret
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modular forms as functions on E just as we did for R. First, define

E = {(E,ω) | E ∈ Ell,ω ∈ H0(E,Ω1
E/C),ω 6= 0}/ ∼

where ∼ denotes the following equivalence: (E,ω) ∼ (E ′,ω ′) if there exists

an isomorphism of elliptic curves ϕ : E → E ′ such that ϕ∗ω ′ = ω. Since

H0(E,Ω1
E/C

) has dimension g(E) = 1 for any elliptic curve E/C, such a ω is

unique up to scaling, so the forgetful functor E → Ell, [E,ω] 7→ [E] is a Gm-

bundle. Moreover, there is a map R→ E which sends [Λ] to [EΛ,dz].

Lemma 5.2.10. The diagram

R E

R/C× Ell
∼

commutes and preserves the Gm-bundle structures on R and E.

We say a function G : E → C is modular of weight 2k if for all [E,ω] ∈ E and

α ∈ C×,

G([E,αω]) = α−2kG([E,ω]).

Such a G determines a (weakly) modular function g : h → C by setting g(τ) =

G([Eτ,dz]) and conversely. We know from classical modular form theory that

the holomorphicity conditions defining a holomorphic form on h can be phrased

in terms of holomorphic differential forms on the compactified modular curve
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X(1). To translate such conditions to the bundle E → Ell, we introduce the

following construction.

For each τ ∈ h, set q(τ) = e2πiτ. Then Eτ = C/[τ, 1] is isomorphic to

C×/〈q(τ)〉 via the analytic map z 7→ q(z) = e2πiz. The elliptic curve C×/〈q(τ)〉

is called the Tate curve, written TateC(q(τ)) or just TateC(q). Explicitly, TateC(q)

is an elliptic curve over Z((q)) given by the affine equation

y2 + xy = x3 +A(q)x+B(q)

where A(q) = −5
∞∑
n=1

σ3(n)q
n =

1 − E4(q)

48

and B(q) = −
1

12

∞∑
n=1

(5σ3(n) + 7σ5(n))q
n =

1
12

(
1 − E4(q)

48
+

1 − E6(q)

72

)
.

This allows us to define the Tate curve over an arbitrary ring.

Definition 5.2.11. The Tate curve over a ring R is the base change

TateR(q) := TateC(q)×Z R (= TateC(q)×Spec Z SpecR)

which is an elliptic curve over R⊗Z Z((q)).

The following geometric version of modular forms is due to Katz [Kat]. Let

R be a ring and p : E → SpecR an elliptic curve, i.e. a morphism of schemes

admitting a section O : SpecR→ E such that each geometric fibre is an elliptic

curve with basepoint given by O. The sheaf ωE/R := p∗Ω
1
E/R is called the Katz

canonical sheaf of E.
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Definition 5.2.12. A geometric modular function of weight 2k over a base ring

R is an assignment F of a section F(E/A) ∈ ωkE/A for every R-algebra A and every

elliptic curve E→ SpecA which satisfies:

(1) F(E/A) is constant on the isomorphism class of E/A.

(2) If ϕ : A→ B is a morphism of R-algebras and E is an elliptic curve over A with

base change E ′ = E×SpecA SpecB, then F(E ′/B) = ϕ(F(E/A)).

Proposition 5.2.13. The data of a geometric modular function of weight 2k over R

is equivalent to the assignment of an element f(E/A,ω) ∈ A to every R-algebra A,

elliptic curve E→ SpecA and nonzero elementω ∈ H0(E,Ω1
E/A) such that:

(1) f(E/A,ω) is constant on the isomorphism class of E/A.

(2) For all α ∈ A×, f(E/A,αω) = α−2kf(E/A,ω).

(3) If ϕ : A → B is a morphism of R-algebras and E/A is an elliptic curve with

base change E ′ = E×SpecA SpecB and compatible sections ω ∈ H0(E,Ω1
E/A)

andω ′ ∈ H0(E ′,Ω1
E ′/B), then f(E ′/B,ω ′) = ϕ(f(E/A,ω)).

Proof. For any such f, define F(E/A) = ω2kf(E/A,ω) for any nonzero ω ∈

H0(E,Ω1
E/A). By (2), F(E/A) is well-defined and axioms (1) and (2) are easy

to verify from the other conditions on f. Conversely, for a geometric modular

form F, define f(E/A,ω) = ω−2kF(E/A).

The Tate curve allows us to define q-expansions geometrically.

Definition 5.2.14. The q-expansion of a geometric modular function F over R

is the section F(TateR(q)/R⊗Z Z((q))) inωTateR(q)/R⊗ZZ((q)).
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Remark 5.2.15. If f(E/A,ω) = ω−2kF(E/A) as in Proposition 5.2.13, then the q-

expansion of F can be thought of as an element f(TateR(q)/R⊗Z Z((q)),ωcan) ∈

R⊗Z Z((q)), whereωcan = dx
x+2y is the canonical differential form on TateR(q).

Definition 5.2.16. A geometric modular form of weight 2k over R is a geometric

modular function F of weight 2k whose q-expansion f(TateR(q)/R⊗Z Z((q)),ωcan)

lies in R⊗Z Z[[q]]. Further, we say F is a geometric cusp form if its q-expansion

lies in R⊗Z qZ[[q]].

Example 5.2.17. When R = C[j], the curve Y(1) = Spec C[j] is the affine j-line

parametrizing complex elliptic curves. Any geometric modular form F over

C[j] determines a classical modular form f : h → C of the same weight by

setting

f(τ) = F(Eτ/C[j]).

Suppose there were an elliptic curve E over Y(1) which is a fine moduli space

for isomorphism classes of complex elliptic curves. (It turns out that such a

curve does exist for Y(N) with level structure N > 2, but not for N = 1, 2.) Set

ω = ωE/Y(1). Then a modular function of weight 2kwould be the same thing as

a global section ofω⊗k on Y(1) and ifω can be extended to X(1) = Y(1), then a

modular form of weight 2k would just be a global section of ω⊗k on X(1). The

fact that no such E exists over Y(1) should not deter us – in fact, the formula

Mk =

{
ω ∈ H0(X,ΩkX/C)

∣∣∣∣ordi(ω) > −
k

2
, ordρ(ω) > −

2k
3

, ord∞(ω) > −k

}

from Corollary 5.2.4 strongly suggests we should be able to interpret Mk as
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global sections over something...

This leads us to the orbifold interpretation of classical modular forms. After

developing this, we will unite the geometric approaches and begin to tackle

modular forms in characteristic p. Let Y = Y(1) = [h/Γ ] be the modular orbifold

curve of level Γ = SL2(Z), which is a stacky curve over C. For each k ∈ Z, there

is a line bundle Lk → Y whose total space is the quotient stack Lk = [(h×C)/Γ ],

where Γ acts on h×C by

a b

c d

 (τ, z) =
(
aτ+ b

cτ+ d
, (cτ+ d)2kz

)
.

Lemma 5.2.18. For all k ∈ Z, the vector space of classical (weakly) modular functions

on h of weight 2k is isomorphic to H0(Y,Lk).

Proof. Every (weakly) modular function f of weight 2k defines a section of the

projection h × C → h given by τ 7→ (τ, f(τ)). By construction, this section

commutes with the Γ -action on both h and h×C, so it descends to a section of

Lk → Y and one can show every section of Lk → Y arises this way.

Further, there is an orbifold compactification X = X(1) = [h∗/PSL2(Z)] of

Y which can be constructed from Y by adding a stacky point at infinity with

stabilizer abstractly isomorphic to Z/2Z. Alternatively, one can construct X

as an orbifold curve by gluing the affine orbifold curves Y and [D2/µ2] along

[h/〈−I, T〉] ∼= [D2 r {0}/µ2], whereD2 is the complex unit disk and 〈−I, T〉 is the

254



subgroup of SL2(Z) generated by

−I =

−1 0

0 −1

 and T =

1 1

0 1

 .

Lemma 5.2.19. There is an extension of Lk to X, which we will also denote by Lk,

whose global holomorphic sections areH0(X,Lk) ∼= Mk, the space of modular forms of

weight 2k.

Proof. Take Lk|[D2/µ2]
= O, the trivial line bundle on [D2/µ2], and glue with the

same data used to define X = Y∪ [D2/µ2]. ThenH0([D2/µ2],Lk) = H0([D2/µ2],O) ∼=

C[[q]], so the restriction of any section f ∈ H0(X,Lk) to [D2/µ2] is the q-expansion

of the corresponding modular function f|Y ∈ H0(Y,Lk) and it is a power se-

ries.

Proposition 5.2.20. There is an isomorphism of stacks X ∼= P(4, 6), where P(4, 6)

is the weighted projective line considered as a 1-dimensional stack with generic µ2

stabilizer, under which Lk is identified with O(k).

Proof. This is outlined in [Beh, 1.154].

Corollary 5.2.21. For each k ∈ Z, dimH0(X,Lk) = #{(a,b) ∈N2
0 | 4a+ 6b = k}.

Proof. This follows from the standard fact that for any weightsm,n ∈N,

H0(P(m,n),O(k)) ∼=
⊕

(a,b)∈N2
0

ma+nb=k

Cxayb
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which can be obtained from the computation of H•(P1,O(k)) (cf. [Hart, Ch. III,

Sec. 5]) after a grading shift.

Notice that this confirms the dimension formula in Corollary 5.2.6(e). More

importantly, it suggests a method for counting dimensions of spaces of modu-

lar forms in much greater generality.

5.2.3 Modular Forms in Characteristic p

In his article [Ser1], Serre began investigating modular forms over differ-

ent fields than C (or Q) by defining p-adic modular forms to be formal p-adic

power series whose coefficients are p-adic limits of classical modular forms.

This approach made sense given the number of arithmetic congruences that

had been discovered among the coefficients of classical modular forms. How-

ever, the spaces of such p-adic modular forms were not as well-behaved as the

classical ones (e.g. the weights of the classical modular forms defining a p-adic

modular form coefficient-wise were not always the same).

As we have seen, modular forms can also be defined geometrically, that

is, as global sections of certain line bundles over the moduli spaces represent-

ing moduli problems of elliptic curves. Taken literally, this viewpoint leads

to the definition of geometric modular forms in Section 5.2.2 and this was in-

deed how Katz approached the problem in [Kat]. Over the base ring R = Qp,

Katz’s definition gives a competing notion of p-adic modular form. Further-

more, either notion of p-adic modular can be reduced modulo p to yield mod-
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ular forms mod p: Serre’s p-adic modular forms with Zp-coefficients may be

reduced coefficient-wise, while Katz’s geometric modular forms may be con-

structed directly over Fp. The question is: how do these compare?

Theorem 5.2.22. For all weights k > 2, levelsN > 1 and primes p 6= 2, 3 with p - N,

there are isomorphisms

Mk(Γ1(N); Fp) ∼= Mk(Γ1(N); Qp)Serre ⊗Qp
Fp.

Proof. This follows from [Edi, Lem. 1.9].

That is, in most cases Serre’s and Katz’s modular forms mod p agree (and

cusp forms also agree in these cases). However, there is a modular form A ∈

Mp−1(Γ(1); Fp) for p = 2, 3 called the Hasse invariant which is not the reduction

of any p-adic modular form.

Question 1. Can one compute the space Mk(N;K) of geometric modular forms of

weight k and level N over an algebraically closed field K of characteristic p > 0? In

particular, can this be done when the corresponding stacky modular curve has wild

ramification?

For example, in [Kat], Katz observes that ifA is the Hasse invariant and∆ is

the modular discriminant, thenA∆ is a cusp form of weight 13 over F2 (resp. of

weight 14 over F3) but this cannot be the reduction mod 2 (resp. mod 3) of a

modular form over Z (or Zp). More generally, we expect the stacky structures

of XK(N),XK,0(N) and XK,1(N) to play a role in the determination of Mk(N;K).
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When charK = p > 0, the covers of curves

XK(N)→ XK,1(N)→ XK,0(N)→ XK(1) = P1
K

may have points with wild ramification. In fact, one such example is pointed

out in [VZB, Rmk. 5.3.11], which in turn cites an article [BCG] that describes

the ramification of the full cover XFp
(`) → XFp

(1) = P1
Fp

for primes ` 6= p.

These covers can have nonabelian inertia groups – something that only hap-

pens in finite characteristic – and they can then be decomposed and studied

more carefully in the tower XFp
(`) → XFp,1(`) → XFp,0(`) → P1

Fp
. The author

plans to explore this problem more in the future.
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