
Neutron and X-Ray Scattering Studies of

Metal Halide Perovskites

Haritha Sindhu Rajeev
Kozhikode, Kerala, India

Master of Science in Physics,

Indian Institute of Science Education and Research, Pune, India,

May 2019

A Dissertation presented to the Graduate Faculty of the

University of Virginia in Candidacy for the Degree of

Doctor of Philosophy

Department of Physics

University of Virginia

November, 2024

Committee Members:
Prof. Seung-Hun Lee
Prof. Joe Poon
Prof. Gia-Wei Chern
Prof. Prasanna Balachandran



2

Copyright © 2024 by Haritha Sindhu Rajeev



i

Abstract

Metal Halide perovskites (MHPs) have emerged as promising materials for photo-

voltaic and light-emitting device applications. The highly dynamic nature of these

systems can be beneficial to their device performance depending on the type of ma-

terials present, the temperature, pressure, and doping. This thesis discusses a combi-

nation of studies on various crystal types (powders and single crystals) under varying

external conditions like temperature and doping. We used neutron and X-ray scat-

tering as a major tool to understand the interplay of various structural dynamics and

their potential impact on optoelectronic properties.

Within the MHPs, two-dimensional Hybrid Organic-Inorganic Perovskites (HOIPs)

are known for their enhanced stability compared to their three-dimensional counter-

parts. Using time-of-flight neutron spectroscopy, we identified and quantitatively

separated the vibrational and rotational dynamics of two 2D HOIPs, butylammo-

nium lead iodide (BA)2PbI4 and phenethyl-ammonium lead iodide (PEA)2PbI4. By

examining the corresponding temperature dependence, we found that the lattice vi-

brations, as evidenced by neutron spectra, are consistent with the lattice dynamics

obtained from Raman scattering. We revealed that the rotational dynamics of organic

molecules in these materials tend to suppress their photoluminescence quantum yield

(PLQY). In contrast, the vibrational dynamics did not show predominant correlations

with the same. Additionally, we observed photoluminescence emission peak splitting

for both systems, which becomes prominent above certain critical temperatures where

the suppression of PLQY begins. This study suggests that the rotational motions of

polarized molecules may reduce the exciton binding energy or break the degeneracy in

exciton binding energy levels, thus enhancing the non-radiative recombination rates

and reducing photoluminescence yield.

Beyond structural dynamics, doping in MHPs has been known to significantly

effect their light-emitting efficiency and thus their applications in scintillator mate-

rials for radiation detection. Using small angle neutron scattering on six different

PbS Quantum Dot (QD) loaded (0%, 0.01%, 0.05%, 0.1%, 0.5% 1%, 2%) CsPbBr3

perovskite we were able to quantify the distribution of QDs in the perovskite ma-
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trix. Based on radioluminescence (RL) measurements, we correlated how varying QD

spatial distribution can affect their luminescent properties. The distance between

QDs decreased and the RL intensity increased with increasing QD loading to 0.5%,

beyond which the QD separation did not show a significant change, and the RL inten-

sity decreased. We suggest the possibility of an inhomogeneous distribution of QDs

with closer QDs in some areas and farther apart in others at higher QD loadings,

resulting in an increased emitted photon reabsorption and reduced luminescence. We

could exploit the sensitivity of luminescence properties in these materials to the spa-

tial distribution of dopants to optimize scintillator performance tailored to specific

applications.

Structural dynamics in MHPs could result in local disorders while cooling and

warming. Using X-ray diffuse scattering and inelastic neutron scattering on single

crystals of MAPbBr3, we studied how lattice dynamics vary along different crys-

tal directions. We identified overdamping of transverse acoustic phonons along the

specific Brillouin zone directions, M-R (cubic phase) and X-M (tetragonal and cubic

phases), as the system transitioned through its three structural phases upon warming.

This overdamping can lead to local disorders, possibly enhancing halide ion diffusion

and phonon scattering, thus reducing the charge carrier lifetime and stability. We em-

phasize that while these phonons are primarily dominated by atomic motions from

the inorganic PbBr3 layer, molecular rotation and organic cation diffusion appear to

indirectly affect their behavior and visualization in experiments.

Overall, our studies offer a deeper understanding of the fundamental interactions

in MHPs and could guide the design of more efficient light-emitting and photovoltaic

materials for advanced technological applications. We emphasize the need for a more

comprehensive analysis on the interplay of rotational and lattice dynamics, organic

cation and halide anion diffusions, and its possible impacts on the efficiency of HOIPs

in functional devices.
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Chapter 1

Introduction - Metal Halide

Perovskites

Metal halide perovskites (MHPs) have attracted substantial research interest due to

their wide range of applications, including next-generation solar cells [1–6], light-

emitting diodes [7–9], lasers [10, 11], and photodetectors [12, 13]. These materials

are celebrated for their extended carrier lifetimes, long carrier diffusion lengths, and

remarkable resistance to defects. However, challenges such as the toxicity of heavy

metals and low stability under ambient conditions still remain [14, 15]. Neverthless,

the high tunability of MHPs enables the synthesis and customization of new perovskite

variants for a variety of functional device applications.

In this chapter, we will explore the potential of MHPs in optoelectronic applica-

tions, investigate their crystal structure, and examine their structural dynamics. We

will highlight how these factors influence the performance of MHPs in optoelectronic

devices.

1.1 Photovoltaic Devices

Photovoltaic (PV) devices are an essential component in the present-day world, where

steps are being taken to transition from nonrenewable to renewable energy sources.

Semiconductor materials used for PV applications have a band gap suitable for the

efficient absorption of sunlight which photoexcites electrons, creating free charge car-

riers and generating electric current [16]. Compared to other power-generating sources

such as fossil fuels, nuclear energy, and hydroelectric power, PV devices have their own

disadvantages [17, 18]. The performance of PV devices can be significantly affected

by weather conditions and they generally require a higher amount of raw materials
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for sufficient power generation. However, PV devices offer significant advantages over

the harmful impacts of dams on aquatic resources, the geographical limitations of

suitable sites for large-scale hydroelectric projects, carbon emissions from fossil fuels,

the long-term disposal of nuclear waste, and the limited supply of nuclear fuels. Thus

significant efforts to improve PV devices are ongoing because they offer a cleaner,

more sustainable, and increasingly cost-effective solution for energy generation.

Silicon (Si) based semiconductors are conventionally used in PV devices [19]. One

major drawback with Si is that it is scarce in its pure form. Hence extracting Si

from their raw materials like sand and Quartzite, is highly energy intensive leading

to increased production costs and carbon emissions. Additionally, obtaining high-

quality Si is cruicial as even minor defects can significantly effect the optoelectronic

performance in Si-based semiconductors. This is where Metal Halide Perovskites

(MHPs) become a promising material for PV device applications. MHPs exhibit high

defect tolerance and can function efficiently even with minor defects [20–22]. They

also benefit from a straightforward solvent-based synthesis method, which makes

mass production cost-effective and allows for easier tailoring of properties for diverse

applications [23,24].

Figure 1.1 shows the National Renewable Energy Laboratory (NREL) efficiency

chart of various promising optoelectronic device materials [25]. Cell efficiency is de-

fined as the ratio of the electrical power output to the power of incident sunlight.

For conventional Si single crystal PV cells, the highest efficiency reported is approxi-

Crystalline

Figure 1.1: Efficency chart of various PV device materials
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mately 26%. By 2024, perovskite PV cells have achieved cell efficiencies on par with

Si-based semiconductors. Other PV materials, such as cadmium telluride (CdTe) thin

films and quantum dots etc, have also shown promising efficiencies in the market. Re-

cently, tandem PV cells — combining Si and perovskite PV cells — have emerged as

a promising technology, showing efficiencies near 32%. However, challenges remain

for scaling these tandem systems for widespread use. Nevertheless, efforts to improve

the performance of all promising materials are necessary for compensating the draw-

backs of one material with the strengths of another. While some materials may not

be ideal for large-scale utility applications, they can be highly efficient for small-scale

PV applications. Here, our main focus is on MHPs, which are now found to be the

potential candidates for PV cells.

1.2 Light Emitting Devices

Light Emitting Devices (LEDs), as the name suggests emit light on absorbtion of

radiation. LEDs includes devices such as light-emitting diodes, laser diodes, electro-

luminescent devices, and scintillators, each tailored for unique applications. Low-cost

materials for efficient detection of ionizing radiation are highly desirable in fields such

as high-energy physics [26], medical and non-medical X-ray imaging [27], and national

security [28,29].

There are two commonly used methods for radiation detection: direct detectors

and scintillators. Direct detectors convert incoming radiation, such as X-rays, gamma

or electrons, directly into an electrical signal [30–32]. In contrast, scintillators work

by indirectly down-converting high-energy incoming radiation into visible or infrared

light, which can then be detected by standard photodetectors [33, 34]. For direct

detectors, there is a trade-off between charge carrier generation and high-energy pho-

ton stopping power [32]. High stopping power often comes with a disadvantage of

increased radiation damage, which can effect the charge carrier generation and charge

transport properties in detectors. Scintillators mitigate this issue differently: they use

a luminescent mechanism to convert high-energy photons into lower-energy visible or

infrared photons, which are then detected by photodetectors that convert the light

into an electrical signal. By separating the functions of photon absorption and signal

generation into two different materials, scintillators avoid the direct trade-off faced

by direct detectors, but they still rely on the efficiency of both the scintillation and

detection processes for optimal performance.

Conventional scintillator materials such as Cesium Iodide with Thallium Dopant

(CsI:Tl) and Lutetium Iodide with Cerium Dopant (LuI3:Ce
3+) are typically grown



4

as single crystals [35]. This is expensive and difficult to apply in large devices. This

is where the low-cost solvent-based synthesis and easy tunability of MHPs become

advantageous. Research efforts are now focused on developing scintillator materials

based on Lead Halide Perovskites (LHPs), with lead (Pb) being an element with a high

atomic number (Z) [36, 37]. Compared to conventional scintillator materials, LHPs

offer additional benefits such as defect tolerance, long carrier diffusion length, long

charge carrier lifetime, and a tunable, relatively narrow band gap. The performance

of a scintillator material is quantified by its light yield, which is a measure of the

number of emitted photons per unit energy deposited. The light yield of CsI:Tl is

60,000 photons/MeV [33] and LuI3:Ce3+ is 100,000 photons/MeV [38] . Literature

studies report, a light yield >6000 photons/MeV for two dimensional (2D) LHPs

[39] and >100,000 photons/MeV for doped three-dimensional (3D) LHPs [40]. The

difference between 2D and 3D perovskites will be explained in the next section. It

is important to note that, the light yield achieved with doped LHPs is on par with

conventional scintillator materials. However, more studies are needed to address the

challenges associated with scaling these materials and developing less toxic elements

for commercial use.

1.3 Structural Varieties of Metal Halide Perovskites

The perovskite structure is named after the mineral calcium titanate (CaTiO3), which

exhibits a distinctive crystalline structure characterized by corner-shared TiO6 octa-

hedra extending along all three dimensions [41]. This structural feature later became

the defining characteristic of a broader class of materials known as perovskites. A

perovskite structure generally has the chemical formula ABX3. Metal Halide Per-

ovskites (MHPs) are a specific class of perovskites, where A is typically a monovalent

cation (such as cesium, methylammonium, or formamidinium), B is a divalent metal

cation (commonly lead or tin), and X is a halide anion (chlorine, bromine, or io-

dine) [42–44]. The structure of a typical MHP that crystallizes in a cubic structure

is shown in Fig. 1.2 [44]. The compound CsPbBr3 has a Pm-3m space group, with

Cs, the A-site cation, occupying the body center of the cube, Pb, the B-site cation,

at the corners of the cube and center of the octahedra, and bromine (Br), the X-site

anion, at the corners of the octahedra. Typically, the valence band maximum and

conduction band minimum in these materials originate from the inorganic octahedral

layer. As the octahedra extend in all three dimensions, these materials are referred

to as 3D MHPs, due to its conduction along all three dimensions [45–47].

In the previous example of MHP crystal structure, an inorganic atom occupied
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the A-site. When the A-site is occupied by an organic molecule they are classified

as Hybrid Organic-Inorganic Perovskites (HOIPs) [47]. A typical example of an or-

thorhombic 3D HOIP is MAPbBr3 (MA=CH3NH3) (Fig. 1.3) [48]. In this structure,

Pb and Br form the octahedral layer, with Pb occupying the corners of the orthorhom-

bic structure and the center of the octahedra, while Br occupies the corners of the

octahedra. The MA organic molecule occupies the A-site.

Cs

Pb

Br

Figure 1.2: Crystal strcuture of CsPbBr3 (Pm-3m), generated using the software

VESTA [49] based on the crystallographic information file (CIF) obtained from [44]

Pb

Br

N

C

H

Figure 1.3: Crystal strcuture of MAPbBr3 (Pnma), generated using the software

VESTA [49] based on the crystallographic information file (CIF) obtained from [44]

Two-dimensional (2D) layered HOIPs represent another distinct class of MHPs. In

2D HOIPs, the inorganic framework that extends in three dimensions in 3D HOIPs is

confined to two-dimensional planes, which are separated by layers of organic molecules

[50–52]. These materials generally follow the chemical formula (A)n−1BnX3n+1, where
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BA cation
CH3(CH2)3NH3

+

Figure 1.4: Crystal structure of 2D HOIPs of general formula (A)n−1BnX3n+1, (n =

1, 2, 3, 4,∞) [50].

n is the number of inorganic layers separating each organic layer (n = 1, 2, 3, 4, . . . ,∞).

As n approaches infinity (n → ∞), the structure of 2D HOIPs converges to that of

3D HOIPs. Figure 1.4 illustrates schematics of 2D HOIPs with increasing values of

n [50]. Similar to 3D HOIPs, electrical conduction in 2D HOIPs is confined to the

inorganic octahedral layers. Due to the layered structure, there is no conduction per-

pendicular to the inorganic planes, as the organic layers typically do not contribute

to the conduction or valence bands. This restriction of conduction to the inorganic

2D planes is the reason they are referred to as 2D HOIPs.

1.4 Structural Dynamics in Metal Halide Perovskites

Metal Halide Perovskites (MHPs) have emerged as promising semiconductor materials

for luminescent and energy applications. Unlike conventional semiconductors used in

these applications, such as Si, CdTe, and GaAs, MHPs possess low elastic constants

and low-energy phonon modes at room temperature, which makes them more prone

to dynamic lattice disorder [53–55]. Due to this, to tune the optoelectronic properties

of MHPs for better performance, it is necessary to understand the microscopic details

of various structural dynamics.

When semiconductor materials absorb photons with energies comparable to their
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bandgap, they generate excitons, which are quasiparticles formed by bound electron-

hole pairs with notable binding energies (often tens to hundreds of meV) [56, 57].

In photovoltaic materials, excitons are typically separated into free electrons and

holes at p-n junctions, contributing to electrical conduction [58–60]. The energy

required to separate an exciton into a free electron and a free hole is called the exciton

binding energy (EBE) [53]. In MHPs, the interplay of structural distortions, molecular

rotations, librations, and phonon dynamics creates a complex environment that makes

it challenging to quantify EBE accurately [61–63]. This is evident from the significant

spread of EBE values reported for the same material by different studies [64–67].

For example, an EBE of 511 meV and 349 meV was reported for (PEA)2PbBr4

(phenethylammonium lead bromide) by two different studies [64, 65]. The accurate

determination of EBE is necessary for practical applications.

The optoelectronic performance of a material is affected when photo-excited ex-

citons or free charge carriers lose energy to heat through scattering from defects and

phonons [68,69]. For LEDs, a high EBE is preferred because stable excitons at room

temperature increase the likelihood of radiative recombination, where electrons and

holes recombine to emit photons, which is essential for light emission [35, 64]. In

contrast, when excitons dissociate into free charge carriers, they are more suscep-

tible to phonon scattering, leading to energy loss via non-radiative recombination

mechanisms, where the energy is dissipated as heat rather than light. This difference

contributes to the greater success of 2D HOIPs as LEDs compared to 3D HOIPs.

2D HOIPs can be described as self-assembled quantum well structures, where the

organic cation layer acts as a potential ‘wall,’ and the inorganic layer, consisting

of metal cations and halide anions, functions as a potential ‘well’ [50–52]. Due to

quantum confinement, excitons are confined to move only within the 2D plane of the

inorganic layer, reducing the spatial separation between electron-hole pairs compared

to 3D HOIPs. This results in a stronger Coulomb interaction in the 2D HOIP exci-

tons, thereby enhancing the EBE [8, 70]. A higher EBE increases the light yield in

LEDs. For example, a light yield of less than 1000 photons/MeV was observed for

the 3D HOIP, MAPbBr3 , while 9000 photons/MeV was observed for the 2D HOIP,

(EDBE)PbCl4 (EDBE = (2,2’-ethylenedioxy)-bis(ethylamine)) [70, 71] at room tem-

perature. However, recent studies have shown significant improvements in the light

yield of doped 3D MHPs, such as in Yb-doped CsPbCl3 and PbS quantum dot-

embedded MAPbBr3, where light yields have exceeded 30,000 photons/MeV [35,40].

For PV devices, a low EBE is beneficial because it facilitates the separation of

electron-hole pairs into free charge carriers, which can then be collected at the elec-

trodes [64, 72]. High EBEs in PV devices would hinder efficient charge separation,
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leading to recombination before the carriers reach the p-n junction, thereby reducing

overall efficiency. In PV devices, free charge carriers can also be affected by phonon

scattering, which leads to energy losses [68, 69]. Owing to this, an MHP with both

low EBE and minimal phonon scattering is ideal for PV applications

Stability is another important parameter affecting the performance of MHPs, as

they tend to degrade quickly under ambient conditions. 2D HOIPs are generally

more stable compared to 3D HOIPs due to the hydrophobic organic layer, which

makes them more resistant to moisture [73]. However, the band gap of 2D HOIPs is

typically higher compared to 3D HOIPs, which can reduce their efficiency. Studies

have suggested that using perovskites with distorted octahedra can improve stabil-

ity [74]. For instance, cubic CsPbI3 is not thermodynamically favorable and tends

to transit to less efficient distorted orthorhombic phase under ambient conditions;

however, by adjusting the synthesis method, researchers were able to produce a more

stable distorted orthorhombic CsPbI3 that demonstrated an enhanced efficiency from

11.4% to 15.06% [75]. This approach resulted in a more promising material for PV

applications.

Both 3D and 2D hybrid organic-inorganic perovskites (HOIPs) often undergo in-

organic layer distortion due to the reorientation of organic molecules [76–78]. Studies

on (BA)2PbI4 have shown an increased bandgap and reduced bandwidth when the

system underwent higher octahedral tilting [76]. Thus a wide variety of properties,

including enhanced stability, optimized band gap, and exciton binding energy (EBE),

can be realized by tuning the chemical structure of MHPs [79–81].

Photoexcited charge carriers with higher lifetimes are required for the overall ef-

ficiency of PV and LED devices. A longer charge carrier lifetime means that the

carrier energy is not lost as heat through non-radiative recombination mechanisms.

For three-dimensional (3D) HOIPs, experimental evidence suggests that the reorien-

tation of organic molecules aids in polaron formation [82–85]. Polarons, quasipar-

ticles formed by the Coulomb interaction between an excess charge (an electron or

a hole) and the molecule [86], screen or protect the carriers from defects, impuri-

ties, and phonon scattering, thereby prolonging their lifetime [69]. Conversely, pure

inorganic MHPs, despite lacking organic molecules, have also demonstrated moder-

ate photovoltaic performance [75,87], highlighting the significant role of the inorganic

perovskite framework vibrations through their interactions with charge carriers. Gen-

erally, there are two scenarios for phonon-mediated polaron formation: (1) Polaron

formation facilitated by optical phonons [62, 82]. Free charge carriers interact with

polarized optical phonons via Coulomb interaction, enhancing the screening effects

and thus extending their lifetime. (2) Melting of acoustic phonons [88–90]. Most
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of the excess energy of photoexcited charge carriers is dissipated via scattering from

acoustic phonons. Upon heating, acoustic phonons in the sample could melt, which

can reduce the charge carriers scattering from phonons and result in a long charge

carrier lifetime. Thus, investigations into both the rotation of organic molecules and

lattice vibrations are necessary to determine the charge carrier lifetime and overall

efficiency of these materials in optoelectronic devices.

Various techniques can be used to probe the tunable dynamic physical and struc-

tural properties of MHPs discussed above. Structural characterization to quantify

distortions can be performed using X-ray diffraction and its refinement [91,92]. Neu-

tron, X-ray, and Raman scattering are commonly used tools to understand the details

of phonon and rotational dynamics [61,93–95]. Additionally, neutron and X-ray scat-

tering can provide insights into the size and shape of domains and the distribution

of dopants within the systems [96, 97]. All these methods are complementary, and

their advantages and disadvantages will be discussed in the later sections. Optoelec-

tronic properties such as luminescent mechanisms, band gap, excitonic emission, and

recombination mechanisms can be understood using photoluminescence and radio-

luminescence measurements. A combination of these tools can provide insights into

how certain structural dynamics impact the optoelectronic properties of these sys-

tems. Accordingly, the upcoming sections are divided into four chapters: Chapter 2

will focus on the various experimental techniques used relevant to our research goals.

Chapter 3 will discuss the contribution of rotational and phonon dynamics to the op-

toelectronic properties of 2D HOIPs. Chapter 4 will focus on quantum dot-embedded

MHP scintillators and the quantification of the spatial distribution of quantum dots

within them. Chapter 5 will explore the structural dynamics along different unit cell

directions in single crystals of a specific 3D HOIP. The final chapter will focus on the

general conclusions, future directions and how we contributed to the research efforts

in the field of MHPs.

1.5 Summary

In this chapter, we focused on understadning why MHPs are promising materials

for optoelectronic device applications, along with their advantages and disadvantages

compared to conventional semiconductors. We examined their crystal structure and

the highly tunable dynamic structural and physical properties. Understanding these

microscopic details is important to optimize the optoelectronic properties of MHPs

for efficient device preformance.
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Chapter 2

Methods

In this chapter, we will discuss inelastic, quasi-elastic, and small-angle neutron scat-

tering, Raman scattering, and X-Ray Diffuse Scattering techniques, along with pho-

toluminescence and radioluminescence in the context of optoelectronic measurements.

We will highlight how these techniques can be complimetary to each other. These

techniques were selected for their advantages in probing specific structural dynamics

where the other techinique can be disadvantageous. All these techniques provided

relevant informations for our specific research objectives.

2.1 Scattering Techniques

2.1.1 Inelastic and Quasi-Elastic Neutron Scattering

The optoelectronic properties of 3D/2D hybrid organic-inorganic perovskites are in-

fluenced by both phonon dynamics and rotational dynamics from the inorganic and

organic components. The typical wavelength used in X-ray scattering does not probe

lighter atoms, such as hydrogen, carbon, and nitrogen, effectively, as X-rays interact

primarily based on atomic charge density. Hence, stronger scattering is observed for

elements with higher atomic numbers. Neutrons, on the other hand, are not charged

and, therefore, do not encounter a Coulomb barrier. They can penetrate deeply into

the nucleus and are scattered by nuclear forces. Thus neutrons are an effective tool

for probing dynamics involving lighter atoms such as hydrogen, nitrogen, carbon,

etc [98].

Neutron energies can vary across a wide range: cold neutrons have energies typi-

cally between 1-10 meV (millielectronvolt) and are useful for probing large structures

or slow dynamics, thermal neutrons have energies in the range of 10-100 meV (cor-

responding to room temperature) and are well-suited for studying atomic vibrations,
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while hot neutrons have energies above 100 meV, ideal for investigating faster dynam-

ics or higher energy excitations. While these energy definitions are fairly standard,

the exact energy cutoffs (e.g., the distinction between cold and thermal or thermal

and hot) may vary slightly depending on the neutron source, experimental setup, or

specific research focus. For our purposes, we mainly focused on neutrons with ener-

gies around 3 meV to probe the slow dynamics like rotation of organic molecules and

neutrons with energies in the range 7 meV to 712 meV to probe the low and high

energy phonons specific to different systems [99].

For an inelastic neutron scattering experiment, the incident neutron beam inter-

acts with the atoms in the target sample and scatters. The energy and direction of

the scattered neutrons are measured using detectors. Since neutrons have no electri-

cal charge, they cannot directly produce ionization in a detector. Instead, neutron

detectors rely on a conversion process where the incident neutron interacts with a

nucleus to produce a secondary charged particle. He-3 detectors work based on this

principle, where secondary charged particles are produced when the He-3 atom ab-

sorbs a neutron. These secondary charged particles are then detected later through

their ionization of gas within the detector. The ionization creates an electrical signal,

which is further amplified and recorded. Another form of detector is a scintillator,

where the absorbed neutron causes the emission of photons within the scintillator ma-

terial, which is then detected by photomultiplier tubes or photodiodes that convert

the light into an electrical signal [100].

Based on the information from these detectors, we obtain the number of scattered

neutrons (counts) in a given direction as a function of energy. If the direction of the

scattered neutrons is θ and ϕ, the differential cross-section is given by:

d2σ

dΩdE ′ =
n

ΦdΩdE ′ (2.1.1)

where n is the number of scattered neutrons per second into a solid angle dΩ in the

direction θ, ϕ, with final energy between E ′ and E ′ + dE ′. The momentum transfer

from the neutron to the sample is defined as Q = k− k′ where k and k′ are the wave

vectors of the incident and scattered neutron, respectively. The amount of energy

the sample gained from neutron is h̄ω = h̄2

2m
(k2 − k′2) where m is the mass of the

neutron [98].

There are two types of measurement mechanisms in neutron scattering: constant

wavelength and time-of-flight. In the constant wavelength technique, the incident

neutron beam has a fixed wavelength selected by a monochromator, covering a spe-

cific Q range. In contrast, in time-of-flight measurements, a polychromatic beam is

incident, and the scattered pulse is analyzed based on the time it takes to reach the
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detector. This method allows a broad range of Q values within the incident pulse to

be analyzed simultaneously. Time-of-flight is particularly useful when the exact Q

range of interest is not known beforehand. For our purposes, we use time-of-flight

measurements. [101].

The intensity of nuclear scattering is proportional to the spatial correlation func-

tion of nuclei [98].

d2σ

dΩdω
=

k′

k

1

2πh̄

∑
jj′

bjbj′

∫ ∞

−∞
⟨exp (−iQ ·Rj(0)) exp (iQ ·Rj′(t))⟩ exp(−iωt)dt

(2.1.2)

where bj is the scattering length for the nuclei j. The total nuclear scattering length b

of an atom depends on the isotope and the spin state of the nucleus. In disordered or

mixed isotope systems, the scattering lengths can vary randomly for different nuclei.

We assume that there is no correlation between the scattering lengths of two different

nuclei. Owing to this, the cross terms in the scattering equations that depend on

correlations between these values are cancelled out. This assumption simplifies the

analysis by treating each nucleus’s scattering as an independent event. Based on this,

we have:
bjbj′ = (b̄)2, j′ ̸= j

bjbj′ = b2, j′ = j
(2.1.3)

As a result, the differential cross section simplifies to:

d2σ

dΩdω
=

k′

k

1

2πh̄
(b̄)2

∑
jj′

∫
⟨j′, j⟩ exp(−iωt) dt

+
k′

k

1

2πh̄

{
b2 − (b̄)2

}∑
j

∫
⟨j, j⟩ exp(−iωt) dt

(2.1.4)

where

⟨j′, j⟩ = ⟨exp (−iQ ·Rj(0)) exp (iQ ·Rj′(t))⟩ .

.

The first term in Eq. 2.1.4 represents coherent scattering, which occurs when the

scattering amplitudes from different nuclei interfere constructively or destructively.

Coherent scattering provides information about the long range ordering in the crystal

lattice. It reflects how the position of an atom at time t1 is correlated with its position

at time t2, as well as with the position of a different atom at time t2. The second

term represents incoherent scattering, which results from random variations in the

scattering lengths between nuclei. Incoherent scattering does not provide structural

information but instead gives details about individual atomic dynamics. It only
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reveals how the position of an atom at t1 is correlated with its position at t2 without

providing information about the positions of other atoms at different times.

Phonon dynamics are observed in neutron scattering as inelastic coherent scatter-

ing. In contrast, the rotational dynamics of molecules are typically seen as incoherent

scattering. A phonon vibration with a relaxation time τ has a scattering intensity

that is proportional to exp
(
− t

τ

)
and manifests as a Lorentzian profile centered at

its normal mode after Fourier transforming from the time domain to the energy do-

main. We will need to perform DFT calculations to quantify which atoms in the

system contribute to these phonon modes. For the rotation of an organic molecule

with a relaxation time τ , the intensity is also proportional to exp
(
− t

τ

)
, resulting in

a Lorentzian profile centered at the elastic channel (h̄ω = 0) after Fourier transform-

ing from the time domain to the energy domain. Typically, the peaks from phonon

dynamics are much sharper and narrower in energy than those of atomic rotations.

This difference arises because phonons involve long-range correlated interactions that

decay slowly over time, resulting in sharper Lorentzian peaks in the energy domain.

Molecular rotations generally involve larger-scale movements than phonons and hence

occur on longer time scales. However, in contrast to phonons, rotations are short-

range as they are not correlated with surrounding atoms. Thus, rotations have faster

energy dissipation or decay over time, producing broader Lorentzian signals in the

energy domain. Considering the instrument resolution function to be Gaussian, the

phonon intensities at different energies and the rotational intensity at h̄ω = 0 can be

analyzed using a Voigt fit, which is a convolution of a Gaussian (instrument resolu-

tion) and a Lorentzian function (effects from the sample).

Additionally, when there is no energy transfer between the incident neutron and

the target sample, the coherent scattering is elastic. The differential cross-section, in

this case, is given by(
dσ

dΩ

)
coh,el

=
N(2π)3

v0

∑
τ

δ(Q− τ ) |FN(Q)|2 (2.1.5)

where v0 is the unit cell volume, τ is the reciprocal lattice vector for a certain nuclear

Bragg peak, and

FN(Q) =
∑
d

bd exp(iQ · d) exp(−W )

is the nuclear structure factor. Here, d is the position of a certain atom in the unit

cell, and exp(−W ) accounts for averaged atomic displacements, with W = ⟨(Q · u)2⟩.
Neutron elastic coherent scattering, in other words, neutron diffraction, provides in-

formation about the crystal structure of a material, similar to X-ray diffraction. Since

energy changes are not measured in diffraction, the temporal or time-dependent be-
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havior of a system is lost. For our projects, the main focus was to understand phonon

and rotational dynamics. We employed inelastic neutron scattering to investigate the

phonon dynamics. The typical energy of phonon modes in MHPs varies from low-

energy phonons around 1.5meV to higher-energy phonons < 500meV. Interactions

due to incoherent scattering, such as atomic rotations, ion diffusions, and reorienta-

tions, involve very low energy transfers, typically below 2meV [102]. Therefore, we

utilize quasi-elastic neutron scattering to study these processes, as it probes regions

of low energy transfers with minimal excitations of the low-energy phonons.

2.1.2 Small Angle Neutron Scattering

Small-Angle Neutron Scattering (SANS) is designed to probe large-scale structural

features of a system, typically larger than interatomic distances. In contrast to in-

elastic neutron scattering, where the typical incident neutron wavelength ranges from

1.5 to 2 Å to match interatomic distances, SANS utilizes an incident wavelength

typically between 4 and 20 Å [103]. For inelastic or quasi-elastic neutron scattering,

the scattered neutron intensity, S(Q, h̄ω), is measured as a function of energy trans-

fer and the scattered solid angle. In contrast, SANS measures scattered intensity

S(Q) solely as a function of scattered solid angle which is called the static scattering.

During static scattering, the detector collects neutrons at a given solid angle for all

different energies, making energy transfer irrelevant and resulting in the loss of en-

ergy information. This approach differs from purely elastic scattering, where h̄ω = 0.

In many cases, elastic and quasi-elastic scattering dominates for static scattering,

making elastic scattering a good approximation for the same (Eq. 2.1.5) [104].

For SANS, using the elastic scattering approximation, the scattering vector Q is

given by:

Q =
4π

λ
sin

(
θ

2

)
, (2.1.6)

where θ and λ are the scattering angle and wavelength, respectively. To achieve small

angles, and thus probe very low Q values and large real-space distances, the sample-

to-detector distances must typically be larger than those used in inelastic neutron

scattering. This distance can range from 1 m to 20 m. The 1 m to 5 m range

typically covers a Q-range similar to that of inelastic neutron scattering, but beyond

10 m, the focus shifts to the region where 0.001 Å
−1

< Q < 0.01 Å
−1
. At such large

distances and small angles, the real-space distance d from Q can be approximated by

Q ∼ 1
d
[105].

A wide variety of modeling functions have been reported for SANS, depending

on the state of the system (solid, liquid), the shapes of particles (spherical, cylin-
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drical, micellar), and the types of scatterers present. The differences in the types of

scatterers: some of which dominate at a particular Q range while others dominate

at different Q ranges can lead to observable changes in the slope of S(Q). The Q

value at which the S(Q) dependence change is generally referred to as the crossover

region. This crossover region can be identified using various functions, ranging from

linear and quadratic forms to power laws, Gaussian, Lorentzian, and other scatterer

shape-incorporated functions. The choice of model depends on the type of signals

obtained during a SANS measurement and the assumptions made based on initial

knowledge about the sample, which may come from crystal structure analysis, sur-

face morphology analysis, or existing literature [104].

With the higher resolution at small-angle scattering enabled by a large sample-to-

detector distance, large incident wavelength to probe features larger than interatomic

distances, and various analysis models, SANS is an ideal tool to characterize complex

materials and understand their structural properties over a broad range of length

scales.

2.1.3 Raman Scattering

Raman scattering is the inelastic scattering of photons when light interacts with a

crystal [106–108]. When a photon of incident momentum ki and incident energy Ei

interacts with a crystal, it gets scattered with an energy Ef and momentum kf . It

is important to note that typically, for Raman scattering, the incident photon and

scattered photon have wavelengths much larger than the interatomic distances. Thus,

unlike inelastic X-ray or neutron scattering, where the scattering potential depends

on the atomic charge density and nuclear density, for Raman, the scattering potential

depends upon the polarizability of the scatterer. When an electromagnetic wave

interacts with the scatterers, it could temporarily distort the electron cloud around the

atoms, inducing polarization. Additionally, phonons or lattice vibrations change the

distance between atoms, which could alter their polarizability. In Raman scattering,

when the incident light interacts with atoms, if the polarizability changes during the

atomic vibrations, the scattered light will have a different energy than the incident

light, leading to a shift in frequency (Raman shift). This shift gives us information

about the phonons. Change in polarizability is necessary for the Raman shift. Due to

this selection rule, not all atomic vibrations are active in Raman scattering. Though

polarizability is influenced by the local electronic environment around atoms, Raman

scattering measures the collective polarizability changes, making it more of a bulk

property.

Due to the much longer wavelength of visible light used in Raman spectroscopy,
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it is insensitive to the detailed atomic positions within the lattice. Additionally,

the available momentum transfer Q is much smaller than the momentum of many

phonons. Hence, |Q| is essentially zero in Raman scattering, while scattering along

different Q can be measured in neutron/X-ray scattering [106].

Generally, group theory calculations are used to interpret Raman data. Based

on the character table of a molecule, we can identify the irreducible representations

contributing to active Raman modes. Density functional theory (DFT) calculations

are often employed for complex systems to predict and confirm these modes. Our

study used Raman scattering as a complementary technique to neutron scattering

to understand the phonon dynamics. Although Raman scattering does not capture

all phonon modes, the scattering intensity tends to be more sharply resolved, as we

observe only modes with|Q|=0 momentum transfer. This reduces the overlap and

difficulty in resolving phonon peaks from various Q values typically encountered in

neutron scattering.

Additionally, in neutron scattering, the Debye-Waller factor e−2W , where W de-

pends on atomic displacements, tends to suppress and broaden the inelastic coher-

ent scattering intensity upon warming due to large atomic displacements. However,

since Raman scattering is insensitive to atomic-scale details due to the long inci-

dent wavelength, as mentioned before, its intensities are not significantly affected

by temperature-dependent atomic displacements. Thus, for our studies, we used

Raman scattering as a complimentary technique to get a clearer picture of the high-

temperature phonon modes.

2.1.4 X-Ray Diffuse Scattering

X-ray diffuse Scattering (XDS) is a technique used to investigate deviations from

perfectly ordered crystals, such as short-range interactions like charge density waves,

defects, thermal vibrations, and other types of disorder [109]. The incident beam

undergoes Bragg scattering during X-ray or neutron diffraction, resulting in sharp

diffraction peaks. Diffraction peaks originate from the long-range order of the crys-

tal lattice, thus providing information about the crystal structure. When a mate-

rial is amorphous and lacks an extended range of periodic atomic arrangements, the

scattered pattern will be more diffuse, which could appear as continuous streaks or

scattering rods. It is important to note that defects or phonon overdamping in a

perfectly crystalline system can pose local disorders [110], which can also appear as

diffuse signals away from the Bragg peaks in scattering. The intensity of this diffuse

signal varies depending on the type and degree of disorder. Generally, the intensity

of the diffuse scattering is significantly weaker than that of the Bragg peaks. There-
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fore, diffuse scattering offers a way to resolve these weak diffuse intensities with the

help of a more intense and focused incident beam, often provided by synchrotron

sources [111].

Phonons manifest as diffuse intensity along various directions in the crystal. If the

phonons tend to overdamp with increasing temperature, this results in broader diffuse

signals, indicating a more significant lattice disorder [112]. Due to hydrogen’s strong

incoherent scattering background in neutron experiments, observing clear phonon

features might require deuterating the samples or using inelastic X-ray scattering

(IXS) [98]. However, IXS can cause radiation damage, especially in structurally dy-

namic materials like MHPs, because the energy transfer from the incident X-rays to

the sample during phonon excitation can ionize the material and lead to structural

degradation. In contrast, XDS is an elastic process with quasi-elastic or no energy

transfer, protecting the sample from ionizing radiation. Thus, XDS does not pro-

vide direct information about the normal modes of phonons but allows us to observe

phonon-related diffuse intensity along different crystallographic directions in the re-

ciprocal space (Q). As the scattered intensity is time-averaged, temporal coherence is

lost, and we cannot track the atomic motion in a specific time sequence [29,113]. In-

elastic measurements are required to achieve this, where energy transfer is measured,

providing information about nuclear positions and lifetimes during phonon vibrations.

There are various models to quantify the diffuse scattering. As the phonons decay

exponentially considering spatial correlations, the diffuse rods associated are fit using

a Lorentzian function by the Ornstein-Zernike (OZ) theory [114].

S(Q) =
A(

Q−Q0

γ

)2
+ 1

(2.1.7)

where A is the scaling constant, γ is the half width half maximum (HWHM), ξ = 1
γ

is the correlation length and Q the momentum transfer. In the context of phonon-

induced diffuse scattering, the OZ equation can be adapted to describe the correlation

between displacements of atoms caused by phonons.

2.2 Optoelectronic Characterization

2.2.1 Photoluminescence Measurements

Photoluminescence (PL) measurement is a technique used to understand the lumines-

cence response of a material. PL measurements are widely used to characterize the

optoelectronic properties of light-emitting and solar-cell device materials and thus to
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ensure their quality [76,115]. During a PL measurement, a light source in the infrared,

visible, or UV range is incident on the material, exciting electrons. As the excited

electrons undergo radiative recombination, they emit light, which is then detected

using optical sensors such as photomultiplier tubes or photodiodes. The difference

in energy of the absorbed and emitted photons is known as the Stokes shift, and

it provides essential information about the electronic and vibrational states of the

material [116].

The presence of defects, impurities, and phonons can influence the PL efficiency

of a material and how well the material can absorb and emit light [117]. Complex

materials like MHPs, which are known for their electron-phonon coupling, can affect

the relaxation pathways of excited electrons, thus improving or quenching the emitted

intensity [115]. The PL spectrum along the photon’s wavelength typically shows a

sharp peak corresponding to the optical band gap. When electrons undergo phonon

scattering and lose energy in the form of non-radiative recombination, the number

of electrons undergoing radiative recombination decreases, thus suppressing the PL

intensity. Additionally, phonon scattering can broaden or shift the dominant emission

peak (optical band gap) [76, 88]. Thus, PL measurements are an alternative way to

study the influence of phonons. Since we aim to identify how lattice or rotational

dynamics affects the material efficiency in PV or LED devices, PL measurements

are a crucial tool to determine how phonons or rotations observed from scattering

techniques affect their optoelectronic properties.

2.2.2 Radioluminescence Measurements

Radioluminescence (RL) is also a technique used to understand the luminescence

response of a material. Unlike PL measurements, where incident radiation is in the

UV, Visible, or infrared region, in RL measurements, ionizing radiations like X-ray,

alpha, or beta particles are used [118]. Typically, the emission from RL is broader

in wavelength because the absorbed radiation causes a broader range of excitation

due to its high energy. In comparison, PL has a much narrower emission as the

optical band gap of the material is primarily excited. RL techniques are used in

various applications, including radiation detection, scintillation counting, and lighting

technologies, etc. During a radioluminescence measurement, ionizing radiation is

incident on the material, which excites the electrons and leads to light emission as

the excited electrons return to their ground state. A sensitive optical sensor, typically

a photomultiplier tube or a photodiode, detects this emitted light, converts it into

an electrical signal, and measures the overall light intensity as counts (individual

light pulses) [119]. The counts of emitted photons accumulated over a specific period
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reflect the material’s overall luminescence response. [35, 40].

The efficiency of RL depends on factors such as the type of ionizing radiation,

the material’s crystal structure, and impurities or defects. As mentioned in Chapter

1, scintillators are efficient emitters of multiple low-energy photons after the absorp-

tion of high-energy photons, and hence a higher RL intensity is generally expected.

Therefore, for our study on quantum dot (QD)-loaded MHPs as potential scintilla-

tor material, RL measurements will be an important tool for understanding how the

optoelectronic properties change with different QD loadings.
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Chapter 3

Vibrational and Rotational

dynamics of 2D HOIPs

Two-dimensional (2D) HOIPs have achieved notable success in light-emitting ap-

plications, due to their strong excitonic effects, tunable bandgaps, and enhanced

environmental stability compared to their 3D counterparts [120–124]. However, the

underlying microscopic mechanisms that contribute to their photoluminescence effi-

ciency, including exciton dynamics and charge transport, have not been comprehen-

sively studied. The impacts of inorganic layers are often emphasized, while the roles

of polarized molecules appear to be underexplored and underestimated.

Previous studies [125] on these soft lattice perovskites showed that the valence

band maximum (VBM) is determined by the halide p-orbital hybridized with metal

s-orbital and the conduction band minimum (CBM) is mainly contributed from metal

p-orbitals, which reflects the fact that the inorganic framework plays a leading role in

the electronic band structure construction and hence optoelectronic properties. For

example, Gong and his colleagues [115] reported that the Photoluminescence Quan-

tum Yield (PLQY), defined as the ratio of emitted to absorbed photons, of 2D HOIPs

could be influenced by electron-phonon interactions with different crystal rigidity lev-

els. They characterized the role of crystal rigidity in two 2D HOIPs, (BA)2PbBr4

and (PEA)2PbBr4 by comparing atomic displacements, spin-lattice relaxation, and

time-variation in the electronic band structure. They proposed lower crystal rigid-

ity and a much stronger electron-phonon interaction in (BA)2PbBr4 to account for

its pronounced drop of PLQY at room temperature. Nevertheless, the general crys-

tal rigidity cannot well explain their temperature-dependent measurements of PLQY

(Fig. S9(a) in Ref. [115]) – Below 150 K, both materials persist a high-level PLQY

(> 90%); upon further heating up to room temperature, the PLQY of (BA)2PbBr4

dramatically drops down to 17% while that of (BA)2PbBr4 remains above 70%. The
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intriguing behavior of PLQY indicates the activation of some hidden mechanism

around 150 K in (BA)2PbBr4, which our work proposed to be a rotational motion of

the polarized organic molecule. In any case, a detailed comparative study among lat-

tice dynamics, molecular rotational dynamics, and photoluminescence performance is

essential to complete the big picture of 2D HOIP optoelectronics.

In this work, we focus on two iodine counterparts, (BA)2PbBr4 and (PEA)2PbBr4,

which would have similar optoelectronic properties with the corresponding bromides

[126]. We have used temperature-dependent X-ray diffraction to characterize their

crystal structures and octahedral distortions, which could be closely related to varia-

tions in electronic band structure. We used Quasi-Elastic Neutron Scattering (QENS)

to directly probe the rotational motion of hydrogen-contained molecules as a function

of temperature, from which we have quantitatively identified the rotational modes of

different rotors in these two materials with the help of group theory and Jump model

analysis [127]. Moreover, temperature-dependent Inelastic Neutron Scattering (INS)

and Raman scattering measurements were conducted to systematically analyze rel-

evant lattice vibrations (i.e., phonons). All these results were compared with the

temperature-dependent evolution of photoluminescence performance. Based on our

comparison, we suggest that in these two 2D HOIPs, increasing temperature activates

and enhances the rotational motion of polarized organic molecules, which inversely

correlates with the temperature-dependent variation of PLQY, while lattice vibrations

do not exhibit a clear relationship. We thus proposed a scenario that the rotational

motion of polarized organic molecules works as dynamical perturbations to the inor-

ganic framework which fundamentally dominates the construction of electronic band

structure. These perturbations interfere with the dielectric environment surrounding

confined excitons, potentially reducing the exciton binding energy or breaking binding

energy degeneracy, enhancing the non-radiative decay of charge carriers, and thereby

suppressing the PLQY [126].

3.1 Experimental Details

Powder samples of (BA)2PbI4 and (PEA)2PbI4 were used for all the measurements.

The sample synthesis was performed at the Department of Chemical Engineering,

University of Virginia, through collaboration, (synthesis details provided in Appendix

A). Powder X-ray diffraction (XRD) from 80 K to 300 K was performed at the Univer-

sity of Virginia on a Bruker D8 VENTURE dual-wavelength Mo/Cu Kappa four-circle

diffractometer equipped with an Oxford Cryostream 800 low-temperature device. The

2-D XRD measurements were collected as a series of correlated phi scans which were
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integrated using the XRD Eval plugin within the Bruker APEX5 [128] software suite

at the University of Virginia. Quasi-elastic neutron scattering (QENS) measurements

were conducted on the cold neutron disk chopper spectrometer, AMATERAS [129],

at the Japan Proton Accelerator Research Complex (J-PARC), with incident energies

Ei=3.3 meV and 8 meV, and an energy resolution of approximately 1% of Ei. Inelastic

neutron scattering data were collected on the 4D Space Access Neutron Spectrometer

(4SEASONS) [130,131], also at J-PARC. A series of incident neutron energies (Ei=10,

30, 62, 115, 280, and 712 meV) were selected to cover the entire phonon spectrum

upon heating from 8 K to 300 K, with an energy resolution of about 5% of Ei. Ra-

man scattering and photoluminescence measurements were performed at the Center

for Condensed Matter Sciences, National Taiwan University. To gain further insights

into lattice vibrations, density-functional theory (DFT) calculations were carried out

using the Vienna Ab-initio Simulation Package (VASP) [132], employing the projected

augmented wave method [133] and the Perdew-Burke-Ernzerhof exchange-correlation

potential [134]. A plane-wave basis set with a 400 eV cut-off energy was used for the

calculations.

3.2 Results and Analysis

3.2.1 X-Ray Diffraction

The structures of 1-layer lead iodide perovskite (BA)2PbI4 and (PEA)2PbI4 are shown

in Figure 3.1. These structures were obtained by refining the X-ray Diffraction (XRD)

patterns at 300 K (Fig.3.2). In both structures, the inorganic Pb-I layers are inter-

calated with bulky organic molecules. In (BA)2PbI4, the BA molecule is a long

alkyl chain CH3CH2CH2CH2NH3, whereas for (PEA)2PbI4, the PEA molecule has

a toluene (C6H5CH2) connected to a methylamino group (CH2NH3). At room tem-

perature, (BA)2PbI4 crystallizes in the orthorhombic Pbca space group, with lattice

constants a<b. The system undergoes a structural phase transition at 275 K (Tc),

after which it still crystallizes in the orthorhombic Pbca space group but with lattice

constants a>b. In contrast, (PEA)2PbI4 does not undergo a structural transition from

80 K to 300 K and crystallizes in the triclinic P1 space group. These findings are

consistent with other literature studies on these materials [91, 135–139]. The details

of unit cell parameters obtained from the refinement of XRD patterns are shown in

Table 3.1. The initial reference crystal structure for refinement of our XRD patterns

were taken from [135] for (BA)2PbI4 and [91] for (PEA)2PbI4.
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(BA)2PbI4 - 300K (PEA)2PbI4 - 300K

Figure 3.1: Crystal structure of (BA)2PbI4 and (PEA)2PbI4 generated using VESTA

[49] at 300K based on structural parameters obtained from XRD pattern refinement.

2theta(o) 2theta(o)

A                                                                 B  (BA)2PbI4                                                                       (PEA)2PbI4

Figure 3.2: Temperature dependent X-Ray diffraction patterns obtained from

Bruker D8 VENTURE dual wavelength Mo/Cu Kappa four-circle diffractometer for

(A)(BA)2PbI4 and (B)(PEA)2PbI4

In these layered HOIPs, inorganic layer distortions are considered an important

parameter that affects the structural and electronic properties. The distortions are

generally manifested as octahedral tilts or re-alignment in these materials. Previ-

ous studies by Ziegler et al. [76] and Dyksik et al. [77] reported a decrease in the

out-of-plane octahedral tilt angle in (BA)2PbI4 as the system transitions from the

low-temperature (LT) phase (T<275 K) to the high-temperature (HT) phase (T>275

K). Similar observations were made in this work based on refining the temperature-

dependent XRD patterns (Fig.3.3). The octahedral tilt angle (δ) was measured ac-

cording to the schematic in Fig.3.3(A) [77].
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Table 3.1: Summary of crystal structure parameters based on the refinement of XRD

patterns for (BA)2PbI4 and (PEA)2PbI4 using GSASII [140]

Compound (BA)2PbI4 (PEA)2PbI4

T/K 300 80 300 80

Space group Pbca Pbca P1 P1

a/Å 8.8842(6) 8.4145(3) 8.762(1) 8.687(3)

b/Å 8.6963(5) 8.9777(3) 8.729(1) 8.674(3)

c/Å 27.6322(12) 26.0739(7) 33.017(11) 32.336(10)

α (◦) 90 90 84.39(3) 85.39(3)

β (◦) 90 90 84.79(1) 85.15(2)

γ (◦) 90 90 89.64(1) 89.46(1)
PL

Q
Y

 (%
)

A                                                C – (BA)2PbI4 D – (PEA)2PbI4

T(K)

δ 
(O

)

B                                                    BA PLQY
PEA PLQY

BAδ
PEAδ

80 K                                80 K 

300 K                                300 K 

Figure 3.3: (A) Schematic of out of plane octahedral tilt angle (δ) referenced from [77]

(B) Comparison of variation of δ and PLQY with temperature for (BA)2PbI4. The

black closed circles with cyan face color represent the δ values obtained on perform-

ing structural refinement on XRD patterns. Orange closed squares represent the

temperature dependent PLQY of (BA)2PbBr4 and (PEA)2PbBr4 reported in [115]

Schematic of octahedral distortion observed in (C) (BA)2PbI4 at 80K and 300K and

(D) (PEA)2PbI4 at 80K and 300K. The images of crystal structures were gener-

ated using VESTA [49] after structural refinement on the XRD patterns using GSAS

II [140].
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For (BA)2PbI4, δ does not show much change on warming from 80 K to 270 K

(Fig.3.3(B)), above which it drops from approximately 11.20◦ to 2.20◦ at the room

temperature. This aligns with the structural phase transition at 275 K. For (PEA)2PbI4,

we couldn’t find any major changes in the average structure from 80 K to 300 K.

As reported by Gong and his colleagues [115], upon warming, PLQY remains al-

most constant up to 150 K for ((BA)2PbBr4 and 225 K for (PEA)2PbBr4, and upon

further warming it starts to decrease, which we think would be similar in (BA)2PbI4

and (PEA)2PbI4. Note that the study by Ziegler et al [76] indeed showed that for

(BA)2PbI4, though octahedral tilts can be correlated to the electronic band gap, they

do not have a dominant influence in the exciton binding energy, rather they remain

more robust at the phase transition. Thus, the observed temperature-dependent

evolution of octahedral tilts indicates that the distortion of inorganic layers does

not correlate explicitly with PLQY in these two 2D HOIPs. A pictorial representa-

tion of these octahedral distortions in both (BA)2PbI4 and (PEA)2PbI4 is shown in

Fig.3.3(C) and (D).

3.2.2 Rotational Dynamics

In a quantum well confinement structure, where the polarized organic molecule layer

serves as the ’wall’ and the inorganic layer serves as the ’well’, the dynamics behav-

iors of both the ’wall’ and ’well’ are expected to dominate exciton dynamics. In-

spired by influences from molecular re-orientations in 3D HOIPs [69], we first concen-

trated on the rotational dynamics of polarized organic molecules in these 2D HOIPs.

Due to neutrons’ high sensitivity to hydrogen, the rotational motion of hydrogen-

rich molecules can be directly probed as incoherent diffuse intensity, using Quasi

Elastic Neutron Scattering (QENS) (Fig. 3.4). At 180 K, the neutron scattering

intensity concentrates sharply in the elastic channel for both systems. Upon heat-

ing, in (BA)2PbI4 the intensity quickly diffuses into the quasi-elastic region while in

(PEA)2PbI4 the intensity mostly stays in the elastic channel and shows only slight in-

crements in the quasi-elastic region. The enhanced QENS intensity in (BA)2PbI4 indi-

cates much stronger molecular rotational dynamics in (BA)2PbI4 than in (PEA)2PbI4.

Note that in both materials, the number of molecules in one unit cell is two and the

number of hydrogen atoms on each molecule is the same, which means the incoherent

QENS intensity is a direct manifestation of the robustness of molecular rotations.

To quantitatively understand the rotational motion of organic molecules, we ap-

plied the Jump model analysis [102, 127] along with group theory analysis. The

rotation model that accounts for the preferential molecular orientation is called the

Jump model. The rotational dynamics of the organic cation are determined by its
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Figure 3.4: Temperature-dependent quasi-elastic neutron scattering spectra of

(BA)2PbI4 (A-E) and (PEA)2PbI4(F-J) obtained from AMATERAS upon heating

symmetry and the local crystal symmetry. The possible rotational modes are de-

scribed as the irreducible representations of the direct product Γ = C ⊗M where C

and M are the point groups of the local crystal symmetry and the molecule symme-

try. In group theory, the static and dynamic structure factor for rotational motions

of molecules in a crystal can be written as [35]

Scal(Q, h̄ω) = e−⟨u2⟩Q2

(∑
γ

Aγ(Q)
1

π

ωγ

1 + ω2τ 2γ

)
(3.2.1)

where the sum over γ runs over all the irreducible representations of the system

group Γ (Γγ); e
−⟨u2⟩Q2

is the Debye Waller factor, ⟨u2⟩ is the mean squared atomic

displacement. For a polycrystalline sample, Aγ(Q) is given by [127]

Aγ(Q) =
lγ
g

∑
α

∑
β

χαβ
γ

∑
Cα

∑
Mβ

j0 (Q |R− CαMβR|) (3.2.2)

Here g is the order of group Γ and lγ is the dimensionality of Γγ. The sums over α

and β run over all the classes of C and M , respectively, and the sums over Cα and

Mβ run over all the rotations that belong to the crystal class, α, and to the molecule

class, β, respectively. The characters of Γγ, χ
αβ
γ ,are the products of the characters

of CγC and MγM ;χαβ
γ = χα

γCχ
β
γM · j0(x) is the zeroth spherical Bessel function and,

|R− CαMβR|, is the distance between the initial atom position R and final atom

position CαMβR, called the Jump distance. The relaxation time for the Γγ mode, τγ,



27

is written as [35]

1

τγ
=
∑
α

nα

τα

(
1−

χαe
γ

χEe
γ

)
+
∑
β

nβ

τβ

(
1−

χEβ
γ

χEe
γ

)
(3.2.3)

where nα, nβ are the number of symmetry rotations of the classes, α and β, respec-

tively. E and e represent the identity operations of C and M , respectively.

To fit the quasi-elastic neutron scattering spectra, the calculated Scal (Q, h̄ω) has

to be convoluted with the instrument resolution. The phonon contributions are also

estimated in the form of incoherent phonon scattering. Then we have the fitting

function as

S(Q, h̄ω) = Arot

∫ ∞

−∞
Scal (Q, h̄ω − h̄ω′)Sres (h̄ω

′) d (h̄ω′) + AvibQ
2e−⟨u2⟩Q2

(3.2.4)

where Sres (h̄ω) is the instrument resolution function. Arot and Avib are the scaling

factors for the rotational contributions and the vibrational contributions.

Based on our previous study on the Jump model analysis of MAPbI3 [127], we pro-

pose two rotational modes for (BA)2PbI4 : three-fold (C3) and four-fold (C4) modes.

Table 3.2 shows the character tables for point group C3 and C4. The terminal NH3

and CH3 groups experience rotational mode Γ = C4 ⊗C3 and the rest of CH2 groups

experience Γ = C4. Based on direct product rules in group theory and equivalent

atomic position distributions (Fig. 3.5), we can calculate the corresponding τγ and

Aγ(Q) for them (Table 3.4, 3.5). Eventually, we will see if the proposed rotational

model works well with our experimental data.

Table 3.2: Character tables for C3 and C4. The point group C3 has two irreducible

representations: one one-dimensional representation A, and one two-dimensional rep-

resentation E. The point group C4 has three irreducible representations: two one-

dimensional representations A and B, and one two-dimensional representation E.

C3 group E 2C3

A 1 1

E 2 -1

C4 group E 2C4 C2

A 1 1 1

B 1 -1 1

E 2 0 -2
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Figure 3.5: Rotational modes of (BA)2PbI4 and equivalent H sites for NH3,CH3, and

CH2 groups. (A and B ) show the rotational modes of BA+molecules (A) when C4 is

frozen and terminal NH3 and CH3 groups experience Γ = C3 (B) when the terminal

NH3 and CH3 groups experience Γ = C4⊗C3 and the CH2 groups experience Γ = C4.

(C) presents the 12 equivalent H sites for the C4 ⊗C3 mode of NH3 and CH3 groups.

(D) presents the 8 equivalent H sites for the C4 mode of CH2 groups.

Table 3.4: Model details for Jump mode Γ = C4 ⊗ C3.

Γγ
1
τγ

36 · Aγ(Q)

A⊗ A 0
3 + 6j1 + 2j2 + 2j3 + 2j4 + j5 + 2j6 + 2j7 + 2j8 + 2j9

+2j10 + 2j11 + j12 + 2j13 + 2j14 + 2j15 + j16

A⊗ E 3
τC3

6− 6j1 + 4j2 − 2j3 − 2j4 + 2j5 − 2j6 − 2j7 − 2j8 − 2j9

+4j10 − 2j11 + 2j12 − 2j13 − 2j14 + 4j15 + 2j16

B⊗ A 4
τC4

3 + 6j1 − 2j2 − 2j3 − 2j4 + j5 + 2j6 + 2j7 − 2j8 − 2j9

−2j10 − 2j11 + j12 + 2j13 − 2j14 − 2j15 + j16

B⊗ E 4
τC4

+ 3
τC3

6− 6j1 − 4j2 + 2j3 + 2j4 + 2j5 − 2j6 − 2j7 + 2j8 + 2j9

−4j10 + 2j11 + 2j12 − 2j13 + 2j14 − 4j15 + 2j16

E⊗ A 2
τC4

6 + 12j1 − 2j5 − 4j6 − 4j7 − 2j12 − 4j13 − 2j16

E ⊗ E 2
τC4

+ 3
τC3

12− 12j1 − 4j5 + 4j6 + 4j7 − 4j12 + 4j13 − 4j16

Here ji represent the zeroth spherical Bessel function j0 (Qri), where ri are the

Jump distances corresponding to the Jump positions in Fig. 3.5: r1 = R1,2, r2 =

R1,4, r3 = R1,5, r4 = R1,6, r5 = R1,7, r6 = R1,8, r7 = R1,9, r8 = R1,11, r9 = R1,12, r10 =

R2,5, r11 = R2,6, r12 = R2,8, r13 = R2,9, r14 = R2,12, r15 = R3,6, r16 = R3,9.Ri,j =

|Ri −Rj|, where Ri is the position of the i-th H site. The 12 equivalent H sites for

NH3 and CH3 are marked in Fig. 3.5(C).



29

Table 3.5: Model details for Jump mode Γ = C4.

Γγ
1
τγ

8 · Aγ(Q)

A 0 2 + 2j2 + j4 + 2j7 + j8

B 4
τC4

2− 2j2 + j4 − 2j7 + j8

E 2
τC4

4− 2j8

Here ji represents the zeroth spherical Bessel function j0 (Qri), where ri are the

Jump distances corresponding to the Jump positions in Fig. 3.5: r2 = R1,3, r4 =

R1,5, r7 = R2,4, r8 = R2,6.Ri,j = |Ri −Rj|, where Ri is the position of the i-th H site.

The 8 equivalent H sites for CH2 groups are marked in Fig. 3.5(D).

For (PEA)2PbI4, only one rotational mode is proposed: the C3 mode of the terminal

NH3 group (Table. 3.2). The structure factors Aγ(Q) for Γ = C3 is calculated in

Table 3.6.

Table 3.6: Model details for Jump mode Γ = C3

Γγ
1
τγ

9 · Aγ(Q)

A 0 3 + 6j0(Qr)

E 3
τC3

6− 6j0(Qr)

j0(Qr) is the zeroth spherical Bessel function. r is the Jump distance between H

atoms of the NH3 group.

The proposed rotational models for the two samples work well with the experimen-

tal data (Fig. 3.6 and Fig. 3.7), demonstrating their validity. The fitted parameters

are reported in Table 3.7. The fitting based on proposed models suggests that there

are two intrinsic rotational modes for (BA)2 PbI4 : a C3 mode of the terminal NH3 and

CH3 groups in BA molecule at both low-temperature ( LT ) Pbca phase ( T < 275 K

) and high-temperature (HT) Pbca phase ( T > 275 K ), and a C4 mode of the entire

BA molecule about the crystallographic c-axis which gets activated only at the HT

Pbca phase. For (PEA)2PbI4, our analysis suggests a single C3 mode of the termi-

nal NH3 group throughout the temperature of interest. At the base temperature for

both systems (10 K for (BA)2PbI4 and 8 K for (PEA)2PbI4) any rotations are frozen

so that the elastic channel intensity of QENS data can be described just with the

instrument resolution function (Sres(h̄ω)).
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Figure 3.6: Constant energy slices of QENS spectra and fitting results of (BA)2PbI4.

(A - C) the h̄ω integrated QENS data, S(Q), over three different energy ranges,

−0.05 < h̄ω < 0.05meV (A), 0.25 < h̄ω < 0.35meV (B), 0.95 < h̄ω < 1.05meV

(C), with five selected temperatures, 180 K, 220 K, 260 K (low-T Pbca orthorhombic

phase), 280 K, 300 K (high-T Pbca orthorhombic phase). The black dots are the

measured data, and the colored solid lines are the model-fitted QENS intensity.

Figure 3.7: Constant energy slices of QENS spectra and fitting results of (PEA)2PbI4.

(A - C) the h̄ω integrated QENS data, S(Q), over three different energy ranges,

−0.05 < h̄ω < 0.05meV(A), 0.25 < h̄ω < 0.35meV (B), 0.95 < h̄ω < 1.05meV (C),

with five selected temperatures, 190 K, 230 K, 270 K, 290 K, 310 K (triclinic P − 1

single phase). The black dots are the measured data, and the colored solid lines are

the model-fitted QENS intensity.
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Table 3.7: Estimated relaxation times, τC4 and τC3 , and the mean squared displace-

ment for the rotations of organic molecules in (BA)2PbI4 and (PEA)2PbI4 that are

extracted from the model fitting to the QENS data

(BA)2PbI4 (PEA)2PbI4

T ( K) τC4(ps) τC3(ps) ⟨u2⟩
(
Å2
)

T ( K) τC3(ps) ⟨u2⟩
(
Å2
)

160 ∞ 342(10) 0.110(4) 170 588(90) 0.067(4)

180 ∞ 201(4) 0.108(3) 190 497(66) 0.073(4)

200 ∞ 104(2) 0.116(3) 210 408(50) 0.079(4)

220 ∞ 87(2) 0.104(3) 230 243(20) 0.087(4)

240 ∞ 70(2) 0.122(4) 250 177(12) 0.095(4)

260 ∞ 45(1) 0.156(3) 270 125(7) 0.103(3)

280 60(3) 6.8(2) 0.085(2) 290 92(5) 0.110(3)

300 25(2) 3.5(2) 0.082(3) 310 71(4) 0.118(3)

In 3D HOIPs, our previous study [141] showed that the entropy contribution

to the Gibbs free energy caused by rotations of polarized organic molecules plays

a significant role in structural phase transition. Here in these 2D HOIPs, the BA

molecule possesses larger rotational moments of inertia than the PEA molecule, which

brings it higher rotational entropy. Therefore, it is reasonable to expect that molecular

rotations would have a greater impact on the dynamics of the inorganic framework and

the dielectric environment surrounding confined excitons in (BA)2PbI4 compared to

(PEA)2PbI4. It is important to note that the elastic channel intensity (−0.05 < h̄ω <

0.05 meV ) decays much faster in Q , for (BA)2PbI4 above 180 K (Fig. 3.6(A)), while

for (PEA)2PbI4 (Fig. 3.7(A)), it do not show a significant change. This is reflected

in the lifetimes of the C3 rotational modes for both systems (Fig. 3.8). Comparing

similar temperatures, the C3 rotational modes for (BA)2PbI4 has shorter rotational

relaxation times than (PEA)2PbI4. This suggests more robust molecular rotational

motions in (BA)2PbI4. These observations imply that the rotational dynamics of

organic molecules in these 2D HOIPs could significantly influence charge dynamics

and optoelectronic performance. To demonstrate this, we compare the temperature-

dependent evolution of QENS spectra with that of PLQY, which will be discussed in

later sections.
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Figure 3.8: Estimated relaxation times (τ) for the rotations of organic molecules in

(BA)2PbI4 and (PEA)2PbI4 that are extracted from the model fitting to the QENS

data. The closed circles represent three-fold (C3) mode of the terminal NH3 and CH3

groups in BA molecule. The closed diamonds represent four-fold (C4) mode along

the crystallographic c-axis of BA molecule. The open circles represent the three-fold

(C3) mode of the terminal NH3 group in PEA molecule.

3.2.3 Vibrational Dynamics

To properly evaluate the potential influences from lattice vibrations, we need to care-

fully categorize the multiple types of phonons in these 2D HOIPs as they carry differ-

ent functionalities in optoelectronic performance. Based on their refined crystal struc-

tures, we performed DFT calculations of their phonon band structures and simulated

base temperature Inelastic Neutron Scattering (INS) spectra using OCLIMAX [142].

The simulated INS spectra of (BA)2PbI4 reproduced the observed data decently well

(Fig. 3.9 and Fig. 3.11(A)), but for (PEA)2PbI4 there are some discrepancies in the

low energy ( h̄ω < 10meV ) region (Fig. 3.10 and Fig. 3.11(B)). This could be due

to the low crystal symmetry (triclinic P1 ) of (PEA)2PbI4 with many 188 atoms in

one crystal unit cell, which brings in structural instability and makes the calculation

of low-energy acoustic and optical phonons much more challenging.

Based on the DFT calculations, we characterized the phonon modes into three

different types: inorganic phonon modes, hybrid phonon modes, and organic phonon

modes based on the vibration energy fraction (VEF) calculation. VEF determines

the fractional energy contribution of each atomic type in the unit cell, for the phonon

modes present (see Appendix B for VEF calculation details). Figures 3.9(D) and

3.10(D), show the VEF for (BA)2PbI4 and (PEA)2PbI4 respectively. The phonon
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Figure 3.9: Experimental phonon spectra and DFT calculation results of (BA)2PbI4.

(A) shows the experimental phonon spectra of (BA)2PbI4 taken at 10 K with

Ei = 10, 30, 62, 115, 712meV. The intensities of Ei = 62, 115, and 712 meV are

rescaled by 2,3 , and 12 respectively. (B) shows the simulated phonon spectra using

software OCLIMAX [142]. (C) presents the calculated phonon band structure along

high-symmetry reciprocal Q points, Γ = (0, 0, 0),X =
(
1
2
, 0, 0

)
, S =

(
1
2
, 1
2
, 0
)
,Y =(

0, 1
2
, 0
)
, Z =

(
0, 0, 1

2

)
, U =

(
1
2
, 0, 1

2

)
, R =

(
1
2
, 1
2
, 1
2

)
, and T =

(
0, 1

2
, 1
2

)
. (D) contains

the vibrational energy fractions at the Γ point for each phonon mode of (BA)2PbI4.

Here the gray, violet, cyan, brown, and pink spheres represent the energy fractions of

Pb, I,N,C, and H atoms, respectively.

modes are classified as inorganic when the majority of atomic vibrations originate

from inorganic atoms, Pb and I , with VEFPb,I > 60 ∼ 70%. Hybrid phonons

have significant contributions from both inorganic and organic atoms ( C,H,N ) with

2% < VEFPb,I < 60% and organic phonons with dominant contributions from organic

atoms with VEFPb,I < 2%. The inorganic phonons mostly reside below h̄ω < 10meV,

the hybrid phonons between 10meV < h̄ω < 35meV, and the pure organic phonons

above h̄ω >∼ 35meV. The inorganic and hybrid phonons are expected to affect the

optoelectronic properties of ionic crystals since they could change the highly polarized

ionic bonds inside the samples, which can influence the charge carrier dynamics via

Coulomb interactions. Whereas, the pure organic phonons, which involve molecular

internal vibration and covalent bond deformation, play a minor role in the opto-

electronic performance of the material as they barely show significant temperature

dependence (Fig. 3.12). For (BA)2PbI4 above 35 meV , the scattering intensity do

not show much change with temperature (Fig. 3.12(A)). (PEA)2PbI4 other than a
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Figure 3.10: Experimental phonon spectra and DFT calculation results of

(PEA)2PbI4. (A) shows the experimental phonon spectra of (PEA)2PbI4 taken at 10

K with Ei = 10, 30, 62, 115, 712meV. The intensities of Ei = 62, 115, and 712 meV are

rescaled by 2,3 , and 12 respectively. (B) shows the simulated phonon spectra using

software OCLIMAX [142]. (C) presents the calculated phonon band structure along

high-symmetry reciprocal Q points, Γ = (0, 0, 0),X =
(
1
2
, 0, 0

)
, S =

(
1
2
, 1
2
, 0
)
,Y =(

0, 1
2
, 0
)
, Z =

(
0, 0, 1

2

)
, U =

(
1
2
, 0, 1

2

)
, R =

(
1
2
, 1
2
, 1
2

)
, and T =

(
0, 1

2
, 1
2

)
. (D) contains

the vibrational energy fractions at the Γ point for each phonon mode of (PEA)2PbI4.

Here the gray, violet, cyan, brown, and pink spheres represent the energy fractions of

Pb, I,N,C, and H atoms, respectively.

shift in scattering intensity from base temperature (8 K) to higher temperatures,

which we attribute to the increased thermal population, we do not see major temper-

ature dependence above 35 meV (Fig. 3.12(B)). Therefore, we focused on evaluating

inorganic and hybrid phonons.

For a comprehensive analysis, combining neutron scattering spectra from different

incident energies is crucial to ensure a continuous dataset across all energy transfers.

This requires normalizing the measured neutron scattering intensities to absolute

units. Due to the large number of hydrogen atoms, the incoherent scattering back-

ground is prominent in both systems. Thus, we normalized the neutron scattering

using elastic incoherent scattering intensities [143] (Appendix C). After normaliza-

tion, we connected the QENS spectra collected on AMATERAS to the INS spectra

from 4SEASONS at h̄ω ∼ 2.25meV (Figure 3.13(A)(B)). To separate the rotational

intensity contributions from vibrational contributions, we applied a single Voigt func-
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tion centered at h̄ω = 0 with elastic energy resolution convoluted to represent the

molecular rotational contribution and multiple inelastic Voigt functions representing

phonon peaks to interpret the rest of INS spectra (Fig. 3.13(C-F)). Upon warming,

the phonon peaks become ill-defined and almost smear out at 300 K, which makes it

difficult to identify. By fixing the number of phonon peaks and limiting their energy

shifts, we managed to reproduce the phonon damping process (peak broadening),

although this approach posed significant challenges. In addition, in (BA)2PbI4 the

hybrid phonon intensity counter-intuitively decreased upon warming (Fig. 3.13(A)).

Figure 3.11: Q-integrated phonon spectra obtained from 4 SEASONS for

(BA)2PbI4( A) and (PEA)2PbI4 (B). The Q-integration range is selected as [1.5 −
2]Å−1 which covers dominant phonon signal for both systems.

Figure 3.12: Q-integrated phonon spectra obtained from 4 SEASONS for

(BA)2PbI4( A) and (PEA)2PbI4 (B). The Q-integration range is selected as [1.5 −
2]Å−1 which covers dominant phonon signal for both systems.
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Figure 3.13: Q-integrated phonon spectra of (BA)2PbI4 (A) and (PEA)2PbI4 (B) as

a function of temperature. The above phonon spectra is plotted after connecting the

AMATERAS and 4SEASONS data at 2.25 meV . The Q-integration range is selected

as [1.5−2]Å−1 which covers dominant phonon signal for both systems. Panel C, E and

D, F shows the rotational and vibrational contributions after fitting for (BA)2PbI4

and (PEA)2PbI4 respectively. The rotational contributions are represented as the

magenta dashed lines and the vibrational contributions as (+) dark green symbols.

To back up our analysis, we performed temperature-dependent Raman scattering

measurements on powder samples of the two materials (Fig. 3.14). In Raman scat-

tering the Raman inactive rotational modes would be ’filtered’ out, leaving the dom-

inant features arising from lattice vibrations. In other words, Raman spectroscopy

could help better analyze low energy lattice vibration spectra, which would be ’con-



37

A                                                            B  (BA)2PbI4                                                                  (PEA)2PbI4

In
te

ns
ity

 (a
. u

)

Energy (meV) Energy (meV)

Figure 3.14: Temperature dependent Raman scattering spectra of (BA)2PbI4 (A) and

(PEA)2PbI4 (B)

taminated’ in neutron scattering by the huge incoherent scattering cross section of

hydrogen atoms. On the other hand, due to the same factor, the rotational dynamics

of hydrogen-rich molecules could be well analyzed in QENS spectra. Comparing the

inelastic neutron scattering spectra to Raman spectra for similar temperatures, for

both (BA)2PbI4 (Fig. 3.14(A)) and (PEA)2PbI4 (Fig. 3.14(B)), the phonon peaks

are better defined in the Raman spectra. This is because of the difference in the scat-

tering techniques. In Raman scattering, the wavelength of the incident visible light of

785 nm is much larger than the interatomic distances. Hence the Raman scattering

can probe only the phonons with wavevectors (momentum transfers) 8× 10−4Å−1, in

other words, the Raman scattering probes phonons at Γ point ( Q = 0 ) [106], while

our neutron scattering probes the powder averaged contribution as a function of Q .

Additionally, both the inorganic and hybrid phonon intensities in the Raman spec-

tra intuitively get enhanced upon warming along with graduate peak broadening.

All these inelastic spectra will be used in later comparison with the temperature-

dependent PLQY.
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3.2.4 Photoluminescence

The photoluminescence (PL) spectra of powder samples of (BA)2PbI4 and (PEA)2PbI4

are shown in Figure 3.15 (A, B) and (E, F) respectively. At 100 K, (BA)2PbI4 showed

three emission peaks, one peak at ∼ 2.4 eV (P1BA) and two close peaks at ∼ 2.53 eV

(P2BA) and ∼ 2.55 eV (P3BA) (Fig. 3.15(C)). Literature studies intensively reported

the presence of dual-excitonic emission peak in (BA)2PbI4 [144–147]. They predict

that (BA)2PbI4 has a dual bandgap formed in the inside and the surface of the crystal

- the surface emission (∼ 2.55 eV) and interior emission (∼ 2.4 eV). Our PL emis-

sions confirm the presence of a dual band gap, except that the surface emission shows

signatures of two peaks (P3BA and P3BA) at 100 K. Up to 220 K the interior emission

peak shifts to higher energies beyond which it starts shifting to lower energies. Both

surface emission peaks shift to lower energies with an increase in temperature. We

observed a sudden drop in both interior and surface emission peak energy above 275

K . This is expected due to the structural phase transition [138,146].

(PEA)2PbI4 showed a single emission peak at low temperatures (P1PEA) which

then underwent a peak splitting above 200 K (Fig. 3.15(G)) The P1PEA shifts to

lower emission energies with an increase in temperature. At 200 K a shoulder emission

peak emerges at ∼ 2.35 eV (P2PEA), and the peak splitting becomes more prominent

above 220 K (above a minimum energy separation of 0.03 eV ) (See Appendix D for

specific temperature fitted curves for both systems). Both peaks undergo thermal

broadening upon warming (Fig. 3.15(H)). We emphasize that the emission peak

splitting becoming prominent in both systems; T150 K for (BA)2PbI4 and and T220

K for (PEA)2PbI4 occurs despite no change in crystal structure. On the other hand,

it is interesting to note that the onset of decrease in PLQY upon heating occurs

at similar temperatures for both systems. Additionally, our QENS data shows the

activation of rotational dynamics at similar critical temperatures for both systems,

which will be discussed in the following section. This suggests that molecular rotation

might affect the emission and recombination mechanisms in 2D HOIPs.
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Figure 3.15: Temperature dependent PL Spectra for (BA)2PbI4 (A, B) and

(PEA)2PbI4 (E, F). (C)(D) shows the PL emission peak position and peak width

respectively for (BA)2PbI4 based on a triple peak fitting. (G)(H) shows the PL emis-

sion peak position and peak width respectively for (PEA)2PbI4 based on single peak

fitting below 200 K and dual peak fitting from 200 K
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3.3 Discussions & Conclusions

In this work, to directly compare the temperature-dependent PLQY of (BA)2PbI4

and (PEA)2PbI4, we choose to evaluate the temperature-dependence of correspond-

ing neutron scattering and Raman scattering phonon intensities, neutron scattering

intensities from molecular rotations, and PL emission peak widths based on our pre-

vious analyses.

Figure 3.16(A)(B) presents the temperature-dependence of inorganic and hybrid

phonon intensities probed by Raman and neutron scattering. Both the Raman-probed

and neutron-probed inorganic phonons ([1.5, 4.0]meV) show consistent temperature

dependence - get enhanced monotonically upon warming, which validates our method

of separating rotational and vibrational contributions in low-energy INS spectra (Fig.

3.16(A(I)), 3.16(B(I))). Interestingly the hybrid phonons ( [12, 15]meV ) exhibit differ-

ent behaviors in Raman and neutron scattering for (BA)2PbI4, while for (PEA)2PbI4

they are consistent (Fig. 3.16(A(II)), 16((3.16(II)). Comparing the temperature de-

pendence of these phonon intensities with that of PLQY (Fig. 3.16(C)), it tends to

suggest that the inorganic and hybrid phonons do not show explicit correlations with

this characteristic optoelectronic property.

Figure 3.16(C) showcases the rotational dynamics in these two systems along with

the PLQY of their bromide equivalents. Below ∼ 140 K and ∼ 220 K, respectively,

the molecular rotations in (BA)2PbI4 and (PEA)2PbI4 are ’frozen’, manifested as

negligible QENS intensities. Upon heating above these critical temperatures up to

300 K , the rotational dynamics of BA molecules gets greatly enhanced while that

of PEA molecules gets slightly strengthened, which is inversely proportional to the

temperature dependence of PLQY for both materials. These observations indicate

that the molecular rotations in these two HOIPs have non-negligible influences on the

intrinsic optoelectronic property. Additionally, the signatures of PL emission peak

splitting becoming prominent above 150 K for (BA)2PbI4 and 220 K for (PEA)2PbI4

can also be observed as a more dynamic broadening of the emission peaks P2BA and

P2PEA (Fig. 3.16(D)) above these critical temperatures. Both P2BA and P2PEA

become shoulder peaks to the emission peaks P3BA and P1PEA respectively above

their corresponding critical temperatures. The peak splitting could be an indication of

breaking of the degeneracy of exciton binding energy levels. This could be due to some

local perturbation of the dielectric environment around the exciton. Additionally, the

dominant emission peaks (P3BA and P1PEA) shifting to lower energies with increase

in temperature might be suggesting a reduced exciton binding energy.
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Figure 3.16: (A) Temperature-dependent integrated phonon intensities from Raman

scattering for (BA)2PbI4 and (PEA)2PbI4 over the energy range of 1.5 ≤ h̄ω ≤
4.0meV (I) and over the energy range of 12 ≤ h̄ω ≤ 15meV (II) and a Q range of

1 ∼ 2.5Å−1. (B) Temperature dependent integrated phonon intensities from INS for

(BA)2PbI4 and (PEA)2PbI4 over the energy range of 1.5 ≤ h̄ω ≤ 4.0meV and over the

energy range of 12 ≤ h̄ω ≤ 15meV (II) and the same Q range. (C) Blue circles show

the rotational intensity contributions of (BA)2PbI4 and (PEA)2PbI4 from INS spec-

tra over the energy range of 1.5 ≤ h̄ω ≤ 4.0meV and same Q range. Orange squares

represent the temperature dependent PLQY of (BA)2PbBr4 and (PEA)2PbBr4 re-

ported by Ref. [33]. (D) Temperature dependent broadening PL emission peaks for

(BA)2PbI4 P2BA and (PEA)2PbI4 (P2PEA)
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But given the complex dynamics in 2D HOIPs and the discrepancies in the re-

ported and calculated exciton binding energies in these systems [64], quantifying them

will not be of interest of this research work. Thus, combined with the observations

on lattice vibrations, we could propose that: The rotational motion of polarized or-

ganic molecules works as dynamical perturbations to the inorganic framework which

fundamentally dominates the construction of electronic band structure. These per-

turbations interfere with the dielectric environment surrounding excitons, potentially

reducing the exciton binding energy or breaking the binding energy degeneracy, which

can enhance the non-radiative decay of charge carriers and, consequently, suppress

the photoluminescence quantum yield (PLQY). To confirm this hypothesis tempera-

ture dependent dielectric measurements can be done for these two systems as a next

step. More detailed investigations with single-crystals on molecular orientations could

reveal the detailed mechanism underlying this rotation-induced optoelectronic effect.

3.4 Summary

In this chapter we discussed our study in understanding the influence of structural

dynamics in two 2D HOIPs, (BA)2PbI4 and (PEA)2PbI4, on their photoluminescence

efficiency. The temperature dependent X-ray diffraction analysis indicates that the

distortion of inorganic layers is mainly associated with structural phase transition and

does not correlate explicitly with their PLQY. By using QENS and group theory we

quantitatively identified the rotational modes of different rotors in these two HOIPs.

We carefully separated the rotational intensity contributions and vibrational contribu-

tions in the total INS spectra. Complemented by Raman scattering measurements on

lattice vibrations and photoluminescence measurements on emission characteristics,

we asserted that in these two 2D HOIPs the molecular rotations have non-negligible

impacts on their intrinsic opto-electronic property (PLQY) while lattice vibrations

do not show explicit correlations. These findings could make essential contributions

to the big picture of 2D HOIPs optoelectronics and may guide the design of more

efficient light-emitting materials for advanced technological applications.
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Chapter 4

PbS Quantum Dot in CsPbBr3

Perovskite Scintillator

Lead halide perovskites (LHPs), such as CsPbBr3, have demonstrated great potential

for optoelectronic applications, including solar cells, light-emitting diodes, photode-

tectors, and scintillators [37,43,45]. These materials are industrially appealing due to

their low cost, both in terms of raw materials and manufacturing, thanks to their solu-

tion processability. Recent developments have significantly improved the performance

of semiconductor devices [25, 39]. As mentioned in Chapter 1.4, incorporating quan-

tum dots (QDs) into the perovskite active layer of solar cells, light-emitting diodes,

photodetectors, and scintillators can further enhance their performance [35, 40]. Ad-

justing the particle diameter of QDs offers an easy way to tune the band gap due to

the quantum confinement of charge carriers within the dots. In some cases, adding

QDs has been shown to increase the stability of the perovskite layer, even in humid

or high-temperature environments [148–150]. Embedded QDs can serve as bright lu-

minescent centers with tunable emission wavelengths, which are especially useful in

light-emitting diodes and scintillator applications.

A schematic of the typical emission mechanism in QD-embedded LHPs is shown

in Fig. 4.1. The LHP matrix primarily absorbs incoming X-rays. During absorption,

core electrons are excited to energies well above the bottom of the conduction band (at

293 K). As the excited electrons relax, energy is transferred through multiple electron

excitations, populating the conduction band while leaving holes in the valence band.

Eventually, the charge carriers are collected by QDs, which are chosen to have valence

and conduction bands entirely within the bandgap of the LHP. In the QDs, electrons

and holes recombine, emitting near-infrared photons. The near-IR emission from QDs

minimizes photon reabsorption by the LHP.

Our previous studies on PbS QD-doped MAPbBr3 scintillators with six different
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LHP QD
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Figure 4.1: Schematic of emission mechanism in Quantum Dot (QD) embedded Lead

Halide Perovskite (LHP) scintillator.

QD loadings (QD = 0.01%, 0.05%, 0.1%, 0.5%, 1%, 2%) showed that the scintilla-

tor is brightest (Fig. 4.2(A)) and exhibits maximum light yield (Fig. 4.2(A)) at an

intermediate QD loading of 0.1%, beyond which the light yield decreases [35]. We

hypothesize this is due to the interplay between the distance between QDs, the num-

ber of QD emission sites, and the QD reabsorption of photons. PbS QDs tend to

reabsorb the emitted low-energy photons in the infrared regime. Therefore, at lower

QD concentrations, fewer emission sites result in lower light yield and radiolumines-

cence (RL) intensity, while less reabsorption by QDs increases light yield and RL

intensity. At higher concentrations, more emission sites increase light yield and RL

intensity, but more reabsorption by QDs reduces light yield and RL intensity. This

might explain the maximum scintillator performance at intermediate QD loadings,

where the number of emission sites and reabsorption are optimally balanced.

To understand the microscopic mechanism behind the interplay of a number of

emission sites and inter-dot interactions, it is necessary to study the size and spatial

distribution of QDs in the perovskite matrix. Small-Angle Neutron Scattering (SANS)

is ideal for this purpose, as it probes distances much larger than atomic separations,

allowing us to capture signals from particles larger than 10 nm and separated by

distances greater than 20 nm. However, the large incoherent scattering background

from hydrogen interferes with detecting relevant signals. Therefore, we conducted

SANS measurements on fully inorganic PbS QD-doped CsPbBr3 with six different

QD loadings (QD = 0.01%, 0.05%, 0.1%, 0.5%, 1%, 2%) to investigate QD spatial

distribution, along with RL measurements.
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Figure 4.2: RL intensity (A) and Light Yield (B) of PbS (QD) embedded MAPbBr3

with six different QD loadings (QD = 0.01%, 0.05%, 0.1%, 0.5%, 1%, 2%).

Based on our analysis, we found that, similar to PbS-embedded MAPbBr3, PbS-

embedded CsPbBr3 exhibited maximum RL intensity at an intermediate loading of

0.5%. Additionally, from SANS, we quantified the QD spatial distribution, which

was in the same order of magnitude as the calculated values. Above 0.1%, we did

not observe a significant change in the spatial distribution; instead, it appeared to

saturate. We hypothesize that this could be due to the inhomogeneous distribution

of QDs at higher loadings, with closer QDs in some areas and farther apart QDs in

others. This uneven distribution could affect the interactions between QDs, resulting

in increased photon reabsorption and reduced RL. Our study highlights that the

optoelectronic properties of these systems are very sensitive to the synthesis methods,

which in turn affect the incorporation of QDs. We confirm that by optimizing the

separation between QDs, the scintillator performance can be significantly improved.

4.1 Experimental Details

The powder samples of PbS embedded CsPbBr3 were synthesized at the Department

of Chemical Engineering, University of Virginia, through collaboration (synthesis de-

tails provided in Appendix A). Powder X-Ray diffraction to confirm the pure phase

was performed at the Malvern PANalytical Empyrean Multipurpose X-ray Diffrac-

tometer equipped with a Cu anode in the Department of Chemistry, University of

Virginia. Radioluminescence (RL) measurements were conducted with a modified

PTI QuantaMaster 400 spectrofluorometer with a model R2658 Visible PMT detec-

tor and a Model H10330-75 PMT NIR detector. The X-ray source is a Moxtek 60
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kV, 12 W MagPro with a Cr target operated at 40 kV and 300 µA. A BaSO4 coated

integrating sphere housed the sample for measurement, and the sample holder was

aligned by maximizing the signal of a lab standard scintillator. SANS measurements

were performed using the 40 m SANS at HANARO, Republic of Korea. All samples

were in powder form and thus measured in a titanium cell at room temperature. The

configurations covered the Q range of 0.0008 Å
−1

< Q < 0.5370 Å
−1

for all samples,

such that the scattering vector, Q, is defined by Q = 4π
λ
sin
(
θ
2

)
. Here, θ and λ are the

scattering angle and wavelength, respectively, with λ = 7.49 Å. To cover the entire Q

range, the scattering intensities measured under three different SANS configurations

(sample to detector distances of 19.8 m, 4.7 m, and 1.16 m) were overlapped. To

measure the data in the low Q regions near 0.0008 Å
−1

at 19.8 m, a lens was used to

refocus the neutron beam. Collected 2D images were converted and reduced to a 1D

plot for sample analysis.

4.2 Results and Analysis

4.2.1 X-Ray Diffraction

Figure 4.3: Powder X-Ray Diffraction patterns of PbS embedded and not embedded

CsPbBr3 compared to the ICSD standard.

The room temperature powder X-Ray Diffraction patterns for CsPbBr3 and PbS
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embedded CsPbBr3, compared to an ICSD standard shown in Fig. 4.3 The syn-

thesized samples crystallize in the expected orthorhombic phase with a space group

Pnma. Signatures from PbS are not expected to be visible in the XRD pattern due to

a combination of both low phase percentage and peak broadness associated with its

nanoscale domains. The RL and SANS measurement results for these phase-confirmed

samples will be presented in the next section.

4.2.2 Radioluminescence Measurements

When X-Ray is incident on the PbS embedded CsPbBr3, they emit radiation in the

near-infrared range, indicating transfer of energy from CsPbBr3 to PbS QD. In the

previous studies of PbS embedded MAPbBr3, the RL peak position was previously

shown to be dependent on the QD loading percentage ranging from a redshift, relative

to the 830 nm excited oleate QD PL, of 63 meV at 1 wt% PbS loading to a blue shift

of 34 meV at 0.01 wt% loading [35]. Similarly, in PbS embedded CsPbBr3 (Fig.

4.4(A)), a redshift up to 63 meV at 2 wt% PbS and a blueshifts down to 123 meV at

0.05 wt% PbS is observed.
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Figure 4.4: RL intensity (A) and RL integrated intensity (B) of PbS embedded

CsPbBr3.

It is interesting to note the integrated RL intensity (Fig. 4.4(B)), which gives an

indication of luminescence or brightness (count of emitted photons), increases from

0.01 wt% up to 0.5 wt% after which it starts to decrease. This is similar to the pre-

vious observation made on PbS embedded MAPbBr3 where maximum RL intensity

is observed at an intermediate QD loading (0.1 wt%), after which it decreases. This

could be due to the interplay of a decrease in spatial separation between QDs, result-

ing in the reabsorption of emitted photons, and an increase in the number of QDs,
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resulting in increased emission sites. The trade-off between these two processes could

result in an optimal value at which the scintillator brightness is the maximum. The

details of how these QDs are distributed in the perovskite matrix will be discussed in

the next section.

4.2.3 Spatial Distribution of Quantum Dots from SANS

We performed SANS on the parent system CsPbBr3 and six different PbS QD loadings

on CsPbBr3. The raw SANS data (Fig. 4.5) can be divided into three regions: Region

I corresponds to length scales greater than 20 nm, Region II spans between 1 nm and

20 nm, and Region III covers scales below 1 nm. Region III typically corresponds

to the length scale probed by neutron diffraction and inelastic neutron scattering,

where one can investigate atomic-scale features like the unit cell and scattering from

different lattice planes. This region is generally not resolvable in a SANS experiment,

as the incident neutron wavelength is designed to probe larger real-space distances

between particles.

I                 II                III

CsPbBr3 - PbS

Figure 4.5: SANS measurements of PbS embedded CsPbBr3 with six different QD

loadings (QD = 0.01%, 0.05%, 0.1%, 0.5%, 1%, 2%). Each measurement was offset

from the lower concentration measurement by a factor of 10.

In reciprocal space, Q = 2π
d
, where d is the characteristic length scale. For large

distances in the system and with a large detector-to-sample distance, the small-angle

approximation Q ∼ 1
d
holds. We focus on analyzing Regions I and II based on the
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small angle approximation. Region II exhibits a logarithmic slope scaling with Q−4,

which results from scattering off macroscopic particles or perovskite domains. In

Region I, the slope decreases, which is believed to be due to scattering from the

embedded PbS QDs, which varies depending on the PbS concentration. To better

observe the changes in Region I, we plot its derivative.

Linear fit in the Q range
[0.001 0.005] Å-1

Q position from where 
the spectra deviates from 
linear curve

x 10-3

Figure 4.6: First derivative of the intensity of SANS spectra with respect to Q for

various QD loadings on CsPbBr3. The blue line represents a linear fit in the Q range

[0.001, 0.005] Å
−1
. The green dashed line represents the point in Q (QC) from which

the spectra deviate from the linear fit.

From the derivative plot (Fig. 4.6), we observe that when no QDs are present, the

curve appears linear. However, upon introducing QDs (QD 0.1 wt%), a plateau-like

region emerges, deviating from the linear trend. By performing a linear fit, we identify

a crossover point, Qc, which marks the point where the scattering intensity deviates

from the linear curve. By taking the reciprocal of Qc we obtain the real space distance

corresponding to the crossover region. Figure 4.7 presents a comparative analysis of

1/Qc with the calculated inter-QD distance∗ based on a uniformly distributed array

of 3.1 nm PbS QDs in a CsPbBr3 matrix using bulk densities to convert from a wt%

to a volume% (Appendix E). Upon comparing the calculated distance between QDs

and the inverse of Qc obtained from the experimental analysis, we observe that both

∗The calculations of inter-QD distance was performed in collaboration with Dr. Grayson C

Johnson from the department of Chemical Engineering.
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these values are of the same order, varying between 10 nm and 90 nm. Both 1/Qc and

calculated distance between QDs gradually decrease with an increase in QD loading

percentages, with no huge change above 0.5%. That these values are not significantly

reduced suggests against PbS particle aggregation in the matrix. Our analysis on

PbS loaded CsPbBr3 systems concludes that SANS measurement could provide an

estimation of the distance between QDs and, thus, how QDs are distributed in the

perovskite matrix.

QD (%)

Av
er

ag
e 

Pa
rt

ic
le

 D
is

ta
nc

e 
(1

/Q
c)

(n
m

)

Figure 4.7: Comparison of the calculated average particle distance assuming an

isotropic distribution of particles to the average particle distance determined from

the SANS data.

4.3 Discussions & Conclusions

The experimentally determined average particle distance tends to saturate at PbS

concentrations above 0.5%. The calculated values for QD separation were obtained,

assuming a uniform distribution of QDs within the perovskite matrix. Therefore, the

deviation observed in the experimental average particle distance at higher loadings

likely suggests an inhomogeneous distribution of PbS QDs, with some QDs positioned

closer together while others are farther apart. This inhomogeneous distribution could

also explain the decrease in radioluminescence intensity observed beyond 0.5%. The

proximity of certain QDs may lead to photon reabsorption, while the increased num-

ber of QDs still allows for sufficient emission.
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Our previous study on Yb-doped CsPbCl3 revealed an inhomogeneous distribu-

tion of Yb within the perovskite matrix, as demonstrated by Scanning Electron

Microscopy coupled with Energy Dispersive X-ray Spectroscopy (SEM-EDS) map-

ping. It would be valuable to perform a similar SEM-EDS mapping analysis on

PbS-embedded CsPbCl3 to confirm the spatial distribution of the QDs. Future work

should focus on optimizing the synthesis method to achieve a more homogeneous

incorporation of PbS into the perovskite matrix.

This study highlights that the light yield and scintillator brightness are very sen-

sitive to the spatial distribution of QDs. Controlling the QD distribution to achieve a

homogeneous or inhomogeneous arrangement could result in a wide range of scintil-

lator materials, with performance tailored to meet specific application requirements.

4.4 Summary

In this chapter, we discussed our work on fully inorganic PbS quantum dot (QD) em-

bedded CsPbBr3 perovskite scintillators. X-ray diffraction confirmed that the sample

crystallized in the orthorhombic phase as expected. Using Small Angle Neutron Scat-

tering (SANS), we quantified the spatial distribution of QDs within the perovskite

matrix and proposed a possible mechanism for how it affects the radioluminescence

emission intensity. Our findings suggest that controlling the spatial distribution of

QDs offers a way to tune the scintillation properties of materials.
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Chapter 5

Lattice Dynamics of 3D HOIP

Single Crystals

Metal Halide Perovskites have achieved striking success as low-cost photovoltaic [7,8]

and light-emitting device materials [10, 11]. Among them, MAPbBr3 and FAPbBr3

are two widely studied 3D Hybrid Organic-Inorganic Perovskites (HOIP) due to their

highly dynamic nature, resulting from strong structural disorder, reorientation of the

organic molecules, polaron formation from the rotation of organic molecules and op-

tical phonons, and diffusion of organic cations and halide ions [79, 151, 152]. Due to

these phenomena, efforts to explain the optoelectronic properties of these materials

based on their long-range structure alone fall short. Therefore, it is crucial to focus

on short-range order interactions that have been shown to significantly affect their

physical properties. For example, previous studies have shown that in MAPbBr3, as

the system transitions from a state of lower rotational entropy of organic molecules to

a state of higher rotational entropy, the lifetime of the charge carrier increases [127].

Additionally, polaron formation due to interactions between charge carriers and opti-

cal phonons has shown to prolong the charge carrier lifetime by shielding the carriers

from defects and phonon scattering [89]. Another critical factor influencing charge

carrier lifetime is acoustic phonon scattering. The ”melting” of acoustic phonons at

higher temperatures has shown to enhance charge carrier lifetimes by minimizing en-

ergy loss through acoustic phonon scattering [90]. Thus, the properties of MHPs can

be fine-tuned based on the interplay between phonon dynamics, polaron formation,

and structural reorientation under external factors such as temperature, pressure, and

doping.

A recent study of inelastic neutron scattering on the purely inorganic CsPbBr3

revealed the overdamping of transverse acoustic (TA) phonons along the path Γ−M−
R−Γ in both tetragonal and cubic phases (Fig. 5.1) [95]. The low-energy modes along



53

Figure 5.1: Acoustic phonons of CsPbBr3 along the Γ–M–R–Γ direction in the three

structural phases, i.e. orthorhombic (T < 361 K), tetragonal (361 K < T < 400 K),

and cubic phase (T > 400 K) observed from inelastic neutron scattering. The figure

is extracted from Ref [95], measured at CNCS (Cold Neutron Chopper Spectrometer)

at Oak Ridge National Lab.

this direction were dominated by Br-Br motions. If phonon overdamping leads to ex-

cessive lattice disorder, such as increased halide ion diffusion or dynamic structural

instabilities, it can introduce defects or scattering centers that promote non-radiative

recombination. Specifically, the anharmonic Br-Br motion from phonon overdamping

along the M-R direction in CsPbBr3 induces local lattice disorder, which facilitates

the loss of charge carrier energy through electron-phonon scattering, thereby reducing

charge carrier lifetime. This local disorder is particularly detrimental to device perfor-

mance. Additionally, halide ion diffusion contributes to structural instability, further

undermining the long-term stability of the devices [153]. As MAPbX3 (X=Cl,Br,I)

continues its journey towards commercial solar applications, particularly in tandem

solar cells, it is crucial to understand how phonon dynamics evolve along specific

crystallographic directions. This understanding will help us fine-tune the material’s

properties to minimize detrimental effects on device performance, such as increased

non-radiative recombination or instability.

In this project, we performed temperature-dependent and orientation-dependent

X-Ray diffuse scattering (XDS) and inelastic neutron scattering (INS) on a single

crystal of MAPbBr3 to study the behavior of low-energy phonons in the orthorhom-

bic, tetragonal, and cubic phases. Based on our measurements, we found phonon

overdamping in the M-R direction, similar to what was reported for CsPbBr3. Ad-

ditionally, we observed diffuse signals along the X-M direction in all three structural

phases, likely arising from transverse acoustic phonons in the Γ-X-M-Γ direction as

observed from INS. Similar to the observations made on MAPbI3 by Chen et al [127]

we observe MAPbBr3 transitioning from lower molecular rotational entropy to higher
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molecular rotational entropy during structural change from orthorhombic to tetrago-

nal and cubic phase. Diffuse signal from these rotational modes cannot be observed

in XDS, as it is not sensitive to lighter atoms like H, C and N, but visible in INS

in the quasi-elastic region. Based on density functional theory (DFT) calculations

of these materials from the literature [94], these low-energy acoustic phonons pri-

marily involve vibrations of the inorganic layers, particularly Br-Br motions. But

in contrast to the completely inorganic CsPbBr3, the phonon overdamping in the

M-R and X-M direction might have indirect influence from molecular rotation and

organic cation diffusion. This was evident from the increased neutron incoherent

scattering background in the tetragonal and cubic phases. Our study suggest that

for 3D HOIPs understanding the interplay of ion diffusion, molecular rotation and

phonon vibrations are important to understand the possible effects on charge carrier

lifetime. Minimizing the impact of ion diffusion and enhancing polaron formation

from molecular rotation is essential for improving the performance and stability. Our

study highlights the importance of understanding various atomic motions in HOIPs

to optimize their performance in photovoltaic and light-emitting devices.

5.1 Experimental Details

The single crystals of MAPbBr3 were synthesized in-house at the Department of

Physics, University of Virginia (synthesis details provided in Appendix A). X-Ray

diffuse scattering (XDS) measurements were performed at beamline BL02B1 [154]

with an incident energy of 40 keV at SPring-8 (Super Photon Ring, 8 GeV), Japan,

with an instrument resolution of ∼ 0.02, Å. The collected XDS data were analyzed

using the software CrysAlisPro [155]. Inelastic neutron scattering (INS) was carried

out using the Cold Neutron Chopper Spectrometer (CNCS) at Oak Ridge National

Laboratory [156], with an incident energy of 6.95 meV and an energy resolution of

0.25 meV. The collected INS data was processed using the software Shiver [157] and

Mantid [158].

5.2 Results and Analysis

5.2.1 Phonon dynamics from X-Ray Diffuse Scattering

As mentioned in Chapter 2.1.4, when a system contains local disorder or thermal

vibrations (phonons), the X-ray diffuse scattering (XDS) will exhibit diffuse intensities

away from the Bragg peaks. These patterns can appear as continuous streaks or
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scattering rods. To investigate the phonon dynamics across different structural phases

of MAPbBr3, we performed XDS at three temperatures corresponding to its phases:

100 K for orthorhombic (T < 145 K), 200 K for tetragonal (145 < T < 210 K), and

300 K for cubic (T > 210 K).

If the Brillouin zone (BZ) center point, Γ has a wavevector Q = (H,K,L), the X

point is at Q = (H + 0.5, K, L), the M point is at Q = (H + 0.5, K + 0.5, L), and

the R point is at Q = (H +0.5, K +0.5, L+0.5). A schematic of the high-symmetry

directions in a typical cubic structure is shown in Fig. 5.2.

M = (0,0.5,0.5)

X = (0,1,0.5)

ℾ = (0,0,0)

X = (0,0,0.5)

X = (0.5,0,0)

X = (0,0.5,0)

M = (0.5,0,0.5)

R = (0.5,0.5,0.5)

M = (0.5,1,0.5)

X = (1,0,0.5)

ℾ = (1,0,0)

R = (1.5,0.5,0.5)

x

z
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M = (1,0.5,0.5)

X = (0.5,1,0)ℾ = (0,1,0) ℾ = (1,1,0)
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M = (0.5,0.5,0)

Figure 5.2: High-symmetry points in a simple cubic Brillouin Zone (BZ).

Since it is challenging to visualize the thermal diffuse patterns for (H,K,L) =

(H,K, 0) due to the presence of strong Bragg scattering, we focus on (H,K,L) =

(H,K, 0.5) (Fig. 5.3). We observe diffuse patterns or cylindrical rods along the M-R

direction for both the tetragonal and cubic phases and not in the orthorhombic phase

(red dashed lines in Fig. 5.3 (D, E, F)). This is similar to the previous observations

made for CsPbBr3 [95], which is shown in Fig. 5.3(A, B, C). Additionally, the R point

becomes a Bragg peak in the tetragonal and orthorhombic phases. Many superlattice

peaks emerge during the tetragonal to orthorhombic phase transition, which was

unexpected. This could be due to lattice distortion associated with rapid cooling of
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Figure 5.3: Temperature dependent X-Ray diffuse scattering of CsPbBr3 (A, B, C)

extracted from literature [95]∗ and MAPbBr3 (D, E, F) (our work) in the L=0.5 plane.

The white dashed line represents the X-M direction along Q=(H, 4, 0.5), and the red

dashed lines represent the M-R direction along Q=(-1.5, K, 0.5).
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Figure 5.4: Temperature dependent X-Ray diffuse scattering of MAPbBr3 along the

M-R direction (Q=(H, 0.5, 1.5)).

the samples, which results in incommensurate modulation of the lattice. A depiction

∗T. Lanigan-Atkins et al.,Nature Materials, vol. 20, no. 7, pp. 977–983, 2021.
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of the emergence of these superlattice peaks at the orthorhombic phase along the

M-R direction is shown in Fig. 5.4. All M points ((H, 0.5, 1.5), for integer H) show

a similar trend with temperature in the cubic and tetragonal phases. In contrast the

orthorhombic phase shows different behavior at different M points. The scattered

intensity at the M point is narrow at (-3, 0.5, 1.5), compared to the tetragonal phase,

whereas at (-4, 0.5, 1.5), it is broader, similar to the higher temperature phases.

Thus, a quantified spectral broadening from phonons will be more reliable in the

tetragonal and cubic phases. In addition to the diffuse rods in the M-R direction,

we also observed diffuse rods along the X-M direction for all three structural phases

(white dashed lines in Fig. 5.3 (D, E, F)) similar to the previous observations made

for CsPbBr3 [95] (Fig. 5.3 (A, B, C)).
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Figure 5.5: Temperature dependent X-Ray diffuse scattering of MAPbBr3 at (A)

R point, (B) M point and (C) X point along with their HWHM and Lorentzian

broadening (γ) obtained from Voigt fit in D, E and F respectively.

To see how the diffuse signal changes with temperature, we performed a Voigt fit,

convoluting the Lorentzian function based on Ornstein-Zernike theory, as mentioned

in Chapter 2.1.4, with a Gaussian function representing the instrument resolution

(see Appendix F for various temperature fitted curves). A sudden discontinuous

jump towards reduced spectral broadening is observed at the R point (Fig. 5.5(A))

as the system transitions from the cubic to the tetragonal phase. This occurs because

the R point becomes the Γ point in the tetragonal phase, thus producing Bragg

scattering. Furthermore, the point R is also a Γ point in the orthorhombic phase.
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Thus, at the orthorhombic and tetragonal phase, the Gaussian function (instrumental

resolution function) was enough to explain the spectral shape and spectral width

(HWHM), resulting in a negligible Lorentzian broadening (γ) (Fig. 5.5(D)). But as

the system transitions to the cubic phase, the R point becomes diffuse rods, and thus

γ contributes significantly to the HWHM.

A perfect crystal with no local lattice disorder or phonon overdamping should not

result in any scattered intensity in the M and X points as these are not Γ points.

However, we observe diffuse intensities at both the M and X points, suggesting a

local disorder, which might be coming from phonons. The HWHM shows significant

contributions from the Lorentzian part γ for both M and X points (Fig. 5.5(E)(F)).

The diffuse signal is stronger at the M point for the cubic phase in the M-R direction

(Fig. 5.5 (B)), while the X point shows diffuse intensity in all three phases, with a

broader diffuse signal in the tetragonal and cubic phases (Fig. 5.5 (C)). This suggest

the presence of phonon overdamping in the X-M direction at both tetragonal and

cubic phases, and phonon overdamping in the M-R direction in the cubic phase.

It is important to note that γ does not vary much from the orthorhombic phase

to the tetragonal phase at the M point, suggesting the non-reliable fitting of the

orthorhombic phase due to the superlattice peaks.

Based on the γ values extracted from the fit, we plot its reciprocal, which is the

correlation length (ξ) (Fig. 5.6). As mentioned, the ξ obtained in the orthorhombic

T(K)

ξ
= 
𝟏/
𝜸

(Å
) X

M
R

Figure 5.6: Correlation length (ξ) from X-Ray diffuse scattering of MAPbBr3 at X

(blue triangles), M (orange squares) and R (magenta circles) points.

phase might not be exact due to superlattice peaks. The correlation length obtained
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for R points at 300 K (13(1) Å) and M points at 300 K (6(2) Å) and 200 K (10(2)

Å) are close to the reported correlation length of 19(2) Å for R points and 10(2) Å

for M points in the literature for the same system at 250 K [94]. Interestingly the

correlation length for X points lies approximately in the same range as M.

From XDS measurements, we found scattering rods across the M-R direction in

the cubic phase and in the X-M direction in all three structural phases with much

broader diffuse signals in the tetragonal and cubic phase. To understand what types

of phonon could be causing these diffuse signals, we analyzed the inelastic neutron

scattering (INS) data, which will be discussed in the next section.

5.2.2 Phonon and Rotational Dynamics from Inelastic Neu-

tron Scattering

We performed INS on two aligned single crystals of MAPbBr3, each with approximate

dimensions of 0.5×0.5×0.2cm3. Unlike X-ray scattering, which typically requires

crystals of sizes less than 0.1×0.1×0.1cm3, neutron scattering requires a comparably

larger size and amount of sample due to the lower scattering cross section of neutrons.

We used an incident energy of 6.95 meV to analyze the low-energy phonons.

We carefully looked into the BZ directions Γ-X-M-Γ (Fig. 5.7) and the M-R directions

(Fig. 5.8). The Γ-X path corresponds to [H, 2, 0] for −0.5 < H < 0, X-M path

corresponds to [-0.5, 2.0, H] for 0 < H < 0.5 and Γ-M path corresponds to [-H, 2,

H] for 0 < H < 0.5. The M-R path corresponds to [-0.5, K, 0.5] for 1.5 < K < 2.

Since the transverse acoustic (TA) phonons in the completely inorganic CsPbBr3

underwent overdamping during structural phase transitions [95], here we are trying

to probe similar effects in MAPbBr3. Thus, all the BZ paths were chosen so that we

could investigate the phonons in the transverse direction.

TA phonons between 2 meV and 5 meV along Γ -X and Γ -M have been identified

and analyzed in many neutron and X-ray scattering studies on MAPbX3 (X=Br, I,

Cl), and our study confirmed the same [54,94,159–161]. Acoustic phonons (in phase

atomic vibrations) tend to follow a linear dispersion at small wavevectors (k) following

the relation ω ∝ k starting from the Γ point [162]. They tend to flatten out as they

approach the zone boundaries (X and M points with higher values of k). We identify

these low-energy TA phonons at ∼ 3 meV at X and M points to extend towards each

other in the X-M direction.

Optical phonons differ from acoustic phonons because they have a non-zero energy

at the Γ point. We observe a weak branch of the phonon at ∼ 4.9 meV in the X-

M direction, and based on how it extends to the M-Γ direction, we identify it as
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Figure 5.7: Temperature dependent INS spectra of MAPbBr3 along the BZ direction

Γ-X-M-Γ: cubic phase (A) (T = 300 K), tetragonal (B) (T = 200 K), and orthorhom-

bic (C) (T = 80 K). The Γ-X path corresponds to [H, 2, 0] for −0.5 < H < 0, X-M

path corresponds to [-0.5, 2, H] for 0 < H < 0.5 and Γ-M path corresponds to [-H, 2,

H] for 0 < H < 0.5.

a Transverse Optical (TO) phonon. The weak intensities of this phonon branch,

along with the strong incoherent scattering background from hydrogen, make their

quantitative analysis difficult [126,127].

The phonon signals are also weak along the M-R direction. Based on previous

literature studies [95, 163, 164], we expected TA phonons in the M-R direction in

the tetragonal and orthorhombic phases (since the R points become a Γ point), and

overdamped phonon signals in the cubic phase. However, apart from the acoustic

phonons at the M point, we do not see any apparent phonon intensities towards

the R point. Compared to the visible and robust acoustic phonon signals in the X-M

direction, the M-R direction might have a feeble, low-energy signal as we move toward

R. The possibility of a low intense phonon signal in the M-R direction, along with

the strong neutron-incoherent scattering background of hydrogen, might be limiting

their clear capture.

Studies on MAPbI3 have shown that when the system transitions from orthorhom-
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Figure 5.8: Temperature dependent INS spectra of MAPbBr3 along the BZ direction

M-R: orthorhombic (A) (T = 80 K), tetragonal (B) (T = 200 K), and cubic phase

(C) (T = 300 K). The M-R path corresponds to [-0.5, K, 0.5] for 1.5 < K < 2. All

the BZ paths are chosen so that we can measure the transverse acoustic or optical

phonons.

bic to tetragonal and cubic phase, additional rotational modes on the organic molecule

get activated, thus increasing the incoherent scattering background [127]. Rotations

manifest themselves as diffusion of the elastic channel intensity in the low-energy in-

elastic region [102]. A more dynamic rotation increases the diffusion, thus broadening

the elastic channel intensity. Therefore, it is essential to study the quasi-elastic region

([0.3, 1] meV) of the INS data for the bromide equivalent of MAPbI3.

To understand how the phonon and rotational dynamics vary with temperature

along the X-M and M-R direction, we performed Voigt fit at the X, M, and R points.

These points were selected for the convenience of a future comparison with the results

from XDS measurements (Refer Appendix G for various temperature fitted curves).

As mentioned, the Voigt function is the convolution of the Gaussian (instrument

resolution) and the Lorentzian function (spectral broadening). We perform Q (mo-

mentum space) cuts to isolate the X, M, and R points and quantify how the phonon

spectrum with respect to energy varies with temperature. Based on the uncertainity

principle, the lifetime for a phonon centered around its normal mode energy can be

calculated using the relation h̄/γ, where γ is the lorentzian width. Similarly, the av-

erage lifetime of molecular rotation can be calculated from the γ obtained by fitting

the quasi-elastic region using a voigt function centered around zero energy.

Similar to our observations from XDS, the R point becomes a Γ point in the

tetragonal and orthorhombic phase (Fig. 5.9(A)). Thus, the instrument resolution

function could explain the spectral shape well. Although we expected a significant
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Figure 5.9: Panel A, B and C represent the scattered intensity (S(h̄ω)) for R, M

and X points respectively. These points were selected for the convenience of a future

comparison with the results from XDS measurements. The chosen Q integration range

was K=[1.4, 1.6] Å−1 in the path [-0.5, K, 0.5] for R point, H=[-0.55, -0.45] Å−1 in

the path [H, 2, 0.5] for M point and H=[-0.05, 0.05] Å−1 in the path [H, 2, 0.5] for X

point. The blue # symbol represent the phonon peak and black # symbol represent

the rotational intensity in the quasi-elastic region. Panels C, D and E represent the

obtained lifetime for phonons (τrot, blue circles) and molecular rotations (τrot, black

squares) in the R, M and X points respectively based on Voigt fit. Refer Appendix G

for various temperature fitted curves. We are only plotting the lifetime of molecular

rotations in the cubic phase for R point (D), as it is a Γ point in the tetragonal and

cubic phase resulting in bragg scattering. Furthermore any phonons present are very

weak making it non-resolvable. To showcase how the R point elastic channel intensity

broadens when system transitions to cubic phase we plot the inverse of HWHM which

has only contributions from the instrument resolution at the low temperature phases.

broadening of the elastic channel intensity in the tetragonal phase due to rotational

dynamics, the strong Bragg scattering at the R point made it appear less promi-

nent. However, we observed significant contributions from rotational dynamics in the

quasi-elastic region for the R point at the cubic phase and the M (Fig. 5.9(B)) and

X point (Fig. 5.9(C)) at the tetragonal and cubic phase. The average lifetime of

molecular rotations (τrot) in the tetragonal and cubic phase at the X and M points is

approximately 0.5 ps, indicating both strong rotational dynamics and organic cation

diffusion. τrot observed for the R point in the cubic phase is approximately 3 ps.
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Based on a previous study [127], we expected an average lifetime of less than 1 ps for

rotational modes. Therefore, we suggest that some weak, broad energy phonons could

be present at the R point, which is not resolvable from our INS measurements. This

could result in an over-fitting of the molecular rotations in the quasi-elastic region for

the R point, thus showing an average rotational lifetime higher than X and M points.

It is important to note that we are not expecting the molecular rotation, which is

incoherent, to change with different BZ directions.

Acoustic phonons at X and M points tend to have a shorter phonon lifetime (τvib)

in the tetragonal and cubic phases compared to the orthorhombic phase. An increased

phonon occupation upon warming can increase the phonon-phonon scattering process,

leading to an enhanced anharmonic reaction. This, in turn, results in faster energy

dissipation and reduced phonon lifetime. However, rather than a continuous decrease

in phonon lifetime throughout warming, the phonon lifetime from our experiment

shows similar values in the tetragonal and cubic phases and a sudden increase in the

orthorhombic phase. This might suggest TA phonon overdamping in the tetragonal

and cubic phases. A comparison of how TA phonons contribute to the diffuse signals

observed in XDS is necessary to complete the bigger picture of the phonon dynamics

in MAPbBr3 and how it can be detrimental to the performance of these materials in

functional devices.

5.2.3 Discussions & Conclusions

In this work, to compare the temperature dependence of the phonons, we choose to

evaluate the correlation length from XDS and the lifetime of the phonon from INS

(Table. 5.1). The correlation length from XDS will give an idea of the nature of

the interaction, whether long-range or short-range, and how spatially correlated the

interactions are. If the phonon interactions are long-range and correlated over large

distances, we expect the phonon to dissipate its energy slowly and thus increase the

phonon lifetime. If the phonon gets overdamped in specific directions, resulting in

local disorder in the system, the interactions will be short-range and correlated over

short distances, thus quicker dissipation of energy and reduced phonon lifetime. Due

to the superlattice peaks in the orthorhombic phase, we compare the phonon lifetime

and correlation length in the tetragonal and cubic phases.

For both X and M points, the phonon lifetimes did not show much variation as the

system transitioned from tetragonal to cubic phase; similarly, the correlation length

obtained from the XDS diffuse rods did not show significant change. Interestingly,

our work also shows that the X point behaves similarly to the M point. This indicates

that the diffuse rods observed in the X and M points from XDS correspond to the
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Table 5.1: Correlation length (ξ) measured from XDS and phonon (τvib) and moleular

rotation (τrot) lifetime measured from INS of MAPbBr3 at selected BZ edges for the

different structural phases.

T(K) ε = 1/γ (Å) τvib (ps) τrot (ps)

Diffuse Rods Phonons Molecular Rotation

X M X M X M R

100 - - 5(2) 7(1) 36(5) 59(4) -

200 8(1) 10(2) 2(1) 2(1) 0.6(1) 0.7(1) -

300 8(1) 6(1) 2(1) 2(1) 0.5(1) 0.5(1) 3.1(4)

TA phonons in the X-M direction as observed from INS. Additionally, as previously

observed from Fig. 5.6, the diffuse rods at R point have a larger spatial correlation

in the cubic phase than those at M and X points. The correlation length from XDS

corresponds to the correlation in the PbBr3 as signals from lighter atoms like C, N,

and H are significantly weak. Instead, INS is very sensitive to H; hence, the molecular

rotations could dramatically affect the observation of low-energy phonons. Molecular

rotations tend to be more dynamic at cubic and tetragonal phases, evident from their

lower lifetime compared to the phonon lifetime. Based on previous work from our

group, we are expecting two intrinsic rotational modes for MAPbBr3: a C3 mode

of the NH3 and CH3 groups in MA molecule at all the three structural phases and

a C4 mode of the entire MA molecule about the crystallographic c-axis which gets

activated only at the tetragonal phase.

Based on DFT calculations performed in literature studies [94,95,163], we identify

the overdamping of TA phonons found at M point likely arising from the Br-Br mo-

tions and in-plane octahedral tilting. It is important to note that the M point showed

only slight variation in the diffuse rod intensity, correlation length, and phonon life-

time on cubic to tetragonal phase transition. Therefore, the TA phonon at the M

point appears to be related to the tetragonal to the orthorhombic phase transition.

In contrast, in completely inorganic CsPbCl3 [165], the TA phonon condensation at

the M point is associated with the cubic to the tetragonal phase transition. The

overdamping of phonons along the X-M direction is so far less explored in the liter-

ature. Although the low-energy phonons in these materials are primarily dominated

by the inorganic layer, as a next step, it is essential to understand what exact atomic

motion corresponds to the overdamping of acoustic phonons in the X-M direction.

Unlike in CsPbBr3 [95], in MAPbBr3, in addition to Br-Br ion diffusions and inplane

octahedral tilting, organic cation diffusion and off-centering might also contribute to
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the overall behavior of low-energy phonons. Hence, the TA phonon overdamping in

the X-M direction could also be an indirect effect of the molecular rotations. Due to

the feeble almost nonresolvable phonon signals in the M-R direction we were not able

to see phonon overdamping from INS, but the diffuse rods from XDS confirmed the

presence of the same.

The halide ion diffusion and organic cation diffusion can have detrimental effects

on the charge carrier lifetime of these systems by reducing the stability and incorpo-

rating defects. However, polaron formation from molecular rotation can enhance the

charge carrier lifetime in these systems through dielectric screening. Thus, a closer

inspection of the interplay of polaron formation, inorganic layer tilting, and ion dif-

fusions on the charge carrier lifetime of HOIPs is necessary. Nevertheless, our study

highlights the presence of molecular rotation and phonon overdamping along specific

BZ directions in a 3D HOIP. Quantifying these rotational and phonon dynamics is

necessary to understand their possible impact on the optoelectronic properties.

5.2.4 Summary

This chapter discussed our work on the structural dynamics of 3D HOIPs along

different BZ directions for various structural phases. From a comparative study of X-

Ray Diffuse Scattering and Inelastic Neutron Scattering, we identified and analyzed

phonon overdamping along the X-M and M-R directions. Additionally, we observed

enhanced rotational dynamics as the system transitioned from the orthorhombic to

the tetragonal phases. Our findings suggest that the overall behavior of phonons in

HOIPs can have an indirect influence from halide anions and organic cation diffusion,

and molecular rotations. Thus, understanding the interplay of various types of atomic

motions is necessary to understand its possible effect on optoelectronic properties.
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Chapter 6

General Conclusion

In this thesis, we discussed the potential of Metal Halide Perovskites (MHPs) for

Photovoltaic (PV) and Light-Emitting Device (LED) applications. A wide variety

of MHPs can be generated, including fully inorganic perovskites and hybrid organic-

inorganic perovskites (HOIPs). The highly dynamic nature of these systems stems

from structural reorientations, phonon overdamping, molecular rotations, ion diffu-

sion, and cation off-centering. The interplay of these interactions can be beneficial

or detrimental to their performance depending upon the type of materials present,

temperature, pressure, and doping. Much research focuses on their surface morphol-

ogy, defects, recombination mechanism, etc. However, understanding the microscopic

details of various structural dynamics is still incomplete. For a better picture of

the MHPs, we used neutron and X-ray scattering techniques as a major tool, along

with Raman scattering, photoluminescence, and radioluminescence measurements for

confirmative and optoelectronic property studies under various temperatures and dop-

ings.

Firstly, we reported a comparative study on two 2D HOIPs, (BA)2PbI4 and

(PEA)2PbI4. The study aimed to understand how molecular rotations and lattice

vibrations can affect the recombination mechanism in these systems. We used inelas-

tic neutron scattering to probe the phonon dynamics along with Raman scattering

for comparative analysis, quasi-elastic neutron scattering to understand the rotational

dynamics, and photoluminescence measurements to understand the possible effects of

phonon and molecular rotations on the recombination mechanism. Based on our anal-

ysis, we suggested that in these two 2D HOIPs, increasing temperature activates and

enhances the rotational motion of polarized organic molecules and is inversely corre-

lated to their non-radiative recombination rate. In contrast, the lattice vibrations did

not exhibit a clear relationship. We thus proposed a scenario in which the rotational

motion of polarized organic molecules might interfere with the dielectric environment
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surrounding confined excitons, potentially reducing the EBE or breaking the binding

energy degeneracy, enhancing the non-radiative decay of charge carriers by phonon or

defect scattering, thus reducing the charge carrier lifetime. A reduced charge carrier

lifetime is generally detrimental to device performance. However, we recall that a

low EBE is preferred for PV devices. Thus, 2D HOIPs, which have sufficient freedom

for molecular rotation while maintaining minimal phonon scattering, will be optimal

for PV device applications. On the other hand, a higher EBE is typically preferred

for LEDs. Thus, 2D HOIPs with more restricted molecular rotations will be ideal

for them. Furthermore, in contrast to 2D HOIPs, a more robust molecular rotation

appears to extend the charge carrier lifetime (or reduce non-radiative recombination)

in 3D HOIPs. Thus, the study is an ideal example of how the same structural dy-

namic can pose contrasting charge carrier dynamics under reduced dimensionality in

the conduction.

Different from our previous study, in which temperature was the external condi-

tion, our subsequent study aimed at understanding the effect of doping on specific

MHPs known for their scintillator properties. Particularly, we tried to understand

how the spatial distribution of dopants in the perovskite matrix could impact their

luminescence property. We performed small angle neutron scattering on six different

PbS Quantum Dot (QD) loaded CsPbBr3 (0%, 0.01%, 0.05% 0.1%, 0.5%, 1%, 2%)

along with their radioluminescence (RL) measurements. The QD spatial distribution

decreased, and RL intensity increased towards higher QD loading up to 0.5%, beyond

which the spatial distribution did not show much change, and RL intensity began to

decrease. An inhomogeneous distribution of QDs with closer QDs in some areas and

farther apart in others is possible at higher QD loadings, resulting in an increased

emitted photon reabsorption and reduced luminescence. Thus, understanding the

interplay of distance between QDs, the number of QD emission sites, and QD reab-

sorption of photons is necessary to optimize the performance of scintillator materials

tailored to meet specific application requirements. Although QD-loaded perovskites

have achieved luminescence on par with conventional scintillators, challenges associ-

ated with structurally dynamic MHPs still exist in their industrial scaling. Controlling

the spatial distribution of QDs offers a way to overcome any potential quenching of

their efficiency from the perovskite matrix lattice dynamics.

The previous two studies focused on powder samples of MHPs, where information

about any directional dependence is lost. Thus, we decided to explore single crystals

of a 3D HOIP, which could have different lattice dynamics along different directions.

We performed a comparative study using X-ray diffuse scattering and inelastic neu-

tron scattering on MAPbBr3 single crystals. Our analysis identified overdamping of
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transverse acoustic phonons along the specific Brillouin zone directions, M-R [H+0.5,

K+0.5, L+δ] and X-M [H, K+0.5, L+δ], where Γ= [H, K, L], as the system tran-

sitioned from orthorhombic structural phase to tetragonal and cubic phases upon

warming. Although these phonons are primarily dominated by atomic motions from

the inorganic PbBr3 layer, molecular rotation, and organic cation diffusion appear to

indirectly affect their behavior and visualization in experiments. Our study reiterates

the need for a more comprehensive analysis on the interplay of rotational and lattice

dynamics, organic cation and halide anion diffusions, and its possible impacts on the

efficiency of HOIPs in functional devices.

Overall, through the three different projects, we were able to contribute to the

research efforts in the field of MHPs. We highlighted the importance of various

scattering techniques, especially neutron scattering, and the kind of insights they

can provide. A combination of studies on various crystal types (powder, thin films,

single crystals, etc.) under varying external conditions like temperature, pressure,

doping, and, more recently, magnetic fields could develop highly efficient MHPs for

optoelectronic devices scalable for commercial use.
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Appendix A

Synthesis Details

A.1 Synthesis of (BA)2PbI4 and (PEA)2PbI4

The synthesis of powdered 2D lead halide perovskites, specifically n-butylammonium

lead iodide (BA2PbI4) and 2-phenylethylammonium lead iodide (PEA2PbI4), was

carried out using a layered solution method [166]. First, 75 mg (0.16 mmol) of lead

iodide (PbI2) was dissolved in 3 mL of hydroiodic acid (HI). A slight excess of the

appropriate amine (0.5 mL) was then added to 3 mL of methanol and layered over the

lead iodide solution. This layered solution was sealed and allowed to sit undisturbed

for a week to facilitate crystal growth. Following this period, the resulting crystals

were rinsed, filtered with diethyl ether, and vacuum-dried. Crystals were crushed into

fine powders for powder X-ray diffraction (XRD) measurements. Also, a slow cooling

method was employed for crystal growth, where a mixture of 10 mL of HI, 2 mL

of hypophosphorous acid (H3PO2), 2 mmol of PbI2, and 4 mmol of the appropriate

amine was heated to 120 °C to ensure complete dissolution. This solution was then

cooled at a rate of 2 °C/min to promote the formation of single crystals, which were

subsequently filtered with diethyl ether and vacuum-dried.

These samples were synthesized by Dr. Grayson C Johnson and Dr. Alexander

Z Chen at the Department of Chemical Engineering, University of Virginia, through

collaboration.

A.2 Synthesis of PbS Embedded CsPbBr3

To synthesize the 3.1 nm PbS quantum dots (QDs), 2 mmol of lead(II) oxide (PbO)

was added to 12.7 mL 1-octadecene (1-ODE) and 2.2 mL oleic acid (OAc) in a three-

neck flask. The flask was degassed under vacuum at 120◦C for at least 1 hour, allowing
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the PbO to dissolve. In a N2-filled glovebox, a bis(trimethylsilyl) sulfide (TMS)2S

solution was prepared by dissolving 210µL in 10 mL of 1-ODE. The degassed lead

oleate solution was then placed under an Ar atmosphere, and the (TMS)2S solution

was injected quickly. The reaction produced a black solution and progressed for

30 seconds before the reactor was removed from heat to cool naturally. The crude

product was separated by precipitation with methyl acetate and centrifugation at

6000 RPM for 8 minutes. The resulting pellet was redispersed in hexanes, and the

washing procedure was repeated once more. The final solution was stored in hexanes

for future use.

CsPbBr3 powder was synthesized according to a modified procedure from [167].

PbBr2 (0.5 M in NMF) and CsBr (2.5 M in DI H2O) were mixed in a 1:1 ratio to

generate an orange CsPbBr3 precipitate. The CsPbBr3 powder was washed twice

with 35 mL of isopropyl alcohol (IPA) and separated via centrifugation at 6000 RPM

for 5 minutes each. The residual IPA was removed via vacuum drying. PbS QDs

were doped into the powder by mixing the QDs into the PbBr2 solution prior to

precipitation. In a standard preparation of 0.2wt% QD in perovskite material, 69.6µL

of oleate-capped PbS QDs in hexanes (25 mg/mL) were added to 3 mL of 0.5MPbBr2

solution, forming two layers. The vial was shaken vigorously for 30 seconds, and

the PbS QDs were observed to transfer from the hexane layer to the NMF layer,

indicating successful ligand exchange. The hexanes were removed using a Pasteur

pipette, and the solution was washed three times with 1 mL of hexanes. The brown

PbBr2/PbS/NMF solution was then precipitated with 600µL of 2.5 M CsBr as an

orange-brown solid. The powder was washed and dried in the same manner as the

undoped material.

These samples were synthesized by Dr. Grayson C Johnson at the Department of

Chemical Engineering, University of Virginia, through collaboration.

A.3 Synthesis of single crystals of MAPbBr3

We synthesized the single crystals of MAPbBr3 using the vapor-assisted crystallization

method [168]. Initially, 408 mg of methylammonium bromide (MABr) and 1.198 g

of lead(II) bromide (PbBr2) were accurately weighed and transferred into a glass

vial. These precursors were then completely dissolved in 3 ml of N-methylformamide

(NMF) using a magnetic stirrer.

Once dissolved, the solution was carefully filtered into a separate small glass vial

that had been pre-rinsed with NMF to remove any potential contaminants. The

filtered solution in the small glass vial was then placed in a larger glass vial, where
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isopropanol was introduced into the gap between the two vials as an antisolvent. The

system was set aside to allow the vapor from the isopropanol to enter the small glass

vial, facilitating the precipitation and crystallization process. Over approximately 24

hours, this vapor-assisted method promoted the growth of MAPbBr3 single crystals

of various sizes, ranging from 100 µm to 1 cm. Crystal sizes greater than 0.3 cm

required multiple synthesis attempts by varying the amount of NMF in a trial-and-

error process. For our experimental conditions, 3 mL or 4 mL of NMF yielded crystal

sizes greater than 0.1 cm (Fig. A.1, A.2).

The single crystals were synthesized partially by the author herself, at the in lab

facility at the Department of Physics, University of Virginia and Dr. Grayson C

Johnson at the Department of Chemical Engineering, University of Virginia, through

collaboration.

Figure A.1: Image of a lab grown MAPbBr3 single crystal.

Figure A.2: Sample holder containing MAPbBr3 single crystal for inelastic neutron

scattering measurements.
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Appendix B

Vibrational Energy Fraction

Calculation

Based on the DFT calculations, we characterized the phonon modes into three dif-

ferent types: inorganic phonon modes, hybrid phonon modes, and organic phonon

modes in terms of the vibration energy fraction from different atoms in the following

way. The vibrational energy fraction VAT (s, q) is defined as the energy contribution

of each atomic type (AT) within the unit cell, encompassing the atoms Pb, I,N,C,

and H.

VAT (s, q) =

∑nAT

i=1 miωs(q)
2 |ui(s, q)|2∑

ATϵ atoms

∑nAT

i=1 miωs(q)2 |ui(s, q)|2
(B.0.1)

where s and q represent the phonon mode index and phonon wavevector respectively.

nAT is the number of a specific atomic type in the unit cell, |ui(s, q)|2 is the mean

square displacement of the i-th atom due to the activation of phonon mode s, h̄ is

the reduced Planck constant, mi is the mass of the i-th atom and ωs(q) is the eigen

frequency of phonon mode s at q.

The vibrational energy fractions at Γ point of the inorganic layer, VPbI were cal-

culated by summing up the vibrational energy fraction of Pb (VPb) and vibrational

energy fraction of I (VI). Fig. B.1 shows the histogram of number of phonon modes

with certain inorganic Pb-I energy fractions [VPbI , VPbI +∆V ] for both systems, where

∆V represents the histogram bin width, which is 2%. The modes are categorized into

inorganic phonons modes VPbI > 70% for (BA2PbI4 and VPbI > 65% for (PEA)

)2PbI4, organic phonons when VPbI < 2%, and hybrid phonons in between. The vi-

brational energy fractions of other atomic types C,H, and N were also calculated,

and the contributions from all atomic types to each phonon mode at the Γ point for

(BA)2PbI4 and (PEA) 2PbI4 are shown in Figs. 3.9, 3.10 panels (D) of the main

text. Most of the inorganic phonons lie in the energy range of h̄ω < 10meV; the
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hybrid phonons mostly locate in the energy range of 10 ∼ 35meV; and the energies

of organic phonons usually range from a few tens to hundreds of meV .

Figure B.1: Statistics of number of phonon modes with different Pb -I vibrational

energy fractions for (BA)2PbI4 and (PEA)2PbI4. The vertical bars represent the

number of phonon modes with certain Pb− I energy fractions [VPbI,VPbI+∆V]. The

minimum non-zero value is 1 . Vertical dashed lines represent the threshold Pb − I

energy fractions that separate the inorganic modes ( VPbI > 70% for (BA)2PbI4 and

65% for (PEA)2PbI4) from organic modes (VPbI < 2%), and hybrid modes in between.
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Appendix C

Normalization to Elastic

Incoherent Scattering Intensity

The scattered intensity from neutron scattering can be normalized to absolute units

by fitting for the elastic incoherent scattering background [143]. Due to the presence

of hydrogen in the materials studied in Chapter 1 and Chapter 3 and the strong

incoherent scattering background of neutrons from hydrogen, the elastic incoherent

scattering background is quite strong. We first integrate I(Q, h̄ω) in the elastic energy

region to isolate the elastic incoherent scattering.

Ielinc (Q) =

∫ +Eres

−Eres

I(Q, h̄ω)d(h̄ω) (C.0.1)

The resulting intensity, dependent on Q, will have the Bragg peaks from the crystal

structure along with the elastic incoherent scattering background. We can manually

isolate the elastic incoherent scattering background by removing these Bragg peaks

or excluding these regions during curve fitting. We can describe the elastic incoherent

scattering background, using the equation,

Ielinc (Q) =
N

4π

∑
j

σinc
j e−2WR0 (C.0.2)

Here R0 is the resolution volume, e−2W is the Debye Waller factor, σinc
j is the icoherent

scattering length. The Debye-Waller factor is assumed to be 1 at the base tempera-

ture, as the temperature-dependent atomic displacements are minimal. Thus, we can

extract the normalization constant based on the equation below.

NR0 = 4π · A =
Ielinc(Q)∑
j σ

inc
j e−2W

(C.0.3)
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Appendix D

Photoluminescence: Various

Temperature Fitted Curves

Figures D.1 and D.2 displays the fitted curves of photoluminescence (PL) data for

various temperatures for (BA)2PbI4 and (PEA)2PbI4, respectively. A Voigt func-

tion [169], which is a convolution of Gaussian and Lorentzian functions, was used for

the fitting. The Gaussian component represents the instrument resolution function.

Therefore, the fitted parameters for the Gaussian part obtained from the lowest tem-

perature curve fitting were fixed for the higher temperature fittings, allowing only

the Lorentzian part to vary. Consequently, any spectral broadening indicates effects

from the sample.

Figure D.1: Temperature dependent fitting and peak splitting for the PL spectra of

(BA)2PbI4
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Figure D.2: Temperature dependent fitting and peak splitting for the PL spectra of

(PEA)2PbI4
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Appendix E

Average Quantum Dot Seperation

Distance Calculations

The wt% of the PbS relative to CsPbBr3 is related to the partial volumes of PbS and

CsPbBr3 by
ρPbSVPbS

ρCsPbBr3VCsPbBr3

= wt% (E.0.1)

where ρ is density and V is volume. A volume percentage is given by

V% =
VPbS

VPbS + VCsPbBr3

(E.0.2)

If we define a term, α, to describe the ratio of volumes of PbS and CsPbBr3 required

for a given wt %, we find

α[wt%] =
VPbS

VCsPbBr3

=
ρCsPbBr3

ρPbS
· wt% (E.0.3)

Note that wt% here is the weight of PbS only. To convert from the experimental

parameter, we assumed that the measured weight has only 50% of the organic ligands.

A total volume of material, Vtot, is defined as the sum of partial volumes and can be

related to the percentage of volume according to

Vtot = VPbS ·
α[wt%] + 1

α[wt%]
(E.0.4)

Since we know the approximate volume of the PbS QDs from TEM images from

a previous study [35], we can calculate the total volume required to encapsulate a

single QD to achieve a given wt%. Taking the cubic root of this volume gives the

distance between particles calculated in Figure 4.7. These calculations were performed

in collaboration with Dr. Grayson C Johnson from the department of Chemical

Engineering.
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Appendix F

Diffuse X-Ray Scattering: Various

Temperature Fitted Curves

Figure F.1 displays the various temperature-fit curves using the Voigt function for the

intensity of X-ray diffuse scattering across the three structural phases of MAPbBr3:

orthorhombic (T = 100 K), tetragonal (T = 200 K) and cubic (T = 300 K) at the R,

M and X points. The details of a Voigt function is mentioned in Appendix D.
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Figure F.1: Temperature dependent fitting for X-Ray diffuse scattering of MAPbBr3

at (A) R point, (B) M point and (C) X point. The blue line represent the fitted

curves for all the temperatures.
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Appendix G

Inelastic Neutron Scattering:

Various Temperature-fitted Curves

Figure G.1 displays the various temperature fitted curves using Voigt function for

the intensity of inelastic neutron scattering across all the three structural phases of

MAPbBr3: orthorhombic (T = 80 K), tetragonal (T = 200 K), and cubic (T = 300 K)

at the R, M, and X points. The details of a Voigt function is mentioned in Appendix

D.
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A                                                    B                                                     C

Figure G.1: Temperature dependent fitting for inelastic neutron scattering of

MAPbBr3 at (A) R point, (B) M point and (C) X point. The blue line represent the

fitted curves for all the temperatures. The chosen Q integration range was K=[1.4,

1.6] Å−1 in the path [-0.5, K, 0.5] for R point, H=[-0.55, -0.45] Å−1 in the path [H, 2,

0.5] for M point and H=[-0.05, 0.05] Å−1 in the path [H, 2, 0.5] for X point.
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