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Abstract
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Massive stars have profound effects on the interstellar medium that lead to chem-

ical and dynamical evolution of the gas. This contributes to galaxy evolution and

may also trigger new star formation. The physical conditions of massive star forming

environments, and thus the formation mechanism, have been historically less well un-

derstood than their lower mass counterparts. This work discusses investigations into

massive star formation, primarily in two different phases of the evolution of massive

star forming regions.

First, we analyzed the environments of H II regions powered by massive stars for

evidence of newly triggered star formation. Triggering may be an important mecha-

nism through which massive star formation propagates through a cloud, contributing

to the observed clustering of massive stars. We investigated six H II regions with

infrared, bright rimmed bubble or cometary morphology, in search of quantitative

evidence for triggered star formation, both “collect and collapse” (CnC) and “ra-

diatively driven implosion” (RDI). We identified and classified 458 Young Stellar

Objects (YSOs) in and around the H II regions. YSOs were determined by fitting

a collection of radiative transfer model spectral energy distributions (SEDs) to in-

frared photometry for a large sample of point sources. We determined areas where

there exist enhanced populations of relatively unevolved YSOs on the bright rims of

these regions, suggesting that star formation has been triggered there. We further

investigated the physical properties of the regions by using radio continuum emission

as a proxy for ionizing flux powering the H II regions, and 13CO J=1-0 observations

to measure masses and gravitational stability of molecular clumps. We used an an-

alytical model of CnC triggered star formation, as well as a simulation of RDI, and

compare the observed properties of the molecular gas with those predicted in the trig-

gering scenarios. Notably, those regions in our sample with cometary, or “blister,”
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morphology are more likely to show evidence of triggering.

Second, we focused on Infrared Dark Clouds (IRDCs). IRDCs harbor the earliest

phases of massive star formation, and many of the compact cores in IRDCs, traced

by millimeter continuum or by molecular emission in high critical density lines, host

massive protostars. We used the Robert C. Byrd Green Bank Telescope (GBT) and

the Very Large Array (VLA) to map NH3 and CCS in nine IRDCs to reveal the

temperature, density, and velocity structures and explore chemical evolution in the

dense (> 1022 cm−2) gas. Ammonia is an ideal molecular tracer for these cold, dense

environments. The internal structure and kinematics of the IRDCs include velocity

gradients, filaments, and possibly colliding sub-clouds that elucidate the formation

process of these structures and their protostars. We find a wide variety of substructure

including filaments and globules at distinct velocities, sometimes overlapping at sites

of ongoing star formation. It appears that these IRDCs are still being assembled

from molecular gas clumps even as star formation has already begun, and at least

three of the IRDCs in our sample appear consistent with morphology of the “hub-

filament structure” discussed in the literature. Furthermore, we find that these clumps

are typically near equipartition between gravitational and kinetic energies, so these

structures may survive for multiple free-fall times. We also have Combined Array for

Research in Millimeter-wave Astronomy (CARMA) observations of dense gas tracers

in a large IRDC with diverse physical conditions and star formation content. These

data, preliminary analysis, and plans for future work are presented here.
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Chapter 1

Introduction
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Star formation is among the most important processes in the universe, so a com-

plete understanding is crucial to our comprehension of astronomy. Aside from directly

creating new stars, the formation process also has a profound effect on its environ-

ment. Star formation involves a substantial reprocessing of gas in the interstellar

medium and returns significant amounts of energy to its surroundings. Heating of

the ambient gas, ionizing ultraviolet radiation, stellar winds, supernovae, and the

creation of dust are some of the ways in which the youngest stars change the place

where they are born. This drives evolution in the interstellar gas and, through the

cumulative effect of many star-forming regions, the evolution of entire galaxies. Few

aspects of astronomy are completely removed from the effects of star formation.

Massive star formation in particular provides strong feedback to the interstellar

medium and is responsible for a significant fraction of the energy budget, thus greatly

affecting the environment. Only massive stars are hot enough to produce ultraviolet

(UV) radiation that ionizes the surrounding gas, or to end their lives in violent su-

pernovae. Though massive stars are relatively short-lived and form in fewer numbers

than low mass stars, they also produce the strongest effects on the shortest timescales.

Often it is the UV radiation from these stars and the radio emission from the ion-

ized gas that lead us to discover regions of star formation. Star forming regions, and

massive ones in particular, have some of the most complex organic chemistry in the

universe. The conditions in these environments are so extreme that even the best

laboratory setting cannot replicate the physical parameters. Observational studies

are thus crucial for informing theoretical chemical modeling. Given the relative im-

portance of the most massive stars, it is unsettling and perhaps surprising that we

do not have a satisfactory, comprehensive description of how they are born.

Several theoretical models and numerical simulations attempt to address these is-
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sues and provide a plausible method of massive star formation. To test these models

and provide constraints for future theoretical work, we need more (and better) obser-

vations of the earliest stages of massive star formation. The temperature and density

structure, the kinematics (internal motions from accretion disks, jets, etc.), the mag-

netic fields, and the chemical composition of star-forming regions are all physical

characteristics necessary to study this process.

1.1 Triggered Star Formation

While many of the details of isolated, low mass star formation are now understood,

the precise process of massive star formation remains uncertain, mostly because of the

additional difficulty of studying massive star forming regions. Most such regions are

over 1 kpc away and their protostars are often observed through high extinction be-

cause the protostars evolve before the embedding envelope has dissipated (Zinnecker

& Yorke 2007), which makes it difficult to identify and study these regions. Among

the most important theoretical obstacles is the need for very high accretion rates to

form a massive star in less time than it takes for radiation pressure, jets, outflows,

stellar winds, etc. to halt formation.

High accretion rates may arise in the high-pressure environment hypothesized in

triggered star formation scenarios. Originally termed “sequential star formation” by

Elmegreen & Lada (1977), this theory posits that star formation, and massive star

formation in particular, is self-propagating through molecular gas. If at least one

massive star can be formed initially, then this star produces ionizing radiation that

advances into the surrounding gas, creating an H II region. As the star continues

to energize the region, the ionized gas expands and displaces the molecular gas, thus

causing overdensities along the advancing boundary. If the expansion of the ionization
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front is faster that the sound speed in the neutral gas, then the increase in pressure

in these overdensities cannot be redistributed outward and the material continues

to collect. Eventually this gas becomes so dense that it begins to fragment. These

fragments will be compelled to collapse under self-gravity, and may form stars more

quickly, and at preferentially higher mass, than quiescent, isolated star formation (see

for example Motoyama & Yoshida 2003).

This triggering mechanism is typically termed “collect and collapse” (CnC; see

Whitworth et al. 1994; Dale et al. 2007a), in contrast to other possible triggering pro-

cesses, like ‘radiatively driven implosion” (RDI; see for example Sandford et al. 1982).

In the latter process, pre-existing overdensities in the molecular gas are enhanced

when an ionization front sweeps away the less dense gas and begins to compress the

overdensities from all sides, inducing collapse (Henney et al. 2009). While this can

enhance the local density of Young Stellar Objects (YSOs), it may not necessarily

lead to more massive stars, depending on the properties of the pre-existing overden-

sities. Bisbas et al. (2011) modeled RDI and determined a range of values of the

ionizing flux for which star formation is triggered (1048 s−1 to 3× 1050 s−1 for a 5 pc

radius region, roughly a B0 or earlier type star), as well as a power law relationship

between the ionizing flux and the timescale for collapse.

The theory of CnC makes quantitative predictions that can be tested observa-

tionally. The ages of triggered YSOs, as well as the masses, sizes, and densities of

molecular cloud fragments in the spherically expanding shell, can be predicted from

the flux of ionizing radiation powering the H II region and the initial density and

sound speed of the molecular gas (Whitworth et al. 1994). Observationally, the ini-

tial density may be estimated from 13CO (1-0) in these clouds as a tracer of the total

molecular gas, and the ionizing flux can be determined from the properties of the
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existing massive stars or from radio observations that trace the amount of ionized

gas and thus the ionizing flux. It is important to test these predictions because the

presence of YSOs and molecular gas clumps around a bubble, while suggestive, is

not enough evidence alone to show that CnC triggering is taking place. For instance,

simulations by Walch et al. (2011) show that this morphology may be replicated by

the expansion of an ionization front into fractal molecular clouds, even when no sta-

ble, self-gravitating shell fragments have formed. Star formation may additionally be

triggered by RDI in this scenario.

The available predictions that are readily applied to observations assume a simple

spherically symmetric geometry. This type of study is best performed in relatively

isolated, simple H II regions with dense rims, and the predictions will be best applied

to regions that are round, closed bubbles. However, it is important to cover a range

of morphologies and apparent evolutionary states to keep the sample unbiased, as few

H II regions exhibit this ideal morphology.

Churchwell et al. (2006) cataloged 322 visually identified partial and complete mid-

infrared (MIR) rings in the Galactic Legacy Infrared Mid-Plane Survey Extraordinaire

(GLIMPSE). They found that these structures were ubiquitous (about 1.5 per square

degree), 88% of them were less than 4’ across, about 25% of them were coincident with

H II regions known at the time, and 13% enclosed known star clusters. They proposed

that these structures were in fact three-dimensional bubbles containing gas ionized

by OB stars and surrounded by a photodissociation region (PDR). Churchwell et al.

(2007) found an additional 269 bubbles, and more recent studies such as Simpson

et al. (2012) have confirmed that these structures are common across the galactic

plane. Since this type of structure is consistent with theoretical models of triggered

star formation, recent studies of triggering have frequently drawn samples from this
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catalog.

Previous observational searches for evidence of triggered star formation around

Churchwell et al. (2006) bubbles have been conducted with varied results. Watson

et al. (2008) studied three apparently wind-blown, parsec-sized mid-infrared bubbles,

including N49, studied in this work. They identified central ionizing sources, as well

as YSO populations around the rims, and determined all 3 regions to be possible sites

of triggering. Watson et al. (2010) looked for YSOs around 46 infrared bubbles, but

reported that only 20% of their sample showed a significant population of associated

YSOs; however they did not use photometry at wavelengths longward of 8 µm, which

is useful in identifying and classifying YSOs. Results from this work indicate that

more than half of the YSO population in these environments are missed when 24 µm

photometry is not used (see 2.2.2). Deharveng et al. (2010) investigated 102 bubbles,

extending to the submillimeter wavelengths using the ATLASGAL survey at 870 µm

to probe the cold dust, while also analyzing radio continuum and the YSO popula-

tions. They found that 86% of the bubbles enclosed H II regions, and 20% showed

evidence of massive star formation on their rims. Thompson et al. (2012) analyzed

the distribution of massive YSOs (MYSOs) seen by the Midcourse Space Experiment

(MSX) from the Red MSX Source (RMS) survey compared to the locations of all 322

Churchwell et al. (2006) bubbles. They reported a statistically significant overdensity

of MYSOs coincident with the bubbles, and the rims in particular, which was not

explained by intrinsic clustering of MYSOs. They estimated that 14-30% of MYSOs

in the Milky Way may be formed by triggering in bubbles, though they did not find

any evidence that MYSOs associated with bubbles had higher luminosity (mass) than

field MYSOs.

While the aforementioned studies have concentrated on the Churchwell et al.
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(2006) bubbles, several studies have investigated regions not in that catalog as well,

often with results consistent with triggering scenarios. Paron et al. (2011) studied the

single H II region G35.673-00.847, a region with “semi-ring” mid-infrared morphology

and two distinct but neighboring PDRs. They identified YSOs in the immediate vicin-

ity of the region using infrared colors and then classified them using spectral energy

distribution (SED) fitting. Using the same methods of testing CnC and most of the

same datasets as this work, they rejected it as a plausible scenario for that region.

Snider et al. (2009) identified YSOs in NGC 2467 using infrared colors (then con-

firmed by SED fitting) and found that they were largely located where the ionization

front had compressed the molecular gas. They estimated that 25-50% of the YSOs in

that region were triggered, though they ruled out RDI as the mechanism. Pomarès

et al. (2009) found several YSOs on the boundary of RCW 82, but determined that

the region was too young to have triggered star formation.

Koenig et al. (2008) analyzed the W5 H II region, which has two cometary regions

in the same complex. YSOs within W5 were identified and classified using infrared

colors and multiple clusters were seen. They found that both RDI and CnC were

plausible scenarios in this region. Zavagno et al. (2006) studied RCW 79, a fairly

isolated H II region with somewhat cometary morphology, and found several massive

fragments identified by millimeter continuum in a shell around the ionized gas. Ad-

ditionally, the locations of several Class I YSOs identified by infrared color selection

coincident with these fragments are consistent with triggering by CnC. Deharveng

et al. (2008) studied Sh2-212, a round, isolated H II region. They found fragments

of molecular gas arranged in a shell around the region, with strong evidence for a

massive YSO coincident with the most massive fragment. Studies of other individual

H II regions with similar promising results have appeared in Zavagno et al. (2007,
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2010a,b). The existing literature suggests that CnC is a viable star formation mech-

anism, but its relative importance and under which physical conditions it operates

are still undetermined.

Several other studies searched for evidence of RDI in similar regions, and we sum-

marize only a few here. Chen & Huang (2010) analyzed the Cepheus B molecular

cloud and claimed it was a good RDI candidate because of its morphology, the pres-

ence of an age gradient in young stars leading back to the ionizing source, and the

temperature, density, and velocity structure of the molecular gas around its bright

rim. Urquhart et al. (2007) conducted a detailed study of the region BRC SFO 75

in millimeter continuum, 13CO, and NH3 emission. They identified two dense cores;

one was being influenced by ionizing radiation while the other was still beyond the

ionization front. They reported three YSOs near the core under the influence of

the ionizing radiation, while the other core appears nearly spherical and devoid of

stars. Morgan et al. (2010) observed the NH3 (1,1), (2,2), (3,3), and (4,4) transitions

towards 42 bright-rimmed regions under the influence of an ionizing source. Using

previously published submillimeter continuum and CO data, as well as locations of

known outflows and masers, they identified many of the regions with active star for-

mation as likely sites of triggering. The NH3 data showed that these regions have

higher velocity dispersions than the counterparts that were not triggering candidates.

They proposed that the higher velocity dispersions were an indication either that

shock fronts induced star formation in these regions, or that they were a result of

increased star formation activity. These studies have shown that RDI is also a viable

mechanism for triggering star formation, though again its global importance is not

known.

Dale et al. (2007b) performed SPH simulations of a molecular cloud with and
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without a central ionizing source. They compared the cores that formed in each

scenario and found that the star formation efficiency was approximately 30% higher

when including the ionizing source. This increase in efficiency was due to both an

acceleration in the formation time of cores that would have formed in the simulation

without an ionizing source, as well as the formation of additional, apparently triggered

cores. However, they did not see a significant change in the final mass distribution

of the cores, indicating that the positive and negative feedback were of nearly equal

importance, nor did they see an age gradient with position. Furthermore, the velocity

of the cores primarily reflected the initial turbulent conditions rather than the velocity

of the expanding shell. These simulations are consistent with an increase in star

formation due to triggering, but show that it can be quite difficult to gather convincing

observational evidence of this process.

Our investigation into triggering is presented in Chapter 2.

1.2 Infrared Dark Clouds

Infrared Dark Clouds (IRDCs) are dense (> 105 cm−3) and cold (< 20 K) collec-

tions of dust and molecular gas, typically arranged in filamentary and/or globular

structures with compact cores. IRDCs were first observed as regions of high extinc-

tion in silhouette against the galactic background infrared emission by the Infrared

Astronomical Satellite (IRAS ) (Wood et al. 1994), the Midcourse Space Experiment

(MSX ) (Egan et al. 1998; Carey et al. 1998), and the Infrared Space Observatory

(ISO) (Hennebelle et al. 2001). The ability to identify and study these objects has

been greatly improved by the Spitzer Space Telescope, and in particular surveys with

two of its instruments: the Infrared Array Camera (IRAC) (Fazio et al. 2004) and

Multiband Imaging Photometer for Spitzer (MIPS) (Rieke et al. 2004).
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The Galactic Legacy Infrared Mid-Plane Survey Extraordinaire (GLIMPSE) (Ben-

jamin et al. 2003; Churchwell et al. 2009) covered the region |b| ≤ 1◦ and 10◦ ≤ |`| ≤

65◦ in all the IRAC bands (3.6, 4.5, 5.8, and 8.0 µm) with 1.′′5 to 1.′′9 resolution,

while the MIPS Galactic Plane Survey (MIPSGAL) (Carey et al. 2009) was a com-

plementary survey in the 24 and 70 µm MIPS wavebands with 6′′ and 18′′ resolution,

respectively. These surveys observed much of the galactic plane, imaged the structure

of IRDCs at higher resolution than before, and revealed embedded protostars, typi-

cally 1 to 10 per IRDC. An extensive catalog of Spitzer IRDCs is given by Peretto &

Fuller (2009), of which 80% were previously not identified from MSX images. Further-

more, Jackson et al. (2006) matched several hundred IRDCs to molecular clouds seen

in 13CO J=1-0 by the Boston University Galactic Ring Survey (BU-GRS), and thus

determined velocities, kinematic distances, and physical properties of the population

of clouds.

IRDCs are an active subject of study because they are nurseries of massive star

formation and contain complex chemistry. It is now widely speculated that objects

like these (whether or not they are in a position that allows them to be seen as IRDCs

against background emission) contain the earliest stages of the formation of massive

stars. Many IRDCs are seen in absorption even at wavelengths longer than 10 µm.

These darkest clouds have very high column densities, as high as approximately 1024-

1025 cm−2. The terms “core” and “clump” are frequently used in the literature, but

the meanings are not standardized. We use the term “core” to refer to an unresolved

or marginally resolved overdense structure <0.1 pc across and tens of solar masses.

We then use the term “clump” to refer to a discrete structure in position-position-

velocity space within an IRDC, typically 0.1 to 1 pc in size and hundreds of solar

masses. We use the term “subcloud” to refer to any velocity component within an
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IRDC that is distinct from other velocity components (Devine et al. 2011), and so a

subcloud may be one or more nearby clumps at similar velocity.

Recent studies have revealed massive (&10 M�) protostars (Rathborne et al. 2005;

Pillai et al. 2006b; Beuther & Steinacker 2007; Wang et al. 2008) and massive (10-

1000 M�) cores in IRDCs (Henning et al. 2010; Rathborne et al. 2006, 2007; Swift

2009; Rathborne et al. 2011). High mass protostars are identified in these studies

by the presence of masers (indicating accretion disks or outflows), radio continuum

emission (from ionized gas), or fitting spectral energy distributions (SEDs) consistent

with massive protostars across mid-infrared and submillimeter wavelengths. Kim

et al. (2010) found that about 13% of IRDC cores have protostars identified by their

infrared or maser emission.

Rathborne et al. (2006) used the Institut de Radioastronomic Millimétrique (IRAM)

telescope to make 11′′ resolution 1.2 mm dust continuum maps of 38 IRDCs to in-

vestigate the structure and clumps of IRDCs traced by dust emission. They found

that these clumps had similar masses, sizes, and densities as hot (> 50 K) clumps

with massive protostars, but were much colder (15-30 K), implying that the clumps

were indeed an early evolutionary phase of massive star formation if the clumps sub-

sequently collapsed. The authors further suggested IRDCs may be precursors to

star clusters, as they have masses comparable to young clusters and contain several

compact clumps. Finally, they also asserted that better resolution was needed to

distinguish better individual cores and investigate fragmentation.

Other studies have begun to reveal the basic properties of IRDCs in more de-

tail. Carey et al. (2000) observed 11 IRDCs at 850 and 450 µm continuum with the

Submillimeter Common-User Bolometer Array (SCUBA) on the James Clerk Maxwell

Telescope (JCMT) at 14′′ and 8′′ resolution, respectively. That study revealed clumps
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with temperatures around 15 K, densities around 106 cm−3, and masses of tens to

about a thousand M� (the “cores” in their study were more like clumps by our defi-

nition because of the single-dish resolution).

Jackson et al. (2008) observed 316 IRDCs in CS (2−1) with the Australia Tele-

scope National Facility (ATNF) Mopra Telescope with a single pointing at the darkest

part of each cloud. They saw that 14% of the sample had two velocity components

along the line of sight, which they interpreted as distinct IRDCs. Vasyunina et al.

(2011) performed a single-dish study of 15 IRDCs using several dense gas tracers with

the Mopra telescope, revealing the kinematics of the cores consistent with infall and

outflows indicative of star formation. However, the study suffered from the 33′′ lim-

iting resolution of the 22 meter single-dish and thus results likely included the effects

of including several cores along the line of sight. The authors noted that additional

homogenous studies at better angular resolution were needed to make good statistical

statements and to make analysis more clear.

Pillai et al. (2006a) performed Effelsberg 100 m observations of the NH3 (1,1) and

(2,2) transitions in 9 IRDCs to investigate the physical properties at 40′′ and 0.2 km

s−1 resolution. They found the morphology traced by NH3 was in good agreement

with infrared extinction and millimeter emission. They also found that temperatures

of clumps were less than 20 K, and that there were many clumps in virial equilibrium

with over 100 M� each (again, the clumps in their study were more like clumps by

our definition because of the single-dish resolution). Velocity structures across the

clouds they studied had widths of 1-3 km s−1. It was found that temperatures and

linewidths were lower in IRDCs with high NH3 column than in high mass protostars

and ultracompact H II regions. Two objects were found to have mid-infrared (MIR)

peaks coincident with NH3 peaks, indicating protostars. They observed clumps with
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linewidths of about 1.7 km s−1, sizes of about 0.57 pc, and masses of about 492 M�.

Not all dense cores in IRDCs are obviously star forming, which raises the question:

“Are these cores going to form stars and are just too young, or is there something

fundamentally different about these cores preventing star formation?” To answer

this question, we must know about the physical properties of both starless and star

formation clumps in IRDCs. Disentangling the substructure of IRDCs is incredi-

bly important to determining their formation and how it relates to subsequent star

formation. Early studies of filamentary dark clouds with low spatial and velocity

resolution appear to show that such structures are quasi-stable, i.e. approximately

in pressure equilibrium with their environment and their lifetimes are long compared

to the free-fall time (see for example Alves et al. 1998; Lada et al. 1999). Higher res-

olution studies show that IRDCs typically have complex substructure, spatially and

kinematically. Some studies observe distinct subclouds within IRDCs, which them-

selves have slightly offset velocities from each other and may be colliding, and further

suggest that the protostars are preferentially forming at the boundaries of these gas

clumps (Sanhueza et al. 2013). Other studies observe collections of filaments with co-

herent velocity gradients consistent with gas flowing towards the most massive cores,

perhaps guided by magnetic fields (Peretto et al. 2014). Myers (2009) and Li et al.

(2013) described a “hub-filament structure”, in which gas flows along filaments to a

central hub where star formation is ongoing.

Ammonia is an ideal probe of the molecular gas in IRDCs. It is a relatively abun-

dant species, typically about 10−9 to 10−7 fractional abundance relative to molecular

hydrogen (Ragan et al. 2011; Chira et al. 2013). Unlike carbon-bearing species that

are prone to freezing onto dust grains in these cold environments, NH3 stays in the

gas phase for a significant time. The ratio of the (1,1) to (2,2) line strengths leads
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to a rotation temperature that has been shown to be a good tracer of the kinetic

temperature of the gas to at least 30 K, within the typical range for IRDCs. Further-

more, the critical density of NH3 is about 104 cm−3, well matched to the gas being

studied (Tafalla et al. 2002). Ammonia has hyperfine structure, allowing determi-

nation of the optical depth in the NH3 lines by comparing the observed hyperfine

component strengths to those set by molecular physics (Ho & Townes 1983). The

direct measurement of the temperature and optical depth allows for an unambiguous

determination of the column density, perfect for environments in which the column

can vary significantly from optically thin to optically thick in the same cloud.

Devine et al. (2011) observed the NH3 (1,1) and (2,2) and the CCS (21-10) transi-

tions toward G19.30+0.07, and measured temperatures around 15-20 K, NH3 column

densities around 1015-1016 cm−2, and linewidths of about 2 km s−1. They also ob-

served that NH3 and CCS generally had spatial distributions that were anticorrelated.

Furthermore, they found that G19.30+0.07 was composed of four distinct clumps in

three distinct velocity components. These clumps had masses of tens to hundreds of

solar masses and were virially unstable against self-gravitating collapse. This complex

substructure has also been investigated in other star forming regions with physical

properties similar to IRDCs. Hacar et al. (2013) additionally found that molecular

filaments in the Taurus molecular cloud, a lower mass star forming region, could be

deconvolved into a hierarchy of several sub-filaments at distinct velocities leading to

core formation. Rosolowsky et al. (2008) also saw multiple velocity components in

NH3 towards dense cores in the Perseus molecular cloud at 0.04 pc, 0.024 km s−1

resolution. These individual components often had such narrow linewidths (∼0.1-0.3

km s−1) that turbulence was unlikely to contribute significantly to slowing collapse.

Lu et al. (2014) studied 62 high-mass star-forming regions with Very Large Array
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(VLA) observations of the NH3 (1,1) and (2,2) transitions. They found that par-

sec scale filaments were ubiquitous and often contained regularly spaced dense cores.

Furthermore, they suggested that the filaments could be supported by turbulence and

found that the dense cores were near virial equilibrium. Whether this also true of the

more massive environment of IRDCs is not clear.

The combination of total power from single-dish observations along with the high

resolution of an interferometer is critical for revealing the structure of filamentary

clouds, such as IRDCs. For example, Pineda et al. (2010) identified a dense, coherent

structure within the Perseus Molecular Cloud using GBT observations of the NH3

(1,1) transition. The structure showed a dramatic increase in velocity dispersion

going from the structure to the ambient gas. The GBT data had sufficient velocity

resolution to identify this feature, however they did not have the spatial resolution

to confirm a sharp transition in density of the gas. Pineda et al. (2011) followed

with a combination of GBT and VLA data that identified dense structure that was

significantly smaller than the GBT beam. These GBT observations of Perseus at

about 250 pc had approximately 0.04 pc resolution, comparable to the resolution we

achieve in this study with the VLA observations of IRDCs at several kpc distances.

Ragan et al. (2011, 2012) performed a study of NH3 (1,1) and (2,2) with the

Robert C. Byrd Green Bank Telescope (GBT) and the Very Large Array (VLA) in

six IRDCs at 3.′′7-8.′′3 and 0.6 km s−1 resolution. They found that the majority of

the gas had kinetic temperatures 8-13 K, indicating that protostellar heating was not

significant for most of the cloud. Furthermore, they found that velocity fields were

generally coherent across the clouds, with local (∼0.1 pc) disruptions of a few km s−1

coincident with sites of local star formation. They argued that neither turbulence nor

thermal pressure were sufficient to support the IRDCs and that the observed velocity



16

structures were a result of ongoing collapse, fragmentation, and protostellar feedback.

Ragan et al. (2013) further investigated the differences in filamentary and globular

IRDCs and their hierarchical structure. They studied 11 IRDCs, covering a range of

morphology and star formation activity, with Herschel and the Submillimetre APEX

Bolometer Camera (SABOCA) instrument on the Atacama Pathfinder Experiment

(APEX) 12 m telescope at 350 µm, resolving structure down to ∼0.1 pc. They

performed a dendrogram analysis on the APEX data found that filamentary IRDCs

tended to be more massive and have more hierarchical structure than clumpy IRDCs.

This suggests that IRDCs may be divided into two relatively distinct morphological

families. Ragan et al. (2014) identified 7 Giant Molecular Filaments (GMFs) in which

the molecular gas extend for ∼100 pc including IRDCs, infrared bright structures,

and more diffuse gas this presumably enveloping these denser regions. The existence

and structure of GMFs suggests that hierarchical structure may extend to even these

large size scales.

Our study of IRDCs is presented primarily in Chapter 3, with some additional

preliminary work in Chapter 4.
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Chapter 2

Testing Triggered Star Formation

in Six H II Regions
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2.1 Introduction

The aim of this work is to study multiple isolated H II regions with varied mor-

phologies in a homogeneous way to analyze triggered star formation in H II regions

and determine whether the H II region morphology has any effect. Additionally, we

use SED fitting to identify and classify YSOs not only in the immediate vicinity of

the infrared bubbles and rims, but also in the surrounding field to quantify any en-

hancement in the YSO surface density. The benefit of SED fitting over infrared color

selection is the improved ability to estimate the mass and other physical parameters

of the YSOs.

We have adopted a sample of six previously identified H II regions that are rela-

tively isolated and have simple morphologies, but range from round, closed bubbles to

rims of so-called cometary, or “blister,” H II regions. Israel (1978) developed the term

“blister model” to describe cometary H II regions and asserted that most optically

visible H II regions were in fact cometary. The sample is comprised of G028.83-

0.25, G041.10-0.15, G041.91-0.12, G041.92+0.04, G044.28+0.11, and G044.34-0.82.

Mid-infrared images of these regions are presented in Figure 2.1, and coordinates are

given in Table 2.1. Churchwell et al. (2006) previously identified four of these re-

gions, G028.83-0.25, G041.92+0.04, G044.28+0.11, and G044.34-0.82, as N49, N80,

N91, and N92, respectively. They argue that nearly all of the bubbles of this type

that they identified were formed by hot, young stars.

The determination of the distances to the regions in our sample is presented in

§2.2.1. An overview of the infrared data and the YSO selection and categorization

process is given in §2.2.2. The radio continuum images and its relationship to the ion-

izing sources powering these regions is discussed in §2.2.3. The analysis of molecular

gas data is in §2.2.4. Tests of triggered star formation are discussed in §2.3.1. Results
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Table 2.1: H II Region Sample

Regions N#a RA (J2000) Dec (J2000) Principle vrad Distance (kpc)b

hh:mm:ss.s dd:mm:ss Morphology (km s−1) Near Far
G028.83-0.25 N49 18:44:44.3 -03:45:34 Bubble 90.6c 5.07 9.65
G041.10-0.15 · · · 19:06:48.9 07:10:55 Cometary 59.4c 3.99 8.67
G041.91-0.12 · · · 19:08:21.1 07:55:20 Cometary 18.1d 1.4 11.1
G041.92+0.04 N80 19:07:51.2 08:00:33 Bubble 17.7e 1.32 11.18
G044.28+0.11 N91 19:11:57.7 10:07:05 Cometary 59.6c 4.33 7.7
G044.34-0.82 N92 19:15:28.1 09:44:24 Cometary 62.0e 4.59 7.43

aIdentifier in Churchwell et al. (2006).
bUsing the galactic rotation curve of Reid et al. (2009)
cRadio recombination line velocity from Lockman (1989)
dRadio recombination line velocity from Lockman et al. (1996)
eJCMT CO J=3-2 velocity from Beaumont & Williams (2010)

Fig. 2.1.— H II regions in our sample as seen by Spitzer, presented on a uniform
angular scale 18′ across. Red is 24 µm, green is 8 µm, and blue is 3.6 µm. The strong
24 µm emission located within the bubbles is likely from heated dust grains within
the H II regions, while the 8 µm emission along the rims of the bubbles is likely from
PAHs. PAHs are destroyed within the H II regions, but on the edges are excited by
the radiation leaking out of the region.
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for each region are given in §2.3.2. Finally, a discussion of the evidence for triggering

is presented in §2.4. The work in this chapter has appeared in the Astronomical

Journal, Volume 144, Issue 6, article id. 173, 26 pp. (2012) under the title “Testing

Triggered Star Formation in Six H II Regions” following advising and suggestions from

the coauthors Rémy Indebetouw, Crystal Brogan, Claudia J. Cyganowski, Edward

B. Churchwell, and Rachel K. Friesen.

2.2 Methodology and Analysis

2.2.1 Distance Determination

Many of our quantitative results depend on the distance to the H II regions. We

calculated the kinematic distances using the galactic rotation curve of Reid et al.

(2009). They adopted a galactocentric radius R◦ = 8.4 ± 0.6 kpc and a circular

rotation speed Θ◦ = 254 ± 16 km s−1 kpc−1, based on the results of their measured

trigonometric parallaxes of massive star-forming regions. Radio recombination line

velocities are known for four of our regions from Anderson & Bania (2009): G028.83-

0.25 at 90.6 km s−1, G041.10-0.15 at 59.4 km s−1, G041.91-0.12 at 18.1 km s−1, and

G044.34-0.82 at 59.6 km s−1. All four of these regions have significant molecular gas

emission at similar velocities. CO (3-2) velocities for G041.92+0.04 and G044.34-

0.82 are known to be 17.7 km s−1 and 62.0 km s−1, respectively, from Beaumont &

Williams (2010).

All of the regions in our sample lie in the |`| < 90◦ regime, so there is naturally

a near-far distance ambiguity. Anderson & Bania (2009) attempted to resolve this

ambiguity for 291 H II regions, including G028.83-0.25, G041.10-0.15, G041.91-0.12,

and G044.28+0.11 (named C28.82-0.23, C41.10-0.21, D41.91-0.12, and U44.26+0.10



21

in their work, respectively). They did this by analyzing H I spectra using two different

methods.

The first method is based on the features in the H I spectra due to absorption

against the H II radio continuum by foreground H I clouds. Anderson & Bania

(2009) searched for evidence of this absorption process by looking at the difference

in spectra along the line of sight towards H II regions and towards nearby off-source

positions. It is expected that all regions will show a difference in the H I emission

and absorption features between the on and off source positions at velocities less than

the radio recombination line velocity, but regions at the far distance will also show

differences in these features between the recombination line velocity and the tangent

point velocity.

The second method relies on the cold H I gas within the molecular clouds associ-

ated with the H II regions to absorb some of the emission from the warmer background

H I. Narrow H I absorption at a velocity coincident with the velocity of 13CO J=1-0

emission associated with the H II region indicates a source is at the near distance,

while the absence of narrow H I absorption at the 13CO J=1-0 velocity indicates the

source is at the far distance.

Anderson & Bania (2009) used H I data from the Very Large Array (VLA) Galac-

tic Plane Survey (VGPS) (Stil et al. 2006) and the 13CO J=1-0 Boston University

Galactic Ring Survey (BU-GRS) data (Jackson et al. 2006). The VGPS was a survey

of the 21 cm H I line and 21 cm continuum, combining interferometric data from the

VLA with single dish data from the Robert C. Byrd Green Bank Telescope (GBT).

The data have angular resolution of 1′, velocity resolution of 1.56 km s−1, and 2 K

root mean square (RMS) sensitivity. The BU-GRS is a large scale survey of the 110.2

GHz 13CO J=1-0 transition in the disk of the Milky Way using the Five College
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Radio Astronomy Observatory (FCRAO) 14 m single dish telescope. The publicly

available data cubes have velocity resolution of 0.2 km s−1, angular resolution of 46′′,

and typical antenna temperature RMS sensitivity of 0.13 K (Jackson et al. 2006).

The results of Anderson & Bania (2009) are summarized for the regions in our

sample as follows. They find that G028.83-0.25 is likely at the near distance, G041.10-

0.15 is likely at the far distance, G041.91-0.12 may be at the far distance, though with

low confidence, and G044.28+0.11 is likely at the far distance. We also analyzed all

six of our regions using the same methods and data. A detailed analysis of the spectra

shows that the data remain at least consistent with the near distance for our sources.

In particular, we note that the molecular gas associated with G041.10-0.15 shows a

velocity gradient that should be considered when applying the H I self-absorption

method. We thus assume the near kinematic distance for all of our sources for the

remainder of this chapter. The resulting distances are presented in Table 2.1.

In the event that any of the regions lie at the far kinematic distance, the biggest

effect will be that our bolometric luminosity estimates for the YSOs will be too low.

For four of our sources, this effect would cause us to underestimate the bolometric

luminosities by approximately a factor of four, since the far distances are about twice

the near distances. The other two regions, G041.91-0.12 and G041.92+0.04, have

a difference of about a factor of 8 between the near and far distances, and it is

unlikely that the YSOs in these regions would be 64 times as bright as our current

estimates. Our tests of triggered star formation (see §2.3.1) depend on the distance as

well, though fairly insensitively. Our selection of YSOs is relatively insensitive to the

distance, since the shapes of the SEDs will not be significantly changed. The longest

wavelengths are the most important in the SED for identifying YSOs, and are also

the least sensitive to a change in extinction associated with a change in distance.
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2.2.2 Infrared Data and YSO Identification

The Spitzer Space Telescope has been revolutionary in collecting data of use for star

formation studies. The Infrared Array Camera (IRAC) (Fazio et al. 2004) and Multi-

band Imaging Photometer for Spitzer (MIPS) (Rieke et al. 2004) instruments, to-

gether with the ground-based Two Micron All-Sky Survey (2MASS) (Skrutskie et al.

2006), provide the wide wavelength coverage important for reliable identification and

classification of YSOs. The 2MASS Survey provides images at the near-infrared J

(1.25 µm), H (1.65 µm), and Ks (2.16 µm) bands covering the entire sky. The Galactic

Legacy Infrared Mid-Plane Survey Extraordinaire (GLIMPSE) (Benjamin et al. 2003;

Churchwell et al. 2009) covers the region |b| ≤ 1◦ and 10◦ ≤ |`| ≤ 65◦ in all the IRAC

bands (3.6, 4.5, 5.8, and 8.0 µm) with 1.′′5 to 1.′′9 resolution, while the MIPS Galactic

Plane Survey (MIPSGAL) (Carey et al. 2009) is a complementary survey in the 24

and 70 µm MIPS wavebands with 6′′ and 18′′ resolution, respectively. The GLIMPSE

Point Source Catalog (GPSC) (Benjamin et al. 2003) is a publicly available, highly

reliable catalog of automatedly identified point sources from the GLIMPSE survey.

The catalog itself provides coordinates and flux density measurements from point

spread function (PSF) fitting in each of the 2MASS and IRAC wavebands. Coordi-

nates bounding the regions of the sky for which we used the GPSC and searched for

YSOs are given in Table 2.2 and shown in Figure 2.2. We chose the regions to contain

the entirety of the infrared bubbles and rims, as well as a significant area surrounding

them for use as a control for comparisons of YSO spatial density.

In addition to the sources from the GPSC, we also identified point sources that

were seen in IRAC 8 µm and/or MIPS 24 µm images but were missing from the

catalog. The GPSC was finely tuned to have very high reliability in regions of complex

diffuse emission, at the cost of the inevitable loss of some completeness. To improve
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Fig. 2.2.— H II regions in our sample presented at uniform angular scale 48′ across.
The grayscale images are IRAC 8 µm. The black boxes outline the areas of the sky
over which we took point sources from the GPSC, identified additional point sources,
and performed SED fitting to search for YSOs. The regions were chosen to include
the entirety of the infrared bubble or rim, the associated molecular emission, and a
significant field sample. Coordinates of the bounds of these boxes are given in Table
2.2.
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the completeness of our final YSO list, we included these manually identified sources.

An additional 179 sources were added to the sample in this manner, compared to

15,798 from the GPSC. We refer to these additional 179 sources as “MI” (manually

identified) sources.

We employed a custom written Interactive Data Language (IDL) code to perform

aperture photometry on all of the point sources in our sample. This was done to

obtain photometry of the MI sources and MIPS photometry for all sources, as well as

to obtain upper limits on nondetections from the GPSC. We used 3′′ radius circular

apertures for the 2MASS and IRAC images, and 6′′ and 12′′ radius circular apertures

for the MIPS 24 µm and 70 µm images, respectively, owing to the poorer resolution

at longer wavelengths. In all cases the background emission was estimated from the

mean value in an annulus extending 1.75 to 2.5 times the radius of the aperture.

The criterion for detection was that the background-subtracted flux was at least one

standard deviation of the background variation above the mean background level. We

used this relatively low threshold above the background in individual bands because

we later require detections in at least 4 photometric bands for a source to be considered

part of our sample. In cases of a nondetection, we adopted the value of the background

plus one standard deviation as an upper limit. We corrected for the fraction of missing

flux from the comparison of aperture size to the PSF following Cohen et al. (2007).

In the case of 70 µm, the images often suffered from their lower resolution as well as

much more extended diffuse emission that made it nearly impossible to obtain reliable

flux density measurements, except for the very brightest sources. We therefore only

used the 70 µm images to determine upper limits for each source. Uncertainties were

computed using Poisson counting statistics, with a minimum uncertainty of 10% of

the photometric value used for all sources and wavebands.
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When evaluating the aperture photometry values for sources in the GPSC within

our sample, they generally agree with the GPSC photometry value to within ten

percent. The biggest disagreements are at the very highest (& 0.5 Jy) and very lowest

(. 2 mJy) flux densities. Discrepancy at the highest flux densities is due to saturation

in the images, which is better handled by PSF fitting than aperture photometry. In

some cases, the aperture photometry allows us to obtain a measurement where the

GPSC does not supply one, and so we adopted such values. In all other cases we

adopt an uncertainty-weighted average of the values from the two methods. Since

the two methods generally agree well, averaging the two does not significantly change

the values, but we do get a larger, more realistic estimate of the uncertainty in cases

where the two methods do disagree.

We required that only sources that are detected in at least four wavebands are

analyzed, which helped to verify that sources are not spurious and that there was

enough photometric information for each source to be studied reliably. Sources with

fewer than four photometric data points were removed from further consideration.

This requirement reduced our sample to 15,685 GPSC sources and 78 MI sources.

The remaining sample sizes in each region are presented in Table 2.3.

With our sample of infrared point sources with flux density measurements or up-

per limits in nine wavebands, we begin to classify the sources using the SED fitter

described in Robitaille et al. (2007). The fitter calculates a χ2 value for each point

source paired with each SED model from a selection of radiative transfer models.

Because our point source sample contains sources with different numbers of photo-

metric measurements, ndata (not counting upper limits), we use the χ2 divided by the

number of data points, χ2/ndata, as a measure of goodness of fit.

To get a reliable list of YSO candidates, we took steps to remove sources that could
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Table 2.2: YSO Fitting Parameters

Regions
dmin

a dmax
a Range of Sample Coverageb Coverage Area

(kpc) (kpc) (`, b : `, b) (arcmin2)

G028.83-0.25 3.5 5.5
(28◦.65, -0◦.36 : 28◦.95, -0◦.22)

250
(28◦.7, -0◦.22 : 28◦.95, -0◦.11)

G041.10-0.15 3.5 5.5 (40◦.95, -0◦.36 : 41◦.38, -0◦.07) 448

G041.91-0.12
0.5 2.5

(41◦.80, -0◦.18 : 42◦.00, 0◦.16)
290

and G041.92+0.04 (42◦.00, -0◦.09 : 42◦.05, 0◦.16)

G044.28+0.11 3.5 5.5
(43◦.95, -0◦.15 : 44◦.50, 0◦.35)

1303
(44◦.00, -0◦.27 : 44◦.60, 0◦.00)

G044.34-0.82 3.5 5.5 (44◦.20, -0◦.97 : 44◦.46, -0◦.72) 234

aDistance ranges for SED fitting are chosen to be consistent with the near kinematic distances from
§2.2.1 while being as homogenous as possible across regions.
bBounds of the area on the sky over which we searched for YSOs. These encompass significant area
outside of the “bubble” or “cometary” regions to get a significant field sample as a control.

Table 2.3: Summary of Point Source Sample Sizes & Results

Region
Samplea Stellarb AGBc YSOd

(GPSC + MI) (GPSC + MI) (GPSC + MI) (GPSC + MI)
G028.83-0.25 1932 + 16 1614 + 2 32 + 0 48 + 4
G041.10-0.15 2250 + 13 1845 + 1 28 + 0 93 + 11
G041.91-0.12/G041.92+0.04 1749 + 11 1526 + 0 23 + 0 78 + 11
G044.28+0.11 8673 + 25 7911 + 1 46 + 1 155 + 23
G044.34-0.82 1081 + 13 995 + 1 9 + 1 26 + 9

aIncludes sources from the GLIMPSE Point Source Catalog (GPSC) and additional sources identified
visually in the 8 and 24 µm Spitzer images (MI). Only sources detected in at least four photometric
bands are included in this count.
bSources consistent with stellar atmosphere models from Brott & Hauschildt (2005).
cSources initially identified as YSO candidates, but likely to be AGB stars (based on color-magnitude
cuts) and thus removed from the final list of YSOs.
dSources identified as YSOs by the SED fitter of Robitaille et al. (2007) and not likely to be AGB
stars.
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plausibly be main sequence or giant stars. We began by first fitting a grid of 7853

stellar atmosphere radiative transfer models from Brott & Hauschildt (2005) to our

sample, using the SED fitter from Robitaille et al. (2007). The SED models spanned a

range of effective temperatures, metallicities, and gravities (2.7×103K ≤ Teff ≤ 104K,

−0.4 ≤ [Z/H] ≤ 0.5, and −0.5 ≤ log(g) ≤ 5.5, respectively). The extinction, AV ,

along the line of sight to the source was a free parameter of the fitting process that

we restricted to be between 0 and 20 magnitudes. The choice of this range was

informed by Indebetouw et al. (2005) who found that AV in the galactic plane is

approximately 0.5-2 magnitudes kpc−1. Since the AV determination for each source

is independent of every other source, this should account for variations in extinction

across the field. The stellar atmosphere model fitting was distance independent, i.e.

the absolute flux density scale is arbitrary at this stage, and only the SED shape is

considered. Any source for which the best-fit SED met the criteria χ2
best/ndata < 3

was classified as “stellar,” while the remaining sources were used as the sample for

fitting YSO SEDs. The majority of GPSC point sources in our sample were well fit by

the stellar atmosphere models (see Table 2.3). Removing these sources from further

consideration, we were left with 1794 GPSC sources and 73 MI sources.

With sources consistent with stellar atmospheres identified and removed, we then

performed SED fitting of YSO radiative transfer models from Robitaille et al. (2006)

on the remaining sample. When performing the SED fitting, the line of sight ex-

tinction (to the “source,” where source is defined as the outermost boundary of the

radiative transfer model, not all the way to the surface of the central object) was again

a free parameter between 0 and 20 magnitudes. The fitted distance was allowed to

be within the ranges listed in Table 2.2, which were chosen to be consistent with

the near kinematic distances following §2.2.1. The distance range for G041.91-0.12
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and G041.92+0.04 was between 0.5 and 2.5 kpc, and 3.5 to 5.5 kpc for all the other

regions. Again, any source for which the best-fit SED met the criteria χ2
best/ndata < 3

was classified as a good fit, while the remaining sources were excluded from further

consideration. Examples of a good and marginally acceptable fit for each YSO stage

(see below) are presented in Figure 2.3. A total of 598 YSO candidates (538 GPSC

and 60 MI) were identified in this manner.

Once a source was identified as a YSO candidate, we also identified other SED

models for which χ2/ndata was within 6 of the best fit, χ2
best/ndata. We did this so

that once a source was reliably identified as a YSO candidate, we could investigate

the full range of physical parameters that fit the data. We knew the central mass,

accretion rate, disk mass, inclination angle, etc. of each model, so we calculated an

average and uncertainty of several key physical parameters for each source based on

the distribution “good fit” models, weighted by the probability, exp (−χ2/2), of each

model. Most importantly, we estimated the mass and evolutionary stage of each of

these YSO candidates. Using (χ2 − χ2
best) /ndata < 6 as a threshold allowed for a more

realistic estimate of the uncertainties in the physical parameters.

To check how much our YSO candidate sample depends on MIPS photometry,

we repeated this same fitting process without 24 µm data. We find that 329 YSO

candidates are recovered (55% of the YSO candidate sample using the MIPS photom-

etry). This quantitatively illustrates the importance of long wavelength data for the

identification of YSOs. We proceed with further analysis using the YSO candidate

sample identified using the MIPS photometry. We note that of the 542 MIPS 24 µm

point sources we report, 358 (66%) are detected at the 3σ level or greater.

A likely residual contaminant in this sample of YSO candidates is AGB stars,

which tend to have SEDs similar to certain YSO models in this wavelength range.
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Fig. 2.3.— Examples of point source SEDs with best fit YSO models. All six objects
have been identified as YSOs by our fitting method and were not removed as AGBs
following our color cut. Stage I sources are in the left column, Stage II are in the
middle column, and Stage III are in the right column. Examples that are typical
of the lowest χ2/ndata are in the top row, while examples typical of highest χ2/ndata

(marginally acceptable fit) are in the bottom row. Circles with error bars (often too
small to see) represent detections, while downward arrows represent upper limits.
The solid line is the best fit SED model.
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In the absence of additional data to discern the true YSOs, such as spectroscopic

observations, we evaluate our candidates in color-magnitude space. Robitaille et al.

(2008) have analyzed AGB stars (both sAGB and xAGB) and clustered (likely YSO)

sources to see where they each fall in [8.0]-[24.0] versus [4.5] space. They have de-

termined areas in this space that are predominantly occupied by each population,

however the populations do overlap somewhat in this space, and there will likely be

contamination in both samples. The results of Robitaille et al. (2008) are derived

for the entire galactic plane, so shifts in criteria to optimize the cut for each region

are expected. We have determined our own selection criteria for removing AGB stars

for each H II region using the Robitaille et al. (2008) results as a guide and being as

conservative as possible in the removal of sources so as not to lower the completeness

of our final YSO sample drastically. The decision to be conservative in this removal

process is justified by our completeness estimates below. Color-magnitude diagrams

of all YSO candidates are presented in Figure 2.4, showing our criteria for discrimi-

nation between AGB and YSO sources. Objects with limits on [4.5] or [8.0]-[24.0] are

only removed if they lie entirely on the AGB side of our cuts.

One can see that each sample of YSO candidates roughly separates into two pop-

ulations that are better separated in [4.5] than in [8.0]-[24.0]. The coordinates and

properties of YSOs remaining after this color-magnitude cut are presented in Table

2.4. A comparison of the sample sizes to the numbers of stellar sources, YSOs, and

AGBs are presented in Table 2.3. A total of 458 YSOs remained after 140 AGBs

were removed. We refer to this final sample of 458 as “YSOs,” while we refer to the

previously combined sample of YSOs and AGBs as “YSO candidates.” All additional

analysis in this work only makes use of the YSO sample.
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Fig. 2.4.— Color-magnitude plots for our initial sample of YSO candidates used to
remove contamination by AGB stars. Sources with upper or lower limits are plotted
as arrows. In general the samples separate into two populations. Following Robitaille
et al. (2008), the brighter, bluer populations (upper left in this color space) are
dominated by AGB stars over YSOs. We therefore exclude these objects from our
final analysis. The dashed lines show the guidelines from Robitaille et al. (2008),
while our cuts determined for each region are the solid line.
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Table 2.4: YSOs Identified by SED Fitting

YSO Stagea
χ2

best

ndata
24 µm? log

[
M∗

M�

]
b log

[
L∗

L�

]
log

[
˙Menv

M� yr−1

]
c log

[
Mdisk

M�

]
G028.83-0.25

G028.6534-00.2539 III 2.89 N 14.6±0.0 4.3±0.0 0.0±0.0 -8.0±0.0
G028.6608-00.2305 II 3.00 N 5.5±1.4 3.0±3.1 0.0±0.0 -2.1±-1.7
G028.6788-00.2786 I 0.05 N 3.8±1.1 2.3±2.6 -4.7±-4.1 -1.7±-1.4
G028.6879-00.2739 I 0.31 Y 3.6±1.3 2.0±2.1 -4.1±-3.8 -1.5±-1.2
G028.6962-00.2913 I 0.47 Y 5.0±1.6 2.9±3.1 -4.8±-3.9 -1.9±-1.5
G028.7020-00.2101 I 0.71 N 2.7±0.9 1.7±1.7 -5.5±-4.9 -2.1±-1.7
G028.7166-00.2231 I 0.01 N 2.0±1.1 1.5±1.9 -5.4±-4.8 -2.2±-1.8
G028.7190-00.1813 II 0.67 Y 4.3±1.1 2.6±2.9 -6.0±-4.8 -2.1±-1.7
G028.7191-00.2083 I 2.06 Y 1.1±1.2 1.7±2.1 -4.5±-4.0 -1.8±-1.6
G028.7347-00.1769 II 0.01 Y 4.5±1.0 2.6±2.6 -6.2±-4.8 -2.0±-1.6

aSee §2.2.2 for explanation of evolutionary stages.
bValues for all quantities are determined by the parameters of model SEDs that fit the source such
that

(
χ2 − χ2

best

)
/ndata < 6. Averages and uncertainties are the mean and standard deviation

values of the fit parameters weighted by the probability of the corresponding model, exp
(
−χ2/2

)
(See §2.2.2). Uncertainties of 0.0 indicate no spread in the models that fit the data.
cThe data are sometimes fit by disk-only models with no accreting envelope, represented by a value
of 0.0.

(This table is available in its entirety in Appendix Table A.1. A portion is shown here for guidance
regarding its form and content.)

YSO Classification

Historically, low-mass YSOs have been identified by their spectral indices and infrared

colors. The reddest sources are classified as Class I objects, slightly bluer objects as

Class II objects, and yet bluer objects as Class III objects. Class I corresponds

to sources in a relatively early evolutionary phase, with significant accretion from

a surrounding envelope. Class II objects have optically thick disks and potentially

the remains of an envelope. Class III objects are the most evolved with only an

optically thin disk remaining (Adams et al. 1987). We investigated both GPSC and

MI sources using the color selection method of Allen et al. (2004) and found minimal

differences between the YSOs identified by color and those identified by SED fitting.

Most discrepancies were in confused regions of high background emission. This result
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is in good agreement with a similar study in M16 (the Eagle Nebula) by Indebetouw

et al. (2007). The major advantage of using the SED fitting method to identify YSOs,

though it is more labor intensive than other methods, is that it allows an estimate

of the physical properties of the source from the parameters of the radiative transfer

models that best fit the data.

Throughout the remainder of this chapter, we adopt the YSO “Stage” classifi-

cation scheme of Robitaille et al. (2006). This is physically similar to the common

“Class” system corresponding to the relative evolutionary state of low-mass YSOs, de-

scribed above, but can be simply determined in our case from the accretion rate, disk

mass, and central source mass as determined by SED fitting and the Robitaille et al.

(2006) models. As noted by Robitaille et al. (2006), the use of spectral index clas-

sification can lead to confusion as it is motivated more by observation than physical

state and does not properly account for changes in viewing angle between individual

sources. Furthermore, Whitney et al. (2004) note that for high mass sources, both

Teff and the evolutionary state affect the mid-infrared spectral index, so the model-

derived “Stage” is less ambiguous than a simple spectral index. Stage I objects are

defined as those that have ˙Menv/M? > 10−6yr−1, where ˙Menv is the envelope accre-

tion rate and M? is the mass of the central source. Stage II objects are defined by

˙Menv/M? < 10−6yr−1 and Mdisk/M? > 10−6, where Mdisk is the disk mass. Finally,

Stage III objects are defined by ˙Menv/M? < 10−6yr−1 and Mdisk/M? < 10−6.

Completeness

To estimate the completeness of our YSO sample, we determined which of the YSO

SED models from Robitaille et al. (2006) would be both detectable by Spitzer and

2MASS and identifiable as YSOs by our selection method if the models represented
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real YSOs within the bubble or cometary regions. To start, we calculated the flux

density of each model SED in each waveband at the distance of each H II region and

applied an extinction of AV = 1 mag kpc−1. For each H II region, we independently

adopted values of the limiting flux density to qualify as a detection at each wavelength.

These limiting values were determined by plotting the source counts from the GPSC

in each region as a function of magnitude to identify the sensitivity limit in the bubble

or cometary structures, which are known to have high backgrounds. We adopted a

single value for each region and wavelength, though the actual background can vary

by as much as a factor of five at the longer wavelengths. Furthermore, we applied

the 2MASS and GLIMPSE saturation limits presented in Skrutskie et al. (2006) and

Benjamin et al. (2003). We were thus able to determine the wavebands in which each

YSO model would be detectable in each region, and so generate a set of simulated

photometric data points for each YSO model. We then determined which of these

model sources would be identified as YSOs following our selection method in §2.2.2.

We account for the fact that the distribution of physical parameters in the model

grid does not necessarily represent the distribution of the true YSO population by

using a simulated sample. Robitaille et al. (2006) simulated a large “virtual” cluster

of YSOs drawing from a uniform age distribution (implying a constant rate of star

formation) in the range from 103 years to 2 Myr, and a Kroupa (2001) IMF ranging

from 0.1 to 30 solar masses. Robitaille et al. (2006) chose this mass range to approx-

imate a real cluster, though the SED models have masses as high as 50 solar masses.

They then calculated “weights” that scale with the likelihood of each model to ap-

pear in the simulated cluster. We used the list of models that would be detected and

identified as YSOs within each region, weighted by these probabilities, to represent

our simulated sample. We then plotted the mass distribution of this simulated pop-
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ulation and compared it to the distribution of our observed YSO sample normalized

by solid angle. The plots for each region are shown in Figure 2.5, using an arbitrary

scaling of the simulated sample. For comparison, we also plotted the distribution of

the virtual cluster without any observational or methodological effects considered, i.e.

a simulated sample that is 100% complete across the entire mass range. The ratio

of these two simulated distributions with and without observational effects, seen in

Figure 2.6, provides a completeness estimate as a function of mass, while the cor-

respondence between the simulated samples and the real samples seen in Figure 2.5

provides evidence that the completeness estimates are valid. We have not made an

attempt to account for the effects of sampling small populations, so our simulated

distributions are unable to account for stochasticity. For example, we do not detect

any YSOs in G041.91-0.12 & G041.92+0.04 in multiple bins around 2-4 M� despite

the fact that we estimate our completeness at over 50% in this mass range.

The loss of completeness at lower mass is dominated by photometric sensitivity

limits, whereas the loss of completeness at high mass is dominated by AGB color-

magnitude cuts that predominantly remove the sources among the brightest at 4.5

µm. The benefit of additional completeness at higher mass by altering or emitting

the AGB color-magnitude cuts is outweighed by the likely contamination of AGBs

falsely identified as high mass YSOs. The small number of massive YSO candidates

makes it difficult to further investigate the uncertainty introduced by applying a

population-based cut. Clearly G041.91-0.12 and G041.92+0.04 are the most complete

samples, as is expected for the closest regions in this work, being over 50% complete

between approximately 1.5 and 5 M�. The remaining regions show a dramatic loss

in completeness below 3-4 M�.

We performed this completeness analysis only as a guide to interpreting our re-
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Fig. 2.5.— Mass distribution of our observed YSO samples from this work identi-
fied by SED fitting, with likely AGBs removed using color-magnitude cuts, restricted
to YSOs within or on the bright rim regions, plotted by the thick-lined histogram.
Overplotted are the distributions of the virtual cluster YSO populations from Ro-
bitaille et al. (2006). The dashed lines show the simulated populations ignoring any
sources of completeness, while the thin solid lines show the distributions remaining
after applying extinction corrections, considering sensitivity and saturation limits,
fitting stellar atmosphere models to the SEDs, and applying color-magnitude cuts to
remove AGB stars. Both simulated samples are presented with arbitrary scaling that
is consistent within each region (see §2.2.2). The correspondence between the simu-
lated sample with source incompleteness and the observed sample provides evidence
that the completeness estimates are valid.
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Fig. 2.6.— Ratio of the two simulated distributions from Figure 2.5 (with and without
applying observational and methodological effects) as an estimate of completeness
as a function of mass. The incompleteness at the low-mass end is dominated by
photometric sensitivity, while the incompleteness at the high mass end is dominated
by color-magnitude cuts removing AGB contaminants.
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sults, especially in considering our estimated completeness of high mass YSOs. We

do not apply any kind of completeness correction to our sample because of the rela-

tively small number of YSOs in each region and the inherent uncertainty in applying

such a correction. The incompleteness in our sample, particularly at the high mass

end, precludes us from realistically analyzing whether possibly triggered YSOs have

systematically higher masses than the field population.

We also note that the youngest, least evolved YSOs will be missed by our selection

method regardless of mass because, while they may be bright in the far-infrared or in

molecular tracers, they are not detectable in IRAC images shortward of 5 µm. Indeed,

there is a small population of infrared sources in these regions that are identified in

24 µm and sometimes in 8 µm as well, but are not detectable in shorter wavelengths.

However, these sources were excluded from our sample because they are detectable

in fewer than the minimum four wavebands.

2.2.3 Ionizing Sources

Our analysis of the H II regions in the context of triggered star formation requires

knowledge of the ionizing luminosity from stars that power the regions. To estimate

this, we make use of the Very Large Array Galactic Plane survey (VGPS) 21 cm

continuum data (approximately 1′ resolution) described by Stil et al. (2006). Images

of our sample regions with radio continuum contours are in Figures 2.7 to 2.12. We

use custom apertures around the continuum emission associated with each H II region

to measure the flux density. Carefully drawn source and background apertures are

necessary because of the varying shapes of the radio continuum, as well as the varying

background emission. For measurements of G041.10-0.15, we are particularly careful

to avoid emission from the supernova remnant SNR G041.1-00.3 (3C 397) (Jiang et al.
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2010).

Assuming the emission is optically thin free-free thermal continuum, we calculate

the ionizing luminosity following Condon (1992):

QLy & 7.54× 1046

(
Te

104K

)−0.45 ( ν

GHz

)0.1
(
Sν
Jy

)(
D

kpc

)2

s−1, (2.1)

where Te is the electron temperature, ν is the frequency of the observation, Sν is the

observed specific flux density, and D is the distance to the H II region. This quantity

is a lower limit because the fraction of photons absorbed by dust or leaking out of

the region is unknown. The regions in our sample that have observed recombination

lines in Lockman (1989) or Lockman et al. (1996) are G028.83-0.25, G041.10-0.15,

G041.91-0.12, and G044.34-0.82. The line widths are 19.9 ± 1.7 km s−1, 26.7 ± 1.9

km s−1, 36.7 ± 7.0 km s−1, and 30.4 ± 4.7 km s−1, respectively. These line widths

imply temperatures of 0.87± 0.15× 104 K, 1.6± 0.2× 104 K, 2.9± 1.1× 104 K, and

2.0±0.6×104 K, respectively. Lockman (1989) notes that relatively large line widths,

such as the one reported for G041.91-0.12, may be the result of multiple nebulae

along the same line of sight that are not well separated in velocity. The resulting

temperature should then be interpreted as an upper limit. Assuming a uniform value

of 104 K for the electron temperature, we calculate the ionizing luminosity necessary

to power each H II region. We estimate the uncertainty in the radio flux at 30%, the

uncertainty in the electron temperature at a factor of 2 (100 %), and uncertainty in

the distance at 50%, which yields an estimate of a factor of 1.75 uncertainty in the

ionizing luminosity.

From QLy, we determined the spectral type of a single ionizing star using Vacca

et al. (1996) and Smith et al. (2002). We also determined the spectral type of the

most massive star in a cluster with a Salpeter (1955) IMF that would provide the
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Fig. 2.7.— Results for G028.83-0.25. (a) A Spitzer 8 µm image. The dense rim
is visible. A 1′ scale bar and physical scale at the assumed distance is in the lower
right. (b) Radio continuum emission from the 21 cm VGPS. Contours are 95%, 80%,
60%, 40%, and 20% of the peak brightness temperature, 58.4 K in this region, labeled
in the panel. The H II region emission is coincident with the infrared bubble. The
images have approximately 1′ resolution, indicated by the beam in the lower left.
(c) 13CO J=1-0 emission from the BU-GRS over the velocity range 83.8 – 90.0 km
s−1. Contours are 95%, 80%, 60%, 40%, and 20% of the peak integrated antenna
temperature, 17.8 K km s−1 in this region. The 46′′ beam is in the lower left. (d)
Stage I (least evolved) YSOs identified by SED fitting, plotted with circles.Red circles
indicate sources with 24 µm photometry, while blue circles indicate sources with upper
limits at 24 µm. Likely AGB contaminants have been removed. (e) Density of Stage
I YSOs from SED fitting, sampled at 1.5 arcminutes. Contours are 95%, 80%, 60%,
40%, and 20% of the peak density, 0.47 YSOs per square arcminute in this region,
labeled in the panel. Contour colors range from blue (low density) to red (high
density). The maxima indicate areas of enhanced clustering of relatively unevolved
YSOs. There is an enhanced YSO population at the center of the bubble as compared
to the surrounding field.
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Fig. 2.8.— Results for G041.10-0.15. Panels are as in Figure 2.7. IRDCs are marked
by red arrows in panel (a). The unrelated supernovae remnant 3C 397 (Jiang et al.
2010) is visible at the bottom of panel (b). The 13CO J=1-0 emission in panel (c)
is integrated over the velocity range 54.7 – 68.2 km s−1. There is an enhanced YSO
population located within and around the bubble as compared to the surrounding
field, seen in panels (d) and (e).
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Fig. 2.9.— Results for G041.91-0.12. Panels are as in Figure 2.7. The 13CO J=1-0
emission in panel (c) is integrated over the velocity range 12.0 – 20.8 km s−1. There
is an enhanced YSO population located around the infrared rim as compared to the
surrounding field, seen in panels (d) and (e).
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Fig. 2.10.— Results for G041.92+0.04. Panels are as in Figure 2.7. The 13CO J=1-0
emission in panel (c) is integrated over the velocity range 12.0 – 20.8 km s−1. There
is a slightly enhanced YSO population located in the infrared bubble as compared to
much of the surrounding field, seen in panels (d) and (e).
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Fig. 2.11.— Results for G044.28+0.11. Panels are as in Figure 2.7. The 13CO J=1-0
emission in panel (c) is integrated over the velocity range 52.2 – 68.4 km s−1. There
are enhanced YSO populations located on the infrared rim as compared to much of
the surrounding field, seen in panels (d) and (e).
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Fig. 2.12.— Results for G044.34-0.82. Panels are as in Figure 2.7. The IRDC
is marked by a red arrow in panel (a). The 13CO J=1-0 emission in panel (c) is
integrated over the velocity range 56.4 – 67.1 km s−1. There is an enhanced YSO
population located in the infrared bubble as compared to the surrounding field, seen
in panels (d) and (e).
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same ionizing luminosity. Because of the steep relationship between mass and ionizing

luminosity, the ionizing luminosity is dominated by the most massive member of the

cluster, and therefore the star with the earliest spectral type. Thus, the results

for a cluster were only approximately one spectral subtype later than when using a

single star. We considered the effect of dust, by estimating that half of the ionizing

luminosity was absorbed by dust grains (consistent with Wood & Churchwell 1989).

The result was about one spectral subtype earlier. The factor of two uncertainty in the

electron temperature also introduces an uncertainty of approximately one subtype.

The QLy values and the equivalent spectral types of a single ionizing source are

presented in Table 2.5.

To verify whether the radio continuum emission is thermal, we calculated the

spectral index from 11 cm to 21 cm, incorporating the Bonn 11 cm survey (Reich

et al. 1984) from the Effelsburg 100 meter telescope. These single dish observations

have angular resolution of about 4.′3, and 50 mK RMS sensitivity. To get a consistent

measurement, we smoothed the VGPS images to the resolution of the Bonn images

and measured the photometry using the same apertures on each. Using Sν ∝ ναcm ,

we calculated the spectral index, αcm, for the regions and present the values in Table

2.5. We found that all of the regions have spectral indices of αcm ≈ −0.1 within

uncertainties, consistent with optically thin free-free emission.

2.2.4 Molecular Gas

To fully understand whether star formation in these H II regions is triggered, we need

to understand the molecular gas environment. We make use of the Boston University

Galactic Ring Survey (BU-GRS) introduced in §2.2.1. The publicly available data

cubes have velocity resolution 0.2 km s−1, angular resolution of 46′′, and typical RMS
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sensitivity of 0.13 K (Jackson et al. 2006). G028.83-0.25 has two velocity components

seen in 13CO J=1-0 at 88.0 and 95.6 km s−1 (see Figure 2.13), and either one or both

may be associated with the H II region. We consider both, and they are evaluated

separately for their triggering analysis (§2.3.2).

To calculate the 13CO J=1-0 column density, we assume that the gas is in local

thermodynamic equilibrium (LTE), fills the beam, and is optically thin, and thus use

the standard equation:

N
(

13CO
)

=
3kB

8π3νGRSS(Ju)µ2
GRS

ZGRS

gugKgnuclear

exp

(
Eu,GRS

kBTex,GRS

)∫
TB,GRS dv, (2.2)

where νGRS = 110.201353 GHz, S(Ju) = Ju/(2Ju + 1) is the statistical weight of the

upper level, Ju = 1 for the upper level, µGRS = 0.112 debye is the electric dipole

moment, gu = 2Ju + 1 is the rotational degeneracy, gK = 1 is the K degeneracy for a

linear molecule, gnuclear = 1 is the nuclear spin degeneracy, and Eu,GRS/kB = 5.29 K

for the energy of the upper level. We assume a partition function of the form ZGRS ≈

0.38(Tex,GRS/K+0.88) (Wilson et al. 2009). We note the intrinsic assumption that the

level populations are determined by a single parameter, the excitation temperature,

which is not necessarily the same as the kinetic temperature.

For the excitation temperature, we adopt a value consistent with similar environ-

ments. Sridharan et al. (2002) reported ammonia temperatures of approximately 20

K for massive cores without strong centimeter continuum emission. Brogan et al.

(2011) observed massive YSOs with the VLA and found ammonia temperatures in

the 20-30 K range in kinematically simple cores. Rosolowsky et al. (2008) observed

ammonia in dense cores in Perseus with the GBT, including sources both with and

without submillimeter continuum, and found temperatures as low as 11 K in the cold

gas. Admittedly Perseus is more quiescent than our regions. Furthermore, we do
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Table 2.5: H II Region Properties

Region
Radio Continuum

αcm
bDiameter S21cm S21cm

a S11 m QLy Single Ionizing Source
(’) (pc) (Jy) (Jy) (Jy) (s−1) Sp. Typec Sp. Typed

G028.83-0.25 2.8 2.0 1.01 0.95 0.81 -0.24 1048.3 O9.5-B0 O8-O9
G041.10-0.15 10.3 6.0 5.45 6.01 6.61 0.15 1048.8 O8-O8.5 O7-O7.5
G041.91-0.12 4.0 0.8 0.5 0.57 0.45 -0.36 1046.9 <B0.5 B0.5-B1
G041.92+0.04 3.2 0.6 0.45 0.4 0.23 -0.84 1046.8 <B0.5 B0.5-B1
G044.28+0.11 8.9 5.6 1.32 1.3 1.22 -0.1 1048.3 O9.5-B0 O8-O9
G044.34-0.82 5.1 3.4 0.12 0.1 0.09 -0.26 1047.3 <B0.5 B0-B0.5

aSmoothed to the resolution of the 11 cm images for calculating the spectral index.
bAssuming 30% errors in the radio continuum measurements, the uncertainties in the spectral indices
are approximately 0.7-0.8.
cDetermined from log10 (QLy) and Vacca et al. (1996), assuming a dwarf (luminosity class V) star.
dDetermined from log10 (QLy) and Smith et al. (2002), assuming solar metallicity and a dwarf (lumi-
nosity class V) star.

Fig. 2.13.— Contours of BU-GRS 13CO J=1-0 emission integrated over two velocity
components possibly associated with the H II region G028.83-0.25, plotted over the
8 µm IRAC image. The first component (left) is integrated over the velocity range
83.8 – 90.0 km s−1, and the second component (right) is integrated over the velocity
range 91.9 – 98.8 km s−1. The 46′′ beam is shown in the lower left corner of panel
(a). Contours are plotted as 95, 80, 60, 40, and 20% of the peak value in panel (a),
17.8 K km s−2 antenna temperature.
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not know that the ammonia and 13CO have the same Tex or trace the same volume.

Paron et al. (2011) assumed Tex = 20 K for similar analysis around the H II region

G35.673-00.847. Deharveng et al. (2008) estimated the kinetic temperature of molec-

ular gas to be between 14 K and 30 K in Sh2-212 based on 12CO, 13CO, and C18O.

We assume a value of Tex = 20 K with an uncertainty of 10 K, and thus we obtain

N(13CO(1− 0)) = 1.25× 1015

∫
TB dv

K km s−1 cm−2. (2.3)

We adopt a conversion factor N(H2)/N(13CO) = 5 × 105 from Simon et al. (2001)

(assuming R(12CO/13CO) = 45 (Langer & Penzias 1990) and X(12CO) = 8 × 10−5

(Blake et al. 1987)), and thus the column density of the total molecular gas is

N(H2) = 6.24× 1020

∫
TB dv

K km s−1 cm−2. (2.4)

We note that a 50% uncertainty in Tex (20 ± 10 K) introduces an uncertainty of

about 35% in each of the column density and mass of molecular gas. Both column

density and mass also scale linearly with our choice of N(H2)/N(13CO(1−0)), and

rely heavily on our assumption of LTE. The mass additionally depends our adopted

distance. Contours of column density are shown in Figures 2.7, 2.8, 2.9, 2.10, 2.11,

and 2.12. To calculate the mass of the gas in each region, we use

M = µmHD
2Ω
∑

N(H2) = 1.19

(
D

kpc

)2(
Ω

arcmin2

) ∫
TB dv

K km s−1 M�, (2.5)

where µ is the mean molecular weight in multiples of the proton mass (assumed here

to be 2.8), D is the distance to the region, and Ω is the solid angle occupied by the

gas.
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Next, we identify individual clumps within the molecular cloud structure using the

Clumpfind code (Williams et al. 1994) that identifies local maxima in the data cubes

and grows the clumps outward, down to lower evenly spaced signal levels until the

noise floor is reached. We use the recommended value of twice the RMS for setting

both the noise floor and the interval between adjacent contour levels. The result is

a catalog of 13CO J=1-0 clumps in position-position-velocity space, with size (full

width at half maximum) measurements in galactic longitude (∆`FWHM,cl), galactic

latitude (∆bFWHM,cl), and velocity (σcl); we use the subscript “cl” to refer to clumps

identified by Clumpfind. Clumpfind also calculates an effective radius, Rcl, which is

the radius of a circle that has the same solid angle on the sky as the clump, though

the clump may itself be irregularly shaped.

There are a large number of unresolved or barely resolved clumps in this catalog

that are near the noise floor, which are probably not real clumps. Clumpfind may

provide several false positives in complex regions, so we apply additional “quality

control” cuts to the list of clumps as follows. We first merge the clumps that have

antenna temperature peaks in the data cube within 22′′ (1 pixel) of each other in `

or b and within (σcl,i + σcl,j)/2 of each other, where the indices i and j correspond

to two clumps. Then, we remove the clumps with ∆`FWHM,cl or ∆bFWHM,cl less than

66′′ (3 pixels), or σcl less than 0.6 km s−1 (3 channels), and all of the clumps that

have an average antenna temperature below 3 times the RMS of the data. These

criteria were determined to (1) produce a final catalog of high confidence clumps

and (2) to balance the effects of Clumpfind’s tendency to identify extraneous clumps

in complicated data sets with the unintended consequence of merging clumps that

are truly separate structures. Some of our H II regions still show a large number of

clumps, but we consider them to be plausibly distinct structures in the data cubes.
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For the remaining reliable catalog, we computed the mass, peak column density,

average number density, and nearest neighbor (peak-to-peak) separation in the plane

of the sky.

A plot of the masses and effective radii of all the clumps of molecular gas identi-

fied in our sample is presented in Figure 2.14. The distribution we find is consistent

with the mass-size relation found empirically in 7 molecular clouds by Kauffmann

et al. (2010), though our clumps do not reach the smallest scales as they do for the

closer regions presented in that study. Ridge et al. (2003) observed 13CO in 30 young

stellar clusters within 1 kpc. The molecular clumps we identify in G041.91-0.12 and

G041.92+0.04 are consistent with the range of cloud masses and radii seen in that

study (marked in Figure 2.14), however we likely cannot resolve the fragments associ-

ated with individual clusters in the more distant regions. We interpret the agreement

with Kauffmann et al. (2010) as an indication that our quality control cuts are suffi-

cient to remove most spurious Clumpfind detections. However, our inability to resolve

parsec-scale clumps must be considered when comparing the observed properties of

these clumps to those predicted during “collect and collapse” (CnC).

As noted by Deharveng et al. (2005), dense molecular gas forming part or all of a

shell can be an indication of CnC triggered star formation, particularly if the shell is

composed of dense fragments of gas. We calculated the column densities and masses

of each individual clump as outlined above. To get the number density of the gas,

n(H2), we treat each clump as a sphere with a radius that is equal to the effective

radius, Rcl. We also calculate the virial parameter,

αvir =
Mvir

Mcl

=
5σ2

clRcl

GMcl

, (2.6)

for each clump. A virial parameter less than 1 indicates that the clump is likely to



53

collapse under self-gravity. This assumes that the clumps are spherically symmetric

and isothermal, which is clearly not the case, so these values should be viewed with

caution. The clumps typically have αvir ≈ 1, with 23% of all clumps prone to collapse.

All of the measured and calculated parameters for individual molecular clumps are

presented in Table 2.6, with a summary of median values and region-wide parameters

in Table 2.7.

Table 2.6: Molecular Gas Clump Parameters
`peak bpeak vpeak Rcl

a σcl dcl
b Ncl(H2)c ncl(H2) Mcl(H2) αvir

d

(deg) (deg) (km s−1) (pc) (km s−1) (pc) (1021 cm−2) (cm−3) (M�)
G028.83-0.25 (83.8-90.0 km s−1)

28.850 -0.24 88.26 4.3 1.9 1.7 18.7 274 6103 0.5
28.844 -0.21 85.93 3.3 1.6 3.2 11.0 228 2311 0.8
28.887 -0.20 85.93 3.1 1.2 1.6 5.4 108 899 1.1
28.887 -0.22 87.41 3.5 1.0 1.1 7.1 121 1518 0.5
28.868 -0.24 86.14 2.7 1.5 1.7 7.4 298 1671 0.9
28.887 -0.23 85.93 2.1 1.2 1.1 5.2 233 625 1.0
28.887 -0.26 85.93 2.9 1.6 2.1 6.5 141 1010 1.8
28.795 -0.23 86.14 3.7 2.0 4.5 4.8 99 1478 2.1
28.868 -0.30 87.20 3.9 1.8 4.0 3.9 97 1645 2.0

aClump effective radius
bNearest neighbor (peak-to-peak) separation
cPeak column density
dMvir/Mcl

(This table is available in its entirety in Appendix Table B.1. A portion is shown here for guidance
regarding its form and content.)

2.3 Results

2.3.1 Assessment of Triggered Star Formation

There are two primary criteria we have checked to see if star formation is plausibly

triggered by the CnC process. The first is that we expect an enhanced population of
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Fig. 2.14.— Effective radius, Rcl, versus calculated mass of molecular gas, Mcl, for
every clump identified by Clumpfind remaining in our sample after our quality con-
trol cuts. The solid lines mark approximate sensitivity and resolution limits using
Clumpfind and our quality control cuts on the BU-GRS data, assuming 1 kpc and
4 kpc as labeled. The dotted box shows the range of masses and radii of molecular
clumps associated with young stellar clusters within 1 kpc as observed by Ridge et al.
(2003).

Table 2.7: Summary of Molecular Gas Properties

Region
Median Clump Values Region-wide Values

〈Rcl〉c 〈dcl〉d 〈Mcl〉
〈
Ncl/1021

〉
Mtot

e ni/103 tHII
f ΦLy

g

(pc) (pc) (M�) ( cm−2) (M�) (cm−3) (106 yr) (cm−2 s−1)
G028.83-0.25a 3.3 1.7 1518 6.5 17264 4.79 0.79 > 1.65× 1010

G028.83-0.25b 3.1 1.8 1194 2.8 31133 4.46 0.83 > 1.65× 1010

G041.10-0.15 1.8 1.0 202 2.6 19913 1.35 2.1 > 6.4× 109

G041.91-0.12 0.58 0.7 18 3.4 177 3.13 0.31 > 3.8× 109

G041.92+0.04 0.67 0.3 23 2.3 357 3.27 0.19 > 5.6× 109

G044.28+0.11 2.5 1.7 534 3.7 29180 1.19 2.41 > 2.1× 109

G044.34-0.82 2.5 1.6 656 4.0 9534 1.73 2.12 > 0.6× 109

a83.8 – 90.0 km s−1

b91.9 – 98.8 km s−1

cMedian molecular clump radius.
dMedian clump peak-to-peak separation.
eSum of molecular clump masses.
fDynamical age of the H II region.
gIonizing flux.
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Stage I YSOs on or within the infrared bright bubbles and rims surrounding the H II

regions (a similar enhancement is expected from “radiatively driven implosion” (RDI)

as well). Second, Whitworth et al. (1994) predicted the fragmentation timescale and

size, column density, mass, and separation of the typical fragments of the molecular

gas comprising the expanding spherical shell of the H II region. Assuming a single

(or compact) ionizing source and an initially uniform number density of gas, these

values are given by:

tfrag ≈ 1.56

(
as

0.2 km s−1

)7/11(
QLy

1049 s−1

)−1/11 ( ni
103 cm−3

)−5/11

Myr, (2.7)

Rfrag ≈ 5.8

(
as

0.2 km s−1

)4/11(
QLy

1049 s−1

)1/11 ( ni
103 cm−3

)−6/11

pc, (2.8)

Nfrag ≈ 6.0× 1021

(
as

0.2 km s−1

)4/11(
QLy

1049 s−1

)1/11 ( ni
103 cm−3

)5/11

cm−2, (2.9)

Mfrag ≈ 23

(
as

0.2 km s−1

)40/11(
QLy

1049 s−1

)−1/11 ( ni
103 cm−3

)−5/11

M�, and (2.10)

dfrag ≈ 0.83

(
as

0.2 km s−1

)18/11(
QLy

1049 s−1

)−1/11 ( ni
103 cm−3

)−5/11

pc, (2.11)

where as is the sound speed in the neutral gas, QLy is the Lyman continuum (ionizing)

luminosity in photons s−1, ni is the initial density of the molecular gas before H II

region expansion, tfrag is the timescale for fragmentation to begin, Rfrag is the radius

of the fragments, Nfrag is the column density of the fragments, Mfrag is the mass of

the fragments, and dfrag is the separation of fragments. We use the term “clump”

to refer to collections of gas identified in the data by Clumpfind, and “fragment”

to refer to theoretical collections of molecular gas predicted by Whitworth et al.

(1994). Observing molecular cloud clumps consistent with the quantities predicted

in Equations 2.7, 2.8, 2.9, 2.10, and 2.11 indicates that CnC is at least plausible in a
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particular region.

Dale et al. (2007a) performed SPH simulations of expanding H II regions to test the

validity of this analytical model. They found that fragmentation in the expanding

shell did occur and that the time for fragmentation agreed with the prediction of

Whitworth et al. (1994) to within 20%. Furthermore, they found that the fragment

masses were approximately half of the values predicted by the analytical model.

The predicted values of Whitworth et al. (1994) all depend on three parameters:

the sound speed, the ionizing luminosity, and the initial density. The sound speed

of neutral gas is expected to vary in the range 0.2–0.6 km s−1, and so without a

method of measuring this parameter we assume a value of 0.2 km s−1 (Whitworth

et al. 1994; Dunham et al. 2011). The predicted fragment masses can vary by an order

of magnitude because of a factor of 2 uncertainty in the sound speed, whereas the

other predicted molecular fragment properties are fairly insensitive to this uncertainty.

We have the ionizing luminosity measurements with uncertainties from analyzing

the 21 cm radio continuum. To estimate the initial density of the gas before H II

region expansion, we calculate the average number density in the bubble region using

the analysis from §2.2.4 to calculate the mass integrated over the gas apparently

associated with the bubble or rim (i.e. the mass in the shell exterior to the ionization

front). We integrate over the full velocity range of the associated emission and within

an irregular aperture determined by eye, though using the distribution of positions in

the molecular clump catalog as a guide. We then follow the method of Paron et al.

(2011) to estimate the volume by assuming the thickness along the line of sight is

equal to the radius of the region, RHII. If the gas is being collecting by an expanding

shell, then the average density in this volume now should still be equal to the average

density before expansion began (i.e. the same amount of gas in the same volume, but
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distributed differently). Assuming 25% uncertainty in the angular size of the regions

and using the uncertainties stated in §2.2.4, the initial densities of molecular gas are

uncertain to within a factor of 3.6 larger or smaller than our quoted values. We

assume uncertainty of a factor of 2 in the sound speed, thus the uncertainties in our

CnC predictions for the formation time, size, column density, mass, and separation of

molecular clumps are approximately factors of 2.4, 2.5, 2.2, 5.4, and 3.43, respectively.

We estimate the ages of the H II regions using a dynamical age from Dyson &

Williams (1980), assuming spherical expansion:

tHII = 7.2× 104

(
RHII

pc

)4/3(
QLy

1049 s−1

)−1/4 ( ni
103 cm−3

)−1/2

yr, (2.12)

where RHII is the radius of the region, QLy is the ionizing luminosity, and ni is the

initial number density of the gas. We compare these ages with the fragmentation

timescales for CnC from Whitworth et al. (1994) to see if they are consistent with

the CnC scenario, tHII/tfrag ≥ 1. Following the uncertainties above, these ages may

be a factor of 3 larger or smaller than our quoted values. Quantitative results are in

§2.3.2.

Bisbas et al. (2011) modeled RDI through simulations of ionizing flux permeating

into a molecular cloud. They find that for a 5M� Bonnor-Ebert sphere, star formation

is triggered by the radiation field if the ionizing flux, ΦLy, meets the criterion 109 .

ΦLy . 3 × 1011 cm−2 s−1. The first stars then form when the age of the H II region

is approximately

t? ≈ 0.19

(
ΦLy

109 cm−2 s−1

)−1/3

Myr. (2.13)

We estimate the ionizing flux ΦLy from the ionizing luminosity, QLy, and the size of

the regions. We are then able to predict whether YSOs may have been formed from
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RDI by taking the ratio of the dynamical age of the H II region and the time for

RDI to begin: tHII/t? ≥ 1. We note, however, that we used the current sizes of the

regions to calculate ΦLy, while the size would have been smaller at any time in the

past. Furthermore, sites of triggering may be closer to the ionizing sources than the

rims, so our t? values will be upper limits, whereas the values of ΦLy and tHII/t? will

only be lower limits.

Due to the nature of RDI, quantitative predictions of the outcome of this process

require detailed knowledge of the molecular gas before the expansion of the ionization

front. This fact, combined with our ability to only place limits on the timescale for

YSO formation, make it impossible to make strong statements about the contribution

from RDI in our sample. We can only say that all of our regions are at least consistent

with this scenario.

2.3.2 Results of Individual H II Regions

G028.83-0.25 (N49)

As seen in Figure 2.13 and previously mentioned, G028.83-0.25 (coincident with IRAS

18421-0348) has two velocity components in 13CO J=1-0 possibly associated with the

region, both part of larger structures. The components, located at about 87 and 95 km

s−1, are on either side of the recombination-line velocity, 90.6 km s−1, from Anderson

& Bania (2009). It may be that these two components are the front and back of an

expanding shell of molecular gas, or they may be two unrelated clouds and either one

could be association with the infrared bubble. We favor the 87 km s−1 component

as the morphology in the integrated map better matches the infrared rim, but we

present results below from analyzing the two components separately.

The infrared bubble is nearly circular and shows no indication of cometary mor-
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phology. The region is 2.′8 across, corresponding to 2 pc at the near kinematic dis-

tance. The radio continuum seen by VGPS is highly peaked at the center of the

infrared bubble, with a flux density of ∼ 1 Jy. We calculate the ionizing luminosity

necessary to power the region, QLy, to be 1048.3 photons s−1, which corresponds to

a spectral type O8-O9, following Smith et al. (2002) (assuming solar metallicity and

luminosity class V).

Deharveng et al. (2010) analyzed this region at 870 µm and reported a “half ring”

of material with massive clumps coincident with the infrared rim. They concluded

that this region is a good candidate for triggered star formation, specifically CnC.

Furthermore, they determined the mass in the dense shell to be 4200 M�, with clumps

of 2300, 350, 240, and 190 M�. Deharveng et al. (2010) also reported an ionizing

luminosity of 1048.48 photons s−1 (corresponding to an O7 V - O7.5 V star) based

on MAGPIS 20 cm radio continuum data. MAGPIS data have 6′′ resolution images

made from VLA B, C, and D array and Effelsburg 100 m observations (Helfand et al.

2006).

Cyganowski et al. (2008) found an Extended Green Object (EGO), G028.83-0.25,

located on the southern portion of the bright rim ((α, δ)J2000 = (18h44m51.3s,−03◦45′48′′))

(in this chapter, we use the terms north, south, east, and west defined so that “north”

describes the direction of increasing galactic latitude, and “west” describes the di-

rection of increasing galactic longitude). EGOs are extended objects that are bright

in the 4.5 µm IRAC band and are thought to be the result of jets or other outflow

activity from a protostar (e.g. De Buizer & Vacca 2010; Ybarra et al. 2010). The

emission is expected to be from shocked H2 in the outflow. Additionally, this site is

coincident with Class I and Class II methanol maser emission in the velocity range

79.5 - 92.67 km s−1 (Cyganowski et al. 2009), consistent with the lower velocity 13CO
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J=1-0 component. The EGO does not correspond to a YSO because there is not a

source detectable in enough wavebands to be fit via our method (it is either not seen

or only appears as an extended object larger than our aperture in our wavebands).

A second nearby EGO, G28.28-0.36, is identified by Cyganowski et al. (2009) who,

along with Walsh et al. (1998), report Class II methanol maser emission coincident

with this EGO and with velocities consistent with the higher velocity 13CO J=1-0

component. We describe these EGOs and masers here because they are evidence of

massive star formation on the rim of this region. We do not identify YSOs at these

locations, as no point source is visible in this portion of the rim longward of 4.5 µm.

The absence of these two objects from the sample is not evidence that they do not

contain protostars, but rather is consistent with heavily embedded MYSOs. We note

that there is one Stage I YSO identified approximately 10′′ to the west of the EGO.

Shown in Figure 2.7, the concentration of Stage I (unevolved) YSOs peaks on the

infrared bubble. The peak density is more than three times the density of Stage I

YSOs surrounding the region. The overall distribution of YSOs follows features in

the molecular gas distribution from each velocity component.

Watson et al. (2008) analyze the structure and YSO population of G028.83-0.25 as

part of their sample of 3 bubbles. They report an ionizing luminosity of 1048.89 photons

s−1, almost four times as large as our value. This is in part due to their adoption of

a slightly larger distance to the region (5.7 kpc), and likely also because they use the

MAGPIS 20 cm survey to measure the radio continuum. The MAGPIS data have

6′′ angular resolution (Helfand et al. 2006), better than the VGPS images used in

this work (we use the VGPS because it covers our entire sample). Due to the weak

dependence on ionizing luminosity, the CnC predictions change by less than 15% from

a factor of 4 difference in QLy (see Equations 2.7, 2.8, 2.9, 2.10, and 2.11). Watson
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et al. (2008) note that the local minimum in 24 µm emission at the center of the bubble

suggests that there is a central wind from the ionizing star evacuating the dust in the

central region. Watson et al. (2008) also identify the likely ionizing source, an O5 V

star coincident with the bubble center and the 24 µm minimum. They additionally

report 7 YSOs in the immediate vicinity of this region using the SED fitting method

presented here. Our sample of YSOs includes 5 of the YSOs reported in Watson

et al. (2008), and the reported physical parameters are generally in good agreement.

We find discrepant values for one source in particular, the YSO G28.8299-00.2532.

Watson et al. (2008) report a mass of 29 M� and accretion rate of 8.9 × 10−4M�

yr−1, compared to our values of 6 M� and accretion rate of 8.0 × 10−5M� yr−1.

The most likely reason for this discrepancy is that Watson et al. (2008) specifically

decided to use a lower limit on the 24 µm photometry for this source, whereas our

method applied an upper limit at a different value. This YSO is in a region of high,

nonuniform background, so 24 µm photometry is not straightforward.

Everett & Churchwell (2010) modeled the dust distribution in this region with

the Cloudy software package and simulated the 24 µm emission. They were able

to match the observations using a model of a wind-blown bubble (WBB), providing

further evidence that a stellar wind is at work in the central cavity. Their model is

consistent with an age of 0.5-1 Myr. Whitworth et al. (1994) give a different set of

equations to predict the properties of the molecular gas in regions triggered by stellar

winds than by expanding H II regions. It is difficult to assess the relative contribution

of these two reasons for region expansion with currently available data, particularly

without a way to measure the power in the stellar wind. We therefore proceed with

the analysis for an expanding H II for all of our sources. We do note that for G028.83-

0.25, the estimated dynamical age ignoring the effects of wind agrees with the age
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from the WBB model of Everett & Churchwell (2010), so our analysis is still viable

when viewed with caution.

The identification of clumps of molecular gas and the characterization of this gas

is more complicated for G028.83-0.25 than any other H II region in our sample. The

two velocity components that lie along the line of sight to this region are marginally

resolved in velocity in the BU-GRS data. In Table 2.6, one can see that over half

of the clumps in each component have virial parameters indicating likelihood to col-

lapse under self-gravity. Coincidentally, the average density of the gas over the bubble

region is nearly the same for both velocity components, so our estimates of the dy-

namical age and expected fragment parameters for CnC are largely unaffected by our

choice of component. If instead we included the total emission from both components

but assumed the same volume occupied by the gas, the CnC predictions and dynam-

ical age of the region would change by less than a factor of 1.4; Nfrag and tHII would

increase, while the other quantities would decrease.

The ages of the regions using Dyson & Williams (1980) are presented in Table

2.7, and the predicted timescales and molecular fragment properties from Whitworth

et al. (1994) and Bisbas et al. (2011) are given in Table 2.8. We find that G028.83-

0.25 has a dynamical age of about 0.8 Myr and has a total mass in molecular gas

of at least a few times 104 M�. The dynamical age depends on the physical size of

the region, the initial density, and the Lyman continuum luminosity. The mass is

dependent on the distance, the integrated 13CO intensity, and assumed values of the

excitation temperature and the conversion factor N(H2)/N(13CO) = 5× 105 (Simon

et al. 2001). The mass we report is several times that reported by Deharveng et al.

(2010), however they focused on a significantly smaller region immediately around

the infrared rim (which we cannot probe with the resolution of the BU-GRS data).
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For either velocity component, we calculate that the dynamical age of the region,

0.79 or 0.83 Myr for the low or high velocity component, respectively, is within un-

certainty of being consistent with the timescale for CnC to begin, 0.9 Myr for both

components. As happens to be true of all of our regions, the limits on the forma-

tion timescales for YSOs triggered by RDI, less than 0.08 Myr in the case of either

velocity component of G028.83-0.25, are consistent with the dynamical ages of the

H II regions. For this region, we predict that molecular fragments experiencing CnC

should be approximately 2 pc in radius, have column densities of about 1×1022 cm−2,

be 13 M�, and be separated by 0.5 pc. The median values of the observed molecular

clumps for each of the two velocity components are about 3 pc in radius (for both

components) and have column densities of 2.8× 1021 cm−2 and 6.5× 1021 cm−2, 1200

and 1500 M�, and have median separations of 1.8 pc and 1.7 pc for the high and low

velocity components, respectively. For both velocity components the dynamical ages

and median clump sizes are consistent with CnC predictions. The median column

density of clumps in the lower velocity component is also consistent with CnC. The

median separation of clumps in each component is approximately at the edge of the

uncertainty range for being consistent with the CnC prediction. These values are

presented in Table 2.7.

Zavagno et al. (2010a) presented a case study of G028.83-0.25 using Herschel -

PACS and -SPIRE data from the Hi-GAL survey, in addition to GLIMPSE, MIPS-

GAL, and ATLASGAL 870 µm data, to investigate this region as a candidate for

triggering. They identified four condensations at 870 µm, and applied the same SED

fitter and YSO models used here, though using apertures 40-100′′ in size and only

employing Herschel photometry. Four of our YSOs (as well as the EGO identified

by Cyganowski et al. (2008)) are coincident with three of their condensations. We



64

determine all four of these YSO to be Stage I, with masses 1.5-6.2 M�. They further

use Whitworth et al. (1994) to estimate the parameters tfrag, Rfrag, and Nfrag for CnC

as 0.5 Myr, 1.55 pc, and 1.6× 1022 cm−2, respectively. These values agree with ours,

taking into account that Zavagno et al. (2010a) used a slightly larger distance (5.5

kpc). They also conclude that this region would be better evaluated using a model

accounting for the dynamics of the apparent stellar wind.

Beaumont & Williams (2010) performed a study of several infrared bubbles, in-

cluding G028.83-0.25, G041.92+0.04, and G044.34-0.82, using JCMT CO (3-2) and

MAGPIS survey 20 cm emission. For G028.83-0.25, they analyze the molecular gas

at 87.5 ± 3.1 km s−1. They list the size of the bubble as 1.77 ± 0.43 pc, the 20 cm

flux as 0.985 Jy, and an ionizing luminosity of 1048.21 photons s−1. These quantities

are all consistent with ours.

G041.10-0.15

G41.1-0.15 is a cometary region in 8 µm emission, and spans 6 pc at 4 kpc. The

morphology of the molecular gas very closely follows the 8 µm rim, but also extends

to the east. The radio continuum peaks very close to the infrared rim, and has a total

flux density of 5.5 Jy. We calculate the ionizing luminosity necessary to power the

region, QLy, to be 1048.8 photons s−1, which corresponds to a spectral type O7-O7.5,

following Smith et al. (2002). The supernova remnant 3C 397 (also known as SNR

G041.1-00.3) is seen in the 24 µm and radio continuum images to the south of the

region. At a distance of 10.3 kpc (Jiang et al. 2010), it is unrelated to G041.10-0.15.

One might naively assume that the very bright point source present near the

center of the bubble is the star powering this region; in fact this region shows a

minimum in the 24 µm emission around this source, which may be evidence of a
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central stellar wind as in G028.83-0.25. However, this star is identified as V844 Aql,

an M6 variable AGB star (Høg et al. 2000). We verified this classification with spectral

observations performed with the Fan Observatory Bench Optical Spectrograph at the

Fan Mountain Observatory operated by the University of Virginia. V844 Aql is

thus most likely in the foreground and unrelated to the region of interest. G041.10-

0.15 may contain a wind-blown bubble (WBB), though the true ionizing source may

be obfuscated by V844 Aql. The morphology of the 24 µm emission may also be

explained by the cometary nature of the region.

G041.10-0.15 has a very clearly enhanced population of Stage I YSOs around and

in the bubble region (Figure 2.8). The area of enhanced YSO density follows the

molecular gas in general, however the Stage I YSOs show the greatest density within

the bubble only and not as greatly in the extended molecular gas. The collection

of YSOs in the eastern portion of the bubble shows preferentially less evolved YSOs

compared to the field YSOs in this region. There are multiple 24 µm point sources

located around the rim that were not detected at shorter wavelengths and thus not

identified as YSOs by our SED fitting, but are candidate embedded protostars. In

addition, there are two infrared dark clouds (IRDCs) seen against the emission of the

rim; one in the east and one in the south-southwest. We cannot be certain whether

or not these clouds are part of the same structure as the infrared rim.

Unlike G028.83-0.25, the molecular gas around the rim is easily separated into

distinct clumps with Clumpfind, particularly the gas coincident with the infrared rim

(see Table 2.6). The total mass in molecular gas is about 2 × 104 M�. There are

over 60 distinct clumps, however only about 15% of them are prone to collapse. The

region has a dynamical age of about 2.1 Myr, and we calculate the expected timescale

for CnC to begin to be 1.4 Myr. The limit on the timescale for RDI is less than 0.10
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Myr. The CnC fragments are predicted to be 4.8 pc in radius and have 6.6 × 1021

cm−2 column density, 20.8 M�, and 0.7 pc separation. The observed clumps have

typical radius 1.8 pc, 2.6×1021 cm−2 column, 202 M�, and 1 pc separation (see Table

2.8). The dynamical age and separations of clumps are within uncertainties of the

values necessary for CnC, but the sizes, column densities, and masses are not.

G041.91-0.12

G041.91-0.12 is a great example of a so-called cometary, or blister, H II region. The

morphology indicates that after some initial expansion it opened on one side, possi-

bly due to ambient gas of lower density on the side of the opening. The opening is

currently 0.8 pc across. Nevertheless, G041.91-0.12 is interesting as a potential loca-

tion for triggered star formation because of its bright rim and very closely matching

morphology in molecular gas. The H II region is seen immediately to the east of

the infrared rim, with a flux density of 0.5 Jy. We calculate the ionizing luminosity

necessary to power the region, QLy, to be 1046.9 photons s−1, which corresponds to a

spectral type B0.5-B1. The image of radio continuum emission (Figure 2.9) confirms

that the ionized gas is extended in the direction of the opening.

G041.91-0.12, seen in Figure 2.9, is in close proximity on the sky and in radial

velocity to G041.92+0.04 (Figure 2.10), so we surveyed one continuous region from

the GLIMPSE point source catalog to search for YSOs and to provide the field sample.

We then performed the clump decomposition and evaluated the evidence for triggering

in each region separately. Both regions are part of the same larger, diffuse structure

of molecular gas that is continuous in position-position-velocity space, though the

dense shells where distinct clumps were identified were well separated. The spatial

density of Stage I YSOs seen in Figure 2.9 peaks on the infrared rim coincident with
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a molecular gas peak.

Despite being much closer than most of the other regions in our sample, it is still

very difficult to resolve distinct clumps in the molecular gas. Only 6 distinct clumps

are identified in Table 2.6, with a total mass of less than 200 M�, and none of them

have virial parameters indicating likelihood to collapse. The region has a dynamical

age of 0.3 Myr, which is about 1 Myr less than the predicted time for fragments to

start experiencing CnC. The limit on the timescale for RDI is less than 0.12 Myr.

The fragments are predicted to be 2 pc in radius and have 6.5 × 1021 cm−2 column

density, 21.3 M�, and 0.8 pc separation. The observed clumps have typical radius

0.58 pc, 3.4× 1021 cm−2 column, 18 M�, and 0.7 pc separation (see Table 2.7). The

median column density, mass, and separation of the molecular clumps are consistent

with CnC.

G041.92+0.04 (N80)

G041.92+0.04, seen in Figure 2.10, has a round geometry, and is 0.6 pc across. The

radio continuum peaks within the bubble, with a total flux density of 0.45 Jy at 21

cm. There is a local minimum in the 24 µm emission at the center of the bubble,

possibly indicating this is a WBB. We calculate the ionizing luminosity necessary

to power the region, QLy, to be 1046.8 photons s−1, which corresponds to a spectral

type B0.5-B1. The molecular gas emission, though relatively weak, shows two spa-

tially separated components around the bubble, one to the northwest and one to the

southeast. Deharveng et al. (2010) reported that the 870 µm emission shows several

clumps located around the bubble, indicating this region is a good candidate for CnC

triggering.

A look at the YSO sample reveals that there is only slight evidence that there is
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a significant YSO population on the rim in Figure 2.10. The enhancement of YSO

density coincident with the bubble is weaker than the enhancement to the southeast

that is not coincident with strong molecular gas or radio continuum emission (see

above). Watson et al. (2010) reported that they also did not find a significant YSO

population associated with this bubble. Of the four brightest point sources on the

rim, three are classified as Stage II YSOs.

Like G041.91-0.12, the molecular gas is not readily identified as distinct clumps.

A total of 16 clumps are found, presented in Table 2.6, with a total mass of about 350

M�, though again none are prone to collapse as determined by their virial parameters.

The dynamical age for this region is 0.2 Myr, which is over 1 Myr less than the

calculated time for CnC to begin triggering. The limit on the timescale for RDI is

less than 0.11 Myr. CnC fragments are predicted to be 1.9 pc in radius and have

6.5×1021 cm−2 column density, 21.3 M�, and 0.8 pc separation. The observed clumps

have a median radius 0.67 pc, 2.3× 1021 cm−2 column, 23 M�, and 0.3 pc separation

(see Table 2.7). The median column density, separation, and mass of the molecular

gas clumps are within uncertainty of the CnC predictions.

Beaumont & Williams (2010) found that G041.92+0.04 has a size of 0.48 ± 0.11

pc, a 20 cm flux of 0.254 Jy, and an ionizing luminosity of 1046.21 photons s−1. We

measured a radio continuum flux about a factor of two higher using the VGPS data,

but the other quantities are consistent with ours.

G044.28+0.11 (N91)

G044.28+0.11, seen in Figure 2.11, is among the more interesting regions in the

sample. It is the largest in both angular and physical extent. There is a portion

of a round, bright rim in the east, but is a cometary H II region overall. The radio
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continuum peaks immediately to the west of the 8 µm rim, coincident with the 24 µm

emission. The total flux density from VGPS is 1.3 Jy, indicating an ionizing luminosity

of 1048.3 photons s−1, which corresponds to a spectral type O8-O9. The molecular

gas is concentrated along the infrared rim, and the region is approximately 5.6 pc

across. Deharveng et al. (2010) noted several 870 µm condensations, including one

coincident with the PDR. They suggest this region is a good candidate for triggering

through either CnC or RDI.

Seen in Figure 2.11, the YSO sample clearly shows locations of enhanced densities

of Stage I YSOs coincident with the bright rim and the molecular gas. The greatest

concentration is in the southeastern portion of the rim, which has 14 Stage I YSOs,

though there are also concentrations on the northern portion of the rim and near

the end of the southern portion of the rim. The estimated evolutionary stages of

the YSOs show that these areas also have systematically less evolved YSOs than the

surrounding regions. MSX6C G044.3103+00.0416 is a MYSO previously identified by

Urquhart et al. (2009) as part of the RMS survey. They further detected a 6.4 mJy 6

cm continuum source toward this source with the VLA. This source was classified as

a Stage I YSO by our YSO fitting (as G044.3102+00.0410), with a mass of 7.5±1.79

M� and luminosity 103.19±3.17 L�. The SED fitting determines a distance of 4.48±0.8

kpc and AV =14.05±5.73. Pandian et al. (2007) also report a Class II methanol maser

coincident with this location.

There is a lack of YSOs in the center of the infrared rim, neighboring the radio

continuum peak and the 24 µm emission. There is a fairly sharp transition in 8 µm

emission, and there is an “elephant trunk,” or pillar, feature in the rim with one

faint, moderately extended source near the end of it. This feature is an indication

of RDI (Lefloch & Lazareff 1994). The faint point source may be an embedded
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protostar missed by our SED fitting, and the trunk structure may be formed by the

advancing ionization front clearing away gas surrounding the overdensity progenitor

to this protostar.

Like G041.10-0.15, a large number of molecular clumps are easily identified by

Clumpfind in this region, particularly along the infrared rim (see Table 2.6). A total

of 45 clumps are identified, with a total mass of 3×104 M�, of which 20% are prone to

collapse. The dynamical age of G044.28+0.11 is 2.4 Myr, and the CnC fragmentation

timescale is only 1.7 Myr. The limit on the timescale for RDI is less than 0.15 Myr.

CnC fragments are predicted to be 4.5 pc in radius and have 5.6× 1021 cm−2 column

density, 24.7 M�, and 0.9 pc separation. The observed clumps have a median radius

of 2.5 pc, column density of 3.7×1021 cm−2, 534 M�, and 1.7 pc separation (see Table

2.7). The dynamical age of the region and the median size, separation, and column

density of the molecular clumps are consistent with the predicted values for CnC.

G044.34-0.82 (N92)

G044.34-0.82, seen in Figure 2.12, is 3.4 pc across. It does appear to be a cometary H

II region, though it is still fairly round and contained. We may be seeing the back wall

of an open shell. The radio continuum and molecular gas emission are concentrated

on the infrared rim. With a 21 cm flux density of 0.1 Jy, the region is expected to be

powered by a B0-B0.5 star. The molecular gas observations show that it is part of the

same larger structure as G044.28+0.11. G044.34-0.82 is far enough away in angular

extent from G044.28+0.11 that we use separate YSO field samples. Deharveng et al.

(2010) reported 870 µm emission coincident with the IRDC crossing the region.

Shown in Figure 2.12, there is a greatly enhanced population of YSOs, mostly

Stage I, near the center of the region, rather than on the rim. One of the YSOs is
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coincident with the IRDC. G044.34-0.82 shows the greatest contrast in YSO density

between the center of the region and the surrounding field seen anywhere in this

study. Watson et al. (2010) also reported a significant YSO population in this region

using the same SED fitting method used here, though without 24 µm photometry.

They identified 7 YSOs within 3 bubble radii of the center; we identify 14 in the same

region.

A total of 13 clumps, with 38% prone to collapse, have a combined mass of 104 M�

(see Table 2.6). The dynamical age of G044.34-0.82 is 2.1 Myr, while the CnC frag-

mentation timescale is 1.7 Myr. The limit on the timescale for RDI is less than 0.23

Myr. CnC fragments are predicted to be 3 pc in radius and have 5.4 × 1021 cm−2

column density, 25.5 M�, and 0.9 pc separation. The observed clumps have a median

radius 2.5 pc, 4×1021 cm−2 column density, 656 M�, and 1.6 pc separation (see Table

2.7). The dynamical age of the region and the median size, separation, and column

density of the molecular clumps are consistent with the predicted values for CnC.

Beaumont & Williams (2010) found that G044.34-0.82 has a size of 2.09 ± 0.57

pc, but did not measure the radio continuum.

2.4 Discussion

Every one of our H II regions shows at least some enhancement of the density of

YSOs, particularly Stage I YSOs, on the infrared bubbles or rims. The YSO den-

sity enhancements also often follow the molecular gas. An overdensity of relatively

unevolved YSOs on the rims is suggestive of triggering as opposed to spontaneous

collapse throughout the cloud. The rims have the highest and most complex diffuse

emission complicating the extraction of point source photometry, so it is even more

remarkable that so many YSOs can be identified in such areas. Because the ages
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of individual YSOs have considerable uncertainty, the relative evolutionary states of

YSOs are a more robust measure than the absolute ages. Images of the YSO density

maps are in Figures 2.7, 2.8, 2.9, 2.10, 2.11, and 2.12. All of our regions are consistent

with RDI, though we cannot be more precise given that we can only put limits on

the expected ionizing fluxes and timescales. We do however note the morphology on

the infrared rim/PDR boundary in G044.28+0.11 suggestive of RDI.

For CnC models, the observed values that match the theoretical predictions are

summarized in Table 2.9. We first consider the dynamical ages, the time required

for fragments to begin to form YSOs, and the molecular gas fragment sizes. We

note that, when considering the uncertainties in the parameters, only G041.91-0.12

and G041.92+0.04 are too young to have CnC triggered star formation. G041.91-

0.12 is decidedly not a round H II region, so the quantitative predictions of fragment

properties we perform should be viewed with caution. The opening would cause the

intact portion of the region to cease or significantly slow its expansion, thus causing

our estimated age to be a lower limit. A change in the expansion speed would also

likely change the time for the shell to collect enough neutral gas to begin fragmentation

and collapse. Thus we cannot be certain that this region is in actuality too young to

experience CnC without a method of age estimation that correctly accounts for the

geometry. In regard to the sizes of the molecular clumps, G041.10-0.15, G041.91-0.12,

and G041.92+0.04 do not have any clumps physically large enough to be consistent

with CnC in the simple model of Whitworth et al. (1994).

Again referring to Table 2.9, only G028.83-0.25 has clump separations not con-

sistent with the predicted separation within our estimated uncertainty, though only

just. The peak column densities we observe are consistent with the predicted values

within the uncertainties, with the exceptions of G041.10-0.15 and the higher velocity
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Table 2.8: Predicted Molecular Fragments Properties for Triggering

Region
t? tHII/t?

c tfrag Rfrag Nfrag Mfrag dfrag tHII/tfrag
d

(106 yr) (106 yr) (pc) (1021 cm−2) (M�) (pc)
G028.83-0.25a <0.08 >9.9 0.9 2.1 10.5 13.1 0.5 0.9
G028.83-0.25b <0.08 >10.4 0.9 2.2 10.3 13.4 0.5 0.9
G041.10-0.15 <0.10 >21.0 1.4 4.8 6.6 20.8 0.7 1.5
G041.91-0.12 <0.12 >2.6 1.4 2.0 6.5 21.3 0.8 0.2
G041.92+0.04 <0.11 >1.7 1.4 1.9 6.5 21.3 0.8 0.1
G044.28+0.11 <0.15 >16.1 1.7 4.5 5.6 24.7 0.9 1.4
G044.34-0.82 <0.23 >9.2 1.7 3.0 5.4 25.5 0.9 1.2

a83.8 – 90.0 km s−1

b91.9 – 98.8 km s−1

cThe ratio of the dynamical age of the region to the timescale for RDI to begin. A value greater than
1 indicates that this is a plausible triggering scenario.
cThe ratio of the dynamical age of the region to the timescale for CnC to begin. A value greater
than 1 indicates that this is a plausible triggering scenario. The ratios for G028.83-0.25 are within
uncertainty of a value of 1.

Table 2.9: Correspondence Between CnC Predictions and Observations
Region tfrag Rfrag Nfrag Mfrag dfrag

G028.83-0.25a Yc Y Y N Y
G028.83-0.25b Y Y N N N
G041.10-0.15 Y N N N Y
G041.91-0.12 N N Y Y Y
G041.92+0.04 N N Y Y Y
G044.28+0.11 Y Y Y N Y
G044.34-0.82 Y Y Y N Y

a83.8 – 90.0 km s−1

b91.9 – 98.8 km s−1

cCell values indicate whether the median clump values are (Y) or are not (N) consistent with the
predicted values for CnC. In the case of tfrag, the value is consistent if the dynamical age of the
region is at least as the lower bound on the uncertainty range.
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component of G028.83-0.25. The peak column densities in the lower velocity com-

ponent, however, are consistent with the predictions. Finally, the predicted masses

of the clumps for all the regions are in the range 13-26 M�. Only G041.91-0.12 and

G041.92+0.04 have observed clumps consistent with their predicted values; the other

regions have clumps much more massive than the predicted values. This is the reverse

of the situation with the clump sizes. We note that many of the clumps we identify

are at the limit of what we are able to resolve and detect in 13CO J=1-0. The 46′′ res-

olution corresponds to 0.3 pc at 1.35 kpc and 1.0 pc at 4.5 kpc, roughly representative

of the distances in our sample. It is possible that the physical clumps are actually

smaller than what we have identified. This may account for this mass discrepancy,

however it is difficult to reconcile this scenario with the clumps appearing too small

to be CnC fragments in some regions.

Given this evidence, we conclude the following. G041.10-0.15, G041.91-0.12,

G044.28+0.11, and G044.34-0.82 are good candidates for triggered star formation.

G044.28+0.11 is almost certainly experiencing ongoing RDI in the center of its in-

frared bright rim, if not also CnC around the rest of the edges of the region. G041.10-

0.15 and G044.34-0.82 show great enhancement of unevolved YSOs around the bubble

region. As seen in Table 2.9, G044.28+0.11 is consistent with all the predictions for

CnC fragments from Whitworth et al. (1994) except the masses. G041.10-0.15 is only

consistent with the timescales and fragment separations, which might indicate that

RDI is more important in this region. The inconsistency with Whitworth et al. (1994)

may also be explained by deviations from the assumed, simple geometry. G041.91-

0.12 has the least quantitative evidence for CnC of these four, however the incredible

match of Stage I YSOs to the infrared rim cannot be ignored, and the excellent ex-

ample of cometary morphology can easily account for the discrepancy between the
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predicted and observed parameters. To illustrate this point, we note that Zuckerman

(1973) originally proposed the idea of a blister in the Orion Nebula to resolve an

apparent discrepancy between the age of the Trapezium stars and the H II region.

G028.83-0.25 appears morphologically to be a good candidate for triggering given

the enhanced density of YSOs. The presence of EGOs and several masers coincident

with both the infrared rim and a peak in 13CO J=1-0 emission is highly suggestive,

however the quantitative analysis shows that the molecular gas clumps do not have

properties consistent with this scenario. Invoking the two velocity components of

molecular gas to increase the density estimate is not sufficient to improve the corre-

spondence between predictions and observations. The resulting increase in tHII and

decrease in tfrag in that scenario makes the timescales consistent with CnC, however

the other predicted physical parameters of the molecular gas fragments would show

larger disagreement with observed properties.

Finally, G041.92+0.04 is unlikely to be a good example of triggered star formation.

The YSO density enhancement is moderate, and predicted CnC parameters typically

do not agree with the observed parameters in this region. Since there is no compelling

geometric reason to doubt the calculated parameters, it is likely true that this region

is not yet old enough to experience CnC. We note that it may in the future, and it

is also possible that RDI is responsible for the slight enhancement of YSOs along the

infrared rim.

Deharveng et al. (2010) report that most of the bubbles in their sample that

were good candidates for triggering were large and apparently evolved regions. They

note that G028.83-0.25 (N49) is a relatively smaller and less evolved region despite

being a good candidate for triggering, though this can be explained by a relatively

high, homogeneous ambient density of gas into which the region is expanding. This
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assessment is consistent with our findings. We see the greatest evidence for triggering

in regions with cometary morphology, which we interpret as an age effect, consistent

with Deharveng et al. (2010). This is, however, at odds with Thompson et al. (2012),

who find that bubbles with overdensities of YSOs are systematically the smaller

bubbles, which they interpret as the youngest bubbles. It may be that at least some

of these bubbles appear small because they are expanding into relatively denser gas,

or that they are cometary regions that have slowed their expansion, rather than being

younger. Further study, particularly with large samples, is necessary to resolve this

issue.

Molecular gas observations with better angular and spectral resolution, thus al-

lowing for more reliable clump decomposition and analysis, would allow for stronger

conclusions to be drawn. Also, better estimates of the age of the H II region that

do not assume a spherical geometry could provide stronger evidence. The results of

Dale et al. (2007a) indicate that the problem is well enough understood that more

complex geometries and sets of initial conditions may be explored in simulations.

2.5 Conclusions

The importance of triggered star formation is a key open question in understanding

star formation on Galactic scales. Many recent studies of triggering have focused on

the sample of MIR-bright bubbles identified in the GLIMPSE survey of the Galactic

Plane (see §2.1); the citizen-science Milky Way Project has recently increased the

number of such bubbles cataloged in GLIMPSE by an order of magnitude (Simpson

et al. 2012). With this explosion in the number of candidate triggered regions, it is

important to understand whether the presence or absence of triggering around any

given H II region can be reliably evaluated based on existing survey data.
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We have performed SED fitting on a large number of infrared point sources around

several H II regions, using 2MASS and Spitzer near to mid-infrared photometry. We

identified 458 objects that are consistent with radiative transfer models of YSOs,

but not with stellar atmosphere models or AGB colors. We report properties of the

individual candidates, including mass, evolutionary stage, and accretion rate, based

on the physical parameters of the best matching model SEDs. The distribution of the

YSOs along the bright rims of infrared bubbles as compared to the field populations,

as well as their relatively early evolutionary state, provides evidence that triggered

star formation is at work. We find that the regions with cometary morphology are

the strongest candidates for triggered star formation.

We searched for further evidence of triggered star formation by quantitatively com-

paring the predictions of CnC and RDI triggering models to observations for 6 H II

regions spanning a range of morphologies. To evaluate the consistency of models and

data from as many angles as possible, we combined publicly available MIR, cm con-

tinuum, and 13CO (1-0) surveys to constrain the properties of YSOs and ionized and

molecular gas. While the results for many of our regions are suggestive of triggering,

the data are insufficient to draw firm conclusions about the triggering mechanism(s).

Our analysis suggests that to distinguish CnC and RDI in an individual region, addi-

tional data and modeling would be required, including: (1) high-resolution molecular

line data to resolve clumps; (2) additional long-wavelength data to identify younger

and more deeply embedded YSOs and improve SED coverage; and/or (3) models that

account for source geometry to better constrain H II region ages. While (1) would

require dedicated observations for each source of interest, the necessary data for (2)

will be provided by Herschel survey catalogs, allowing the application of statistical

techniques (e.g. Thompson et al. 2012; Kendrew et al. 2012) to younger YSOs.
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Chapter 3

Single-Dish and Interferometric

Observations of Ammonia and

CCS in Infrared Dark Clouds
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3.1 Introduction

In this study, we mapped the NH3 (1,1) and (2,2) and the CCS (21-10) transitions

across nine IRDCs containing both ongoing star formation and more quiescent envi-

ronments. Single-dish data are necessary for determining whether sharp transitions

at the edges of the dense structures are real and not a consequence of filtering the

extended emission. Fortunately, the NH3 (1,1) and (2,2) and the CCS (21-10) transi-

tions may be observed simultaneously with the GBT. It is also important to remember

that we likely do not resolve the smallest substructure in these clouds and that in-

terferometric data are even more important. The combination of interferometric and

single-dish radio data from the VLA and the GBT gives us the high resolution we

need to separate better individual cores and other structures compared with previous

work, while also not resolving out emission. The limited number of studies in this

regime suggest that the substructure is present because IRDCs represent a phase in

which star formation proceeds even as the IRDC itself is still being constructed from

colliding clumps and/or gas flowing into the cloud along filaments. A homogeneous

study of several representative IRDCs combining total power and high resolution is

thus necessary.

We describe the IRDC sample, with distance determination and previous studies

of these clouds, in §3.2. Observations and data reduction are described in §3.3.

Our methodology is presented in §3.4, including NH3 spectral line fitting, clump

deconvolution, and infrared extinction. Results of investigating the kinematics, the

spectral line fitting, and clump properties are in §2.3. A discussion of the results

relating to kinematics, structure, gravitational stability, and chemical evolution is

presented in §2.4, and conclusions are in §3.7. The work presented in this chapter

has been submitted to the Astronomical Journal on 25 June 2014 under the title
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“Physical Conditions of the Earliest Phases of Massive Star Formation: Single-Dish

and Interferometric Observations of NH3 and CCS in Infrared Dark Clouds” with the

help of coauthors Crystal Brogan, Rémy Indebetouw, Claire J. Chandler, Rachel K.

Friesen, and Kathryn E. Devine.

3.2 Sample Selection & Distance Determination

This sample of nine IRDCs, ranging approximately 1′-10′ across, was originally se-

lected in 2005 from extinction features in the 8 µm GLIMPSE images, chosen to

cover a wide range of physical parameters. The IRDCs subsequently appeared in a

catalog compiled by Simon et al. (2006a), identified by their high contrast against

background emission in the 8.3 µm MSX images. The sample size is large enough to

contain a statistically significant number of cores, but small enough for each object

to be studied in detail. The sample contains tens of cores identified by dust thermal

continuum, including about half that are coincident with infrared point sources indi-

cating ongoing star formation. The larger IRDCs show both quiescent, starless cores

and protostars in close proximity to each other.

We include both filamentary and globular morphologies, apparently starless and

protostellar cores, and ranges of physical sizes, masses, linewidths, distances, and

infrared contrast. A comparison of this sample with all the IRDCs analyzed by

Jackson et al. (2006) in the Boston University Galactic Ring Survey (BU-GRS) data

is shown in Figure 3.1 (except G010.74-00.13, which is not covered by the BU-GRS).

We calculated the kinematic distances using the galactic rotation curve of Reid

et al. (2009) as described in §2.2.1. All of the regions in our sample were in the

|`| < 90◦ regime, so there was naturally a near-far distance ambiguity. Since IRDCs

are seen in absorption, we assumed for the rest of this work that all of the regions were
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at the near kinematic distance, except for G034.43+00.24. Kurayama et al. (2011)

performed parallax measurements of an H2O maser associated with G034.43+00.24

using Very Long Baseline Interferometry (VLBI) as part of the VLBI Exploration of

Radio Astrometry (VERA) project and determined the distance to be 1.56+0.12
−0.11 kpc,

which we adopt, less than half of the near kinematic distance of 3.55+0.36
−0.36. A summary

of the sample is presented in Table 3.1.

3.3 Observations and Data

3.3.1 GBT Observations

Data from the GBT provide total flux on large spatial scales, which is not measured by

our VLA observations. Dates of GBT observations for Project IDs AGBT05C 14 and

AGBT12B 283 are listed for each source in Table 3.2. The data are dual polarization

taken in frequency switching mode using a 5 MHz shift. Observations in 2005 are

in PointMap mode with the single pixel K-band receiver, while data in 2012 are in

on-the-fly (OTF) mapping mode using beams 1 and 4 of the 7 possible beams in the K-

band Focal Plane Array (KFPA). All observing configurations include simultaneous

observation of the NH3 (1,1) and (2,2) inversions lines and the CCS (21-10) line,

with rest frequencies of 23.6945 GHz, 23.72263 GHz, and 22.34403 GHz, respectively.

The expected beam full width at half maximum (FWHM) at these frequencies is

approximately 32.′′ Hourly pointing scans indicated the actual FWHM of the beam

during observing varied between 32′′ and 34′′, and the pointing correction was typically

6.′′

The spectral resolution of the raw data varied with telescope configuration, so all

data were smoothed to the limiting velocity resolution of approximately 0.15 km s−1.
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Fig. 3.1.— A comparison of physical parameters of the IRDCs in this sample to all of
those in the BU-GRS (Jackson et al. 2006) as analyzed by Simon et al. (2006b). The
black points represent IRDCs from this sample (except G010.74-00.13, which was not
covered by the BU-GRS).

Table 3.1. IRDC Sample

IRDC R.A. (J2000) Decl. (J2000) vLSR D
hh:mm:ss.s dd:mm:ss (km s−1) (kpc)

G010.74-00.13 18:09:45.9 -19:42:04 29.0 3.46+0.46
−0.55

G022.56-00.20 18:32:59.6 -09:20:08 76.8 4.55+0.26
−0.27

G024.60+00.08 18:35:39.7 -07:18:52 53.4 3.45+0.32
−0.34

G028.23-00.19 18:43:30.2 -04:12:56 80.0 4.50+0.30
−0.30

G031.97+00.07 18:49:30.6 -00:48:18 96.0 5.60+0.42
−0.42

G032.70-00.30 18:52:06.2 -00:20:26 90.2 5.23+0.45
−0.39

G034.43+00.24 18:53:18.7 01:25:51 58.0 1.56+0.12
−0.11

G035.39-00.33 18:57:09.4 02:07:48 44.5 2.98+0.37
−0.38

G038.95-00.47 19:04:08.4 05:09:12 42.2 2.80+0.40
−0.40
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Table 3.2. GBT Observations

Date Session # IRDC Zenith Opacity

Project ID AGBT05C 14
2005 Oct 19 1 G010.74-00.13 0.123
2005 Oct 19 2 G038.95-00.47 0.115
2005 Oct 23 3 G010.74-00.13 0.128
2005 Oct 30 6 G022.56-00.20 0.057
2005 Oct 31 7 G022.56-00.206 0.083
2005 Oct 31 7 G024.60+00.08 0.084
2005 Oct 31 7 G032.70-00.30 0.084
2005 Nov 02 8 G032.70-00.30 0.067
2005 Nov 03 8 G038.95-00.47 0.067
2005 Nov 17 9 G032.70-00.30 0.039
2005 Nov 17 9 G038.95-00.47 0.04
2005 Nov 18 11 G028.23-00.19 0.058
2005 Nov 19 11 G038.95-00.47 0.056
2005 Dec 24 12 G028.23-00.19 0.066

Project ID AGBT12B 283
2012 Nov 05 2 G034.43+00.24 0.048
2012 Nov 14 3 G034.43+00.24 0.043
2012 Dec 05 4 G031.97+00.07 0.041
2012 Dec 05 4 G035.39-00.33 0.040
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System temperatures typically varied between 40 and 60 K. Absolute flux calibration

of the 2012 observations was tied to beam nodding scans of Venus on 2012-12-05. We

utilized the Green Bank Telescope Interactive Data Language (GBTIDL) procedures

venusmodel, venuscal, and venuscalget, documented in GBT memo #275,1 to

model the antenna temperature of Venus at a given date, time, and elevation, and

to calculate the aperture efficiency. This model corrected for the distance to Venus

and any beam dilution if it was unresolved, but did not account for variations across

the surface of Venus. The determined aperture efficiency, ηA, of 0.64 was in good

agreement with the value of 0.63 from the Ruze equation and the GBT sensitivity

calculator. From this value, we also calculated the main beam efficiency to be ηmb =

1.37ηA = 0.88 as noted in “Calibration of GBT Spectral Line Data in GBTIDL v2.1.”2

The primary uncertainty in the efficiency estimates come from the possibility of

pointing errors in the observations of Venus, which will tend to cause us to under-

estimate the aperture efficiency. Given typical pointing scan corrections, we do not

expect this effect to be bigger than about 30%, which would result in the fluxes in our

final maps being 30% higher. The good agreement between the measured aperture

efficiency and the prediction form the Ruze equation implies that the errors are not

this large.

Inspection of the observations taken in 2012 show that while the relative flux

scales of dates 2012 November 14 and 2012 December 5 agree, observations on day

2012 November 5 have a lower flux scale. This effect is seen in the maps of the

same regions on different days, the peak antenna temperature in the Focus scans of

our pointing source 1851+0035 (observed approximately every hour), and calibration

observations of DR21. To determine the relative flux scale, we averaged the results

1https://safe.nrao.edu/wiki/bin/view/GB/Knowledge/GBTMemos
2http://www.gb.nrao.edu/GBT/DA/gbtidl/gbtidl_calibration.pdf

https://safe.nrao.edu/wiki/bin/view/GB/Knowledge/GBTMemos
http://www.gb.nrao.edu/GBT/DA/gbtidl/gbtidl_calibration.pdf


85

of the fractional difference in the maps and the Focus scans. We excluded DR21 in

this calculation because the measured ratio may be affected by pointing errors since

we neither mapped DR21 nor performed a pointing correction on it. We measured

the flux scale on 2012 November 5 to be 0.7 relative to that of the other days, so

we adopted values of the aperture efficiency and main beam efficiency of 0.46, and

0.63, respectively, to bring data from that day into agreement with the others. This

discrepancy may be a result of atmospheric effects, dish surface effects, or pointing

or focus errors not accurately corrected by the standard calibration procedure.

No flux calibrators were observed during the 2005 observations, so we adopted 0.58

and 0.8 as the aperture efficiency and main beam efficiency, respectively, because the

aperture efficiency at these frequencies in 2005 was typically 91% of what is is now

(Todd Hunter, private communication). We inspected the peak antenna temperature

of the focus scans on the pointing sources across multiple epochs to look for variations

in the relative flux scales, assuming the fluxes of these sources to be stable over

the approximately two month timescale of these observations. The most frequently

observed pointing source was 1733-1304, being observed every day of the observations

in 2005 except 2005-12-24, when only 1743-0350 was used. Additionally, 1751+0939

was observed sporadically on 2005 October 19, 2005 November 17, and 2005 November

18. We found that the aperture efficiency only changed significantly over the course

of 2005 December 24, possibly affecting the flux scale by about 20% across the maps

of G028.23-00.19.

Initial calibration of the frequency switching data and conversion to main beam

temperature was performed with the GBT pipeline for the KFPA provided by the

National Radio Astronomy Observatory (NRAO). The pipeline queried the weather

data from the GBT weather forecast database to determine the zenith opacity for
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each observing block. The pipeline also accepted values for the aperture efficiency

and the main beam efficiency as inputs, determined as above.

After the initial calibration, we used GBTIDL to fit and subtract baselines from

the spectra. Many of the baselines contained complex shapes with large amplitudes.

We averaged the spectra for each individual combination of scan number, IF, polar-

ization, and beam, then fit the line-free regions with a high order polynomial. The

baseline shapes varied considerably between different IFs, beams, and polarizations,

and showed moderate variation with time among different scans. We determined that

the variation between individual integrations was within the noise of an individual

integration, so that we could average over whole scans. For the 2012 observations

taken in OTF mode, a single scan consisted of one row or column in the map. Since

the 2005 observations were taken in PointMap mode, each scan was a single pointing.

Baselines in the 2005 observations were generally less complex, so we used lower order

polynomials at this stage.

Imaging was performed also using the GBT pipeline for the KFPA, which uses

ParselTongue to call AIPS tasks from Python. Data were gridded using the SDGRD

task. Since lower amplitude baseline effects were noticed on shorter timescales, we ad-

ditionally performed lower order polynomial fitting and subtraction on an individual

line of sight basis in the final imaged data cubes using the imcontsub task in the Com-

mon Astronomy Software Applications (CASA) package (http://casa.nrao.edu).

By combining two baseline subtraction methods, we could address both the time vari-

ability in neighboring scans before the imaging step while also taking care to get the

flattest baselines possible in the final data cubes. The data were converted from main

beam temperature to Jy beam−1 by multiplying by (2kBηmb)/(ApηA) = 0.483, where

kB is the Boltzmann constant and Ap is the physical collecting area of the GBT.

http://casa.nrao.edu
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Typical RMS noise in the final data cubes was 25-40 mJy beam−1 per 0.15 km s−1

channel. We estimate our absolute flux uncertainty to be approximately 20%.

3.3.2 VLA Observations

NH3 (1,1) and (2,2) and CCS (21-10) emission in our sample of IRDCs was ob-

served with the VLA in D configuration, primarily in 2005 and 2006 (NRAO Pro-

posal ID AD0516), with observations of CCS in G028.83-00.19, G031.97+00.07, and

G034.43+00.24 in 2007 (NRAO Proposal ID AD0556). The 3.125 MHz bandwidth

covered only the main and innermost satellite hyperfine lines of the NH3 (1,1) and

(2,2) transitions. The spectral setup had 24.414 kHz resolution. Different numbers

of pointings per IRDC were used to fully cover the highest opacity regions with the

approximately 1.′9 (FWHM) primary beam, as determined from the 8 µm images.

G031.97+00.07 and G034.43+00.24 each were observed with five pointings (though

only four were observed in CCS), G028.83-00.19 was observed with two pointings,

and the remaining IRDCs were observed with one pointing each. J1820-254 was used

as the phase and amplitude calibrator for G010.74-00.13, while J1832-105 was used

for G022.56-00.20 and G024.60+00.08, and J1851+005 was used for the remaining

IRDCs. 3C286 (J1331+305) and 3C48 (J0137+331) were used as flux density cal-

ibrators. Table 3.3 summarizes the parameters of the VLA observations, including

bandpass calibrators, beam sizes, and flux-density-to-temperature conversion factors.

All data were calibrated using AIPS. The 2007 CCS observations were conducted

during the EVLA upgrade, and eight of the twenty-seven antennas had been converted

to EVLA antennas. Data were obtained using both the VLA and EVLA antennas.

Doppler tracking could not be used during the upgrade period, so the AIPS task

CVEL was applied during calibration to correct for motion of the Earth relative to the
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Table 3.3. VLA Observations

IRDC Project Bandpass Synthesized Beam Flux to TB
ID Calibratora Major Axis × Minor Axis PA (K Jy−1)

(′′)× (′′) (pc)×(pc) (deg)

NH3 (1,1) 23.6945 GHz
G010.74-00.13 AD0516 J1851+005 4.8×3.4 0.081×0.057 -4.6 134.6
G022.56-00.20 AD0516 J1832-105 4.3×3.3 0.095×0.073 -2.3 155.3
G024.60+00.08 AD0516 J1832-105 4.2×3.3 0.070×0.055 7.3 158.2
G028.23-00.19 AD0516 J1851+005 4.0×3.6 0.087×0.079 -9.6 154.2
G031.97+00.07 AD0516 J1851+005 3.9×3.6 0.106×0.010 30.3 153.6
G032.70-00.30 AD0516 3C273, J1851+005 3.8×3.8 0.096×0.096 64.9 149.3
G034.43+00.24 AD0516 3C273, J1851+005 3.8×3.7 0.029×0.028 79.2 156.3
G035.39-00.33 AD0516 3C273, J1851+005 4.2×3.6 0.061×0.052 62.6 143.8
G038.95-00.47 AD0516 3C273, J1851+005 3.9×3.6 0.053×0.049 87.0 154.2

NH3 (2,2) 23.72263 GHz
G010.74-00.13 AD0516 J1832-105 4.7×3.4 0.079×0.057 -7.6 134.0
G022.56-00.20 AD0516 3C273, J1832-105 4.4×3.3 0.097×0.073 -6.3 149.3
G024.60+00.08 AD0516 3C273, J1832-105 4.2×3.3 0.070×0.055 1.7 154.8
G028.23-00.19 AD0516 3C273, J1851+005 4.2×3.5 0.092×0.076 -23.1 149.3
G031.97+00.07 AD0516 3C273, J1851+005 3.9×3.6 0.106×0.098 -9.1 154.3
G032.70-00.30 AD0516 3C273, J1851+005 4.1×3.7 0.104×0.094 -45.2 144.3
G034.43+00.24 AD0516 3C273, J1851+005 3.8×3.7 0.029×0.028 -69.3 153.0
G035.39-00.33 AD0516 3C273, J1851+005 4.2×3.7 0.061×0.053 64.9 141.0
G038.95-00.47 AD0516 3C273, J1851+005 4.0×3.7 0.054×0.050 -78.4 148.9

CCS (21-10) 22.34403 GHz
G010.74-00.13 AD0516 3C454.3 5.4×3.2 0.091×0.054 15.8 140.3
G022.56-00.20 AD0516 3C454.3 4.4×3.5 0.097×0.077 8.0 160.9
G024.60+00.08 AD0516 3C273, 3C345, 3C454.3 4.3×3.6 0.072×0.060 -0.5 158.5
G028.23-00.19 AD0556 3C345 4.8×3.5 0.105×0.076 -5.3 147.5
G031.97+00.07 AD0556 3C345 5.0×3.4 0.136×0.092 -9.2 142.5
G032.70-00.30 AD0516 3C273, 3C454.3 4.3×3.6 0.109×0.091 -46.2 159.8
G034.43+00.24 AD0556 3C345 4.8×3.4 0.036×0.026 -10.8 147.1
G035.39-00.33 AD0516 3C84, 3C345, 3C454.3 4.1×3.6 0.059×0.052 -49.2 162.5
G038.95-00.47 AD0516 3C84, 3C345, 3C454.3 4.1×3.6 0.056×0.049 -55.1 166.7

aBandpass calibrators were selected by the best bandpass solution for each observing date. CCS obser-
vations often also used the phase and amplitude and/or flux density calibrators to improve the bandpass
solution. 3C273 is also known as J1229+020, 3C454.3 is also known as J2253+161, 3C345 is also known as
J1642+398, and 3C84 is also known as J0319+041.
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local standard of rest (LSR) during the observations. In the 22 GHz data sets, the

uncertainty of the absolute flux densities was estimated to be 10%. We estimated the

absolute positional accuracy to be better than 1.′′

Before imaging, data were Hanning smoothed, bringing the effective velocity reso-

lution to approximately 0.6 km s−1. Continuum subtraction was performed with the

CASA task uvcontsub on all the data for G034.43+00.24 and the CCS observations

of G031.97+00.07, as there were significant continuum point sources seen in these

four dirty images. The data were imaged in CASA using the clean task in mosaic

mode with natural weighting of the visibilities, deconvolved with 0.33 km s−1 channels

and 0.′′7 pixels. We also employed the multiscale capability of clean to include clean

components approximately one and three times the size of the synthesized beam, as

well as the standard point-like components. The CASA task pbcor was used to apply

a primary beam correction. The mosaics were imaged to the 35% power level relative

to the peak of the mosaic primary beam response.

The synthesized beam in the images is 3-5′′. The RMS noise is 1-4.5 mJy beam−1

per 0.33 km s−1 channel. The conversion between from flux density in Jy beam−1 to

brightness temperature, TB (K), for the various data cubes are listed in Table 3.3.

3.3.3 Combining Single-Dish and Interferometric Data

Successful combination of single dish and interferometric data relies upon good astro-

metric alignment and calibration between the two data sets. The estimated positional

accuracy of our GBT observations, 6′′, while small compared to the GBT beam, were

larger than the VLA beam. This allowed for positional errors that might introduce

significant artifacts in our combined maps. For example, using the GBT as a clean

model for the VLA with a positional offset between the two can cause negative fea-
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tures neighboring the emission in the combined image. To address this issue, we

computed the amount of positional shift required to align the GBT and VLA data by

smoothing our VLA-only (1,1) cubes to the GBT angular resolution and smoothed

the GBT-only (1,1) cubes to the VLA velocity resolution. We then determined the

positional shift required to align the maxima in the emission. Shifts were restricted to

integer numbers of pixels (6′′ each) in the native GBT images. The largest total shift

was 18′′, or approximately half a GBT beam, for G035.39-00.33. All other IRDCs

required shifts less than 10′′, and three IRDCs (G032.70-00.30, G034.43+00.24, and

G038.95-00.47) did not require any shift.

The GBT data were combined with the VLA data in a two-stage process. First,

the GBT cube was used as a starting model for the VLA data in the CASA task

clean, and then cleaning proceeded as for the VLA only, described above in §3.3.2.

The resulting cube was then combined with the GBT cube again, using the CASA

task feather. No relative calibration factor was applied in this combination, implic-

itly assuming that there was no systematic offset in the absolute calibration of the

datasets.

Feathering Fourier transforms the two images, multiplies the single dish image by

the Fourier transform of the single dish beam, multiplies the high-resolution image

by the complement of that transfer function, adds the two filtered Fourier cubes, and

transforms back. Feathering two images is a simple way to combine the two data sets,

but can be sensitive to the shape of the tapering function and to relative calibration

uncertainties. Using a cleaned image that has the single dish data as a starting

model, rather than the cleaned VLA image alone, mitigates these effects because the

cleaning process can correct any potential issues with the feathered image that might

be inconsistent with the interferometric visibilities. Combining the data sets by using
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a clean model alone, however, is also sensitive to calibration errors and can result in a

cube with more total flux than the single dish alone, which is not physical. Feathering

these resulting cubes with the single-dish brings the total flux in the final combined

images back into agreement with the single-dish data.

Using both methods produced a result that is as consistent as possible with the

both the GBT and VLA data taken individually. The RMS noise was approximately

the same as the VLA-only cubes. The synthesized beams, and thus the conversion

between brightness temperature and flux density, were exactly the same as for the

VLA data alone (Table 3.3).

As a check on the flux in our combined cubes, we smoothed them to the resolution

of the GBT and divided by the GBT cubes. This should have produced a cube

of values close to 1, as the GBT is sensitive to total flux. We found that within

regions of significant emission, our smoothed, combined cubes were almost always

within the 20% flux uncertainty of the GBT. Our final cubes were therefore within

the uncertainty of recovering the correct total flux. Comparing to the VLA data

cubes alone, the morphology of the combined data cubes is similar on size scales

approximately the size of the synthesized beam, however using the VLA alone misses

most the extended, diffuse emission. The fluxes of clump-sized sources seen in the

VLA are tens of percent lower than what is seen in the combined images because

of the contribution of this diffuse gas across the IRDCs. The total flux in the VLA

cubes is typically less than half of the total flux measured by the GBT, and thus the

combined images. An image showing the comparison between GBT-only, VLA-only,

and GBT+VLA images is shown in Figure 3.2.
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3.4 Methods

3.4.1 Clump Deconvolution

Detailed knowledge of the kinematic and spatial structure of these IRDCs provides

constraints on the NH3 spectral line fitting (see §3.4.3). It is readily apparent in

the data that regions containing at least two strong, distinct velocity components, if

not three or four, are common. Attempts to fit a single velocity component to the

NH3 spectra in these regions result in poor fits with unphysically large linewidths

and optical depths, so multiple components must be included. By performing clump

deconvolution on the data before fitting, it is trivial to determine the number of

components to include at each line of sight. Sophisticated clump deconvolution algo-

rithms make use of the data cube and its noise properties as a whole, and so are more

robust determinations of the number of components to fit than any method making

this determination on a line of sight (pixel-by-pixel) basis. Additionally, identifying

significant, coherent emission in the data allows us to make very good initial estimates

of the central velocities and velocity widths at each line of sight for each component

by making first- and second-order moment maps (velocity field and velocity disper-

sion, respectively) restricted to emission within the identified clump. Finally, using

these clumps provides a straightforward and physically motivated way to analyze

the physical parameter results from the fitting for different substructures within the

clouds.

We perform clump deconvolution on the NH3 (1,1) data using the cprops package

described by Rosolowsky & Leroy (2006). We use the main hyperfine component of

the (1,1) line because it typically has the highest signal-to-noise ratio and the (2,2)

line does not trace the coldest, and often lowest column density, gas. The velocity
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offsets between cospatial velocity components are sometimes comparable to the NH3

hyperfine splitting, so the deconvolution must be performed carefully. We use the

GBT and VLA combined data cubes before primary beam correction (so the noise

is roughly constant across the images) to generate the clump assignment cubes. The

initial mask only includes voxels (single elements in the position-position-velocity

cubes, akin to pixels in position-position images) with values greater than 7σ, and

then the mask is expanded to include voxels above 5σ that are connected to initial

mask via a path only passing through significant emission. The cprops algorithm

then identifies “kernels” in the data, consisting of local maxima significantly above a

“merge level” – the contour value at which multiple kernels are connected in the data

and the significant emission cannot be uniquely assigned to one kernel over another.

The cprops documentation refers to this unassigned emission as the “watershed.”

We further restrict the list of kernels to those that lead to clumps with projected

area on the sky greater than three times the synthesized beam area, i.e. only well-

resolved clumps are assigned as independent structures so that we can accurately

probe their physical properties. Kernels that lead to these unresolved clumps are

rejected before the final cprops assignments are determined, so the voxels, and thus

emission, from these clumps is free to be reassigned to another clump or the watershed.

This algorithm produces clump assignments from our data that map excellently to

clumps discerned by eye.

An alternate method in the cprops package uses the clumpfind algorithm (Williams

et al. 1994) to assign emission to the same kernels list as the standard cprops algo-

rithm, but proceeds by assigning voxels to clumps in discrete contours continuing all

the way to the noise floor. Assignment degeneracies in this method are broken by

evaluating the proximity of voxels to the clump peaks in position-position-velocity
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space. This method has the advantage of assigning all of the significant emission into

clumps, however the assignment cubes tend to have a “patchwork” appearance that

likely does not represent physically accurate clump boundaries.

The clumpfind algorithm is also fairly sensitive to the input parameters that

determine the contouring scheme used to make the clump assignments. This will

in turn affect the clump parameters we calculate in §2.4. The cprops algorithm is

generally less sensitive than clumpfind to the inputs. The specific assignments can

be altered by varying the parameters, but the typical clump sizes, aspect ratios, etc.

are not significantly affected.

For our study, we start with the standard cprops assignments, and then further

used the clumpfind assignments to assign the watershed emission. The result is an

assignment cube in which all of the significant emission is assigned to exactly one

clump, and the patchwork assignments from the clumpfind algorithm are restricted

to the weakest emission. The clump-averaged properties discussed in this work will be

dominated by the strongest emission, and thus by the cprops assignments. Results

of the deconvolution are presented in §3.5.1 and discussed in §3.6.4.

3.4.2 Infrared Extinction

IRDCs are initially identified by their apparent absorption in mid-infrared images,

so it is natural to use their contrast with the background emission as a measure

of physical properties in the cloud. In the simplest terms, a greater contrast, i.e.

darker cloud compared to the background, indicates a greater column of dust. It

is rather straightforward to generate extinction maps if one has an estimate of the

background, and with a few assumptions the dust mass surface density may also be

calculated across a map.
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Any method of estimating this optical depth must account for the following com-

plications: (1) we do not have a direct measurement of the background infrared (IR)

emission at the location of the cloud, so it must be estimated from an irregular,

varying background measured off the cloud while attempting to avoid contamination

from foreground objects, such as other dark clouds and bright nebulae; (2) there ex-

ists foreground emission from the dust between the clouds and the observer; and (3)

dark clouds often contain embedded point sources that do not probe the full column

of the clouds and contaminate our contrast measurements.

We adopt a modified version of the Large Median Filter (LMF) method presented

by Butler & Tan (2009) to map the 24 µm optical depth, τ24µm, using the Spitzer

MIPSGAL data. This method is summarized in detail as follows. First, a model of the

infrared background is generated using a 40′ square median filter sampled every 24′′,

and then smoothed by a 24′′ Gaussian filter. The median filter preferentially skews

the model towards pixels lacking strong emission or absorption, provided the size of

the filter is larger than the typical size of a dark cloud or other nearby structures.

Increasing the size of the filter also causes the model to be less local, so it is not

beneficial to sample the model at the same pixel scale as the original images. The

Gaussian smoothing removes unphysically discrete (sharp) features introduced by the

discrete sampling of the model.

The fraction of the infrared emission that is foreground to the cloud, ffore, is

estimated assuming a galactic dust distribution, adopting a solar galactocentric radius

of 8.4 kpc (consistent with our distance determination in §3.2), and using the galactic

longitude and distance for each cloud. Following Butler & Tan (2009), we assume the

hot dust follows an azimuthally symmetric distribution matching the surface density
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of Galactic OB associations,

ΣOB ∝ exp

(
− R

3.5 kpc

)
, (3.1)

where R is the galactocentric radius extending to 16 kpc. The values of ffore are listed

in Table 3.4, and range from 0.058 to 0.328. If Iλ,0 is the intensity of radiation just

behind the cloud and Iλ,1 is the intensity of radiation just in front of the cloud, then

they are related to the optical depth through the cloud, τλ, by

Iλ,1 = Iλ,0 exp (−τλ) . (3.2)

Accounting for the foreground contribution, the intensity of our background model,

Iλ,0,obs, is related to the true intensity just behind the cloud by

Iλ,0 = (1− ffore) Iλ,0,obs. (3.3)

Similarly, the observed intensity in the images, Iλ,1,obs, is related to the true intensity

just in front of the cloud by

Iλ,1 = Iλ,1,obs − fforeIλ,0,obs. (3.4)

Therefore, the optical depth through the cloud is obtained by

τλ = − ln

(
Iλ,1,obs − fforeIλ,0,obs

(1− ffore) Iλ,0,obs

)
. (3.5)

Battersby et al. (2010) make the point that extended sources in IRAC must be cor-

rected for internal scattering in the instrument, and they include this correction for
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their analysis of the optical depth at 8 µm. Engelbracht et al. (2007), however, find

there is no need to apply such a correction for 24 µm images from MIPS over a range

of a factor of about five in background level, so we do not apply a scattering correction

in our calculations.

An optical depth map is then generated on the same pixel scale as the infrared

images. Point sources and other emission features appear as negative optical depth

in the maps, and are thus excluded from analysis. Featureless portions of the infrared

image correspond to approximately 0 in the optical depth maps as expected. We

see that the clouds typically peak at optical depth of about 0.25-0.5. G028.23-00.19

has noticeably higher optical depth than the other clouds by about a factor of two,

and peaks at an approximate optical depth of 1. Further results of this analysis are

presented in §3.5.2.

3.4.3 Ammonia Spectral Line Fitting

We fit the spectra along individual lines of sight in our combined GBT and VLA data.

The (1,1) and (2,2) lines were fit simultaneously. The fitting routine was written

in Python using the nmpfit package, which performed a least-squares (Levenberg-

Marquardt algorithm) fit and returned the fit parameters and the full covariance

matrix. We include the full hyperfine structure of NH3 from the components and

intrinsic strengths documented in Kukolich (1967). The limiting bandwidth of the

VLA data restricted our fit in practice to the main and inner satellites components of

the spectral lines. We simultaneously fit the central velocity (vc,LSR), velocity FWHM

(∆v), total optical depth in the (1,1) component (τ0(1, 1), abbreviated henceforth as

τ0), excitation temperature (Tex), and rotation temperature (TR).

There is a natural degeneracy between the excitation temperature and optical
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Fig. 3.2.— A comparison of the NH3 (1,1) data for the GBT-only, VLA-only, and
combined images. Images of G031.97+00.07 are integrated from 94 km s−1 to 97
km s−1. The VLA footprint is plotted on the GBT image as a reference. The VLA
and combined images have both been corrected for the response of the primary beam
and are shown on the same flux scale (all three flux scales are linear). Aside from
the improved resolution over the GBT along, the combined image also recovers more
extended emission than the VLA alone. The combined image recovers the total flux
of the GBT image, and recovers more flux than the VLA for even relatively compact,
marginally resolved sources.

Table 3.4. Clump Properties

Peak Coordinates cprops Herschel Spectral Line Fitting Spitzer
R.A. (J2000) Decl. (J2000) vLSR Reff A0 70 µm 〈σline〉 〈τ0〉 〈TK〉 〈N(NH3)〉 〈τ24µm〉a

hh:mm:ss dd:mm:ss (km s−1) (pc) source? (km s−1) (K) (1023 cm−2)

G010.74-00.13 (ffore = 0.095)b

18:09:45 -19:42:29 28.50 0.17 2.1 N 1.0 7.3 14.1 0.8 0.35
18:09:45 -19:42:07 28.50 0.16 1.2 Y 1.0 8.3 15.1 1.1 0.34
18:09:44 -19:42:06 29.16 0.11 2.1 N 0.7 7.9 14.0 0.6 0.37
18:09:46 -19:41:47 29.82 0.16 2.5 Y 1.0 8.1 14.7 0.9 0.27

G022.56-00.20 (ffore = 0.173)
18:33:00 -09:19:59 74.84 0.15 3.0 Y 1.3 6.7 16.5 1.0 0.20
18:33:01 -09:19:56 76.82 0.09 1.6 N 1.6 6.0 15.7 0.9 0.19
18:33:00 -09:20:04 78.14 0.09 2.8 N 1.6 5.1 16.3 0.7 0.22

G024.60+00.08 (ffore = 0.127)
18:35:40 -07:18:36 52.49 0.12 1.4 Y 1.4 4.5 19.8 0.8 0.19
18:35:39 -07:18:55 53.15 0.17 1.5 N 0.8 6.1 14.0 0.6 0.28
18:35:40 -07:19:06 53.81 0.09 1.2 N 0.6 6.1 14.2 0.4 0.23

aτ24µm cannot be computed for some clumps because IR emission covers their entire angular extent or the contrast with the
background is too low.

bffore is the estimated fraction of diffuse galactic IR emission that is foreground to the cloud, and is used to calculate τ24µm (see
§3.4.2).

Note. — (This table is available in its entirety in Appendix Table D.1. A portion is shown here for guidance regarding its form
and content.)



99

depth if they are low. However, we observe lines that are typically optically thick in

this study (see §3.5.3), and so the degeneracy is broken. Since we observe lines that

are so optically thick (τ0 > 5), our fitted values of τ0 may only be lower limits. The

fitting routine is capable of handling multiple velocity components simultaneously

and independently along the same line of sight (see Section 3.4.1).

The basic functional form of the fit to a single NH3 inversion line is

∆T ∗A,ν(J,K) = ηmbΦ [J (Tex(J,K))− J (Tbg(J,K))] [1− exp (−τν(J,K))] , (3.6)

where ∆T ∗A,ν(J,K) is the increase in corrected antenna temperature at the telescope

from the line emission, ηmb is the main beam efficiency, Φ is the beam-filling fac-

tor, Tex(J,K) is the excitation temperature of the line, Tbg(J,K) is the background

temperature of the line, τν(J,K) is the frequency-dependent optical depth, and

J (T ) =
hν

kB

[
exp

(
hν

kBT

)
− 1

]−1

(3.7)

is the Rayleigh-Jeans temperature for the Planck constant h, the Boltzmann constant

kB, and frequency ν (Ho & Townes 1983). We assume Φ = 1 (i.e the brightness tem-

perature, TB, equals the main beam temperature, Tmb). In principle the background

temperature includes a contribution from the continuum temperature, TC(J,K), such

that Tbg(J,K) = TC(J,K) + TCMB, where TCMB = 2.73 K is the contribution of the

cosmic microwave background. In this study, our data have already been baseline sub-

tracted and we do not expect a background continuum source, so we set TC(J,K) = 0.

The line shape as a function of frequency, ν, is primarily determined by the optical
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depth profile:

τν(J,K) = τ0(J,K)

N (J,K)∑
i=1

ai(J,K)

× exp

(
−4 ln 2

(
ν − νc(J,K)− δνi(J,K)

∆ν(J,K)

)2
)
, (3.8)

where τ0(J,K) is the opacity in the (J,K) line, N (J,K) is the number of hyperfine

components in the (J,K) line, i is the index for the hyperfine components, ai(J,K)

is the scale factor for the relative intensity contained in each hyperfine component,

ν0(J,K) is the rest frequency of the (J,K) line, νc(J,K) is the Doppler shifted cental

frequency of the (J,K) line, δνi(J,K) is the difference in frequency of the ith hyperfine

component of the (J,K) line and the main hyperfine component, and ∆ν(J,K) is the

FWHM of the (J,K) line (Friesen et al. 2009).

Treating NH3 as a two-state system, the ratio between the optical depths of two

different fine structure lines is given by Ho & Townes (1983) as

τ0(J ′, K ′)

τ0(J,K)
=

(
ν0(J ′, K ′)

ν0(J,K)

)2(
∆ν(J ′, K ′)

∆ν(J,K)

)−1(
Tex(J ′, K ′)

Tex(J,K)

)−1

×

(
|µ(J ′, K ′)|2

|µ(J,K)|2

)(
g(J ′, K ′)

g(J,K)

)
exp

(
− ∆E(J ′, K ′; J,K)

kBTR(J ′, K ′; J,K)

)
, (3.9)

where ∆E(J ′, K ′; J,K) is the difference in energy of the lower levels of the transitions,

TR(J ′, K ′; J,K) is the rotation temperature of the lines, |µ(J,K)|2 = µ2
DK

2/ (J(J + 1))

for the electric dipole moment of the molecule µD, and g(J,K) is the statistical weight

given by Osorio et al. (2009) as

g(J,K) =

 4(2J + 1) for K 6= 3̇ or K = 0

8(2J + 1) for K = 3̇ and K 6= 0,
(3.10)
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where 3̇ denotes being a multiple of 3. This accounts for the rotational degeneracy

(gu = 2Ju + 1), the K degeneracy (gK = 1 for K = 0 or gK = 2 for K 6= 0 in

symmetric top molecules like NH3), and the nuclear spin degeneracy (gnuclear = 4 for

K = 3̇ (ortho-NH3) or gnuclear = 2 for K 6= 3̇ (para-NH3)). We further assume the

excitation temperature, the central velocity, and the velocity FWHM are constant for

all (J,K) (thus ∆ν(J ′, K ′)/∆ν(J,K) = ν0(J ′, K ′)/ν0(J,K)).

From the fit parameters, it is straightforward to calculate the kinetic temperature

of the gas and the total column density of the NH3. The kinetic temperature, TK , is

given by Tafalla et al. (2004) as

TK = TR(2, 2; 1, 1)

×
[
1−

(
TR(2, 2; 1, 1)

42 K

)
ln

(
1 + 1.1 exp

[
− 16 K

TR(2, 2; 1, 1)

])]−1

, (3.11)

and the column density of NH3 in the (1,1) state is given by Friesen et al. (2009) as

N(1, 1) =
8πν2

0

c2A(1, 1)

g1

g2

1 + exp (hν0/ [kBTex])

1− exp (hν0/ [kBTex])

∫
τν dν, (3.12)

where the Einstein A coefficient A(1, 1) = 1.68×10−7 s−1 (Pickett et al. 1998), g1 = g2

for the statistical weights of the upper and lower energy levels of the (1,1) transition,

and ∫
τν dν =

(√
πτ0(1, 1)∆ν(1, 1)

2
√

ln 2

)
. (3.13)

The total NH3 column density can then be calculated by considering the partition

function for NH3 and using the relation N(NH3) = N(1, 1)Ztot/Z(1, 1) (Friesen et al.
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2009). The terms of the partition function are calculated by

Z(J, J) = (2J + 1)S(J) exp

(
−h [BJ(J + 1) + (C −B)J2]

kBTR(2, 2; 1, 1)

)
, (3.14)

where the rotational constants are B = 298.117 GHz and C = 186.726 GHz (Pickett

et al. 1998), and S(J) is the statistical weight for ortho- or para-NH3. For ortho-NH3

(J a multiple of 3), S(J) = 2, and otherwise S(J) = 1 for para-NH3, such as (1,1).

Ztot is then just the sum of the Z(J, J) terms over all J , which quickly converges. In

the rest of this paper, we drop the (2, 2; 1, 1) notation for simplicity.

A list of key parameters for the analysis, including the parameters used in the

spectral line fitting, is given in Table 3.5. Results of the spectral line fitting are

presented in §3.5.3. An example spectrum and fit of a single line of sight with two

distinct velocity components is shown in Figure 3.3.

3.5 Results

Images of the sample from the Spitzer Space Telescope and the Herschel Space Ob-

servatory with the GBT and VLA data are shown in Figures 3.4, 3.5, 3.6, 3.7, 3.8,

3.9, 3.10, 3.11, and 3.12. The NH3 (1,1) distribution generally traces the infrared ex-

tinction very closely and peaks around infrared point sources and, to a lesser extent,

the IR extinction peaks. The NH3 (2,2) distribution is more compact and generally

correlates with stronger (1,1) emission. The CCS emission had systematically lower

signal-to-noise ratio (< 5σ) than the NH3 and is typically only marginally detected.

The CCS that is observed, however, does not typically cover the full spatial extent of

the NH3.
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Table 3.5. Selected Physical Parameters of Interest

Parameter Description

Line of sight Parameters

Calculated Directly from the Radio Data:

I(1,1) Moment 0 (integrated intensity) of the NH3 (1,1) line

〈v(1,1)〉 Moment 1 (intensity-weighted velocity field) of the NH3 (1,1) line

〈σv,(1,1)〉 Moment 2 (intensity-weighted velocity dispersion) of the NH3 (1,1) line

ICCS Moment 0 (integrated intensity) of the CCS line

Calculated Directly from the IR Data:

τ24µm Optical depth at 24 µm from IR extinction

From NH3 (1,1) and (2,2) Spectral Line Fittinga:

νc Central Doppler shifted NH3 frequency
∆ν NH3 frequency FWHM
τ0 Total optical depth in the NH3 (1,1) line
Tex NH3 excitation temperature
TR NH3 rotation temperature

χ2 Goodness of fit statistic

Calculated from Spectral Line Fitting Resultsa:

TK Kinetic Temperature
vc,LSR Central NH3 LSR velocity

∆v NH3 velocity FWHM
σobs Observed line of sight velocity dispersion
σline Line of sight velocity dispersion corrected for spectral resolution
σT NH3 Thermal velocity dispersion
σNT NH3 Nonthermal velocity dispersion
M Nonthermal (turbulent) Mach number

N(NH3) Total column density of NH3
N(H2) Column density of molecular Hydrogen

Clump-by-clump Parameters

Directly from cprops for each clump:

R.A. (J2000) Right Ascension of the peak NH3 (1,1) main beam temperature
Decl. (J2000) Declination of the peak NH3 (1,1) main beam temperature

Reff Effective radius of a circle with the same projected area as the clump
A0 (Initial) Aspect ratio projected onto the sky

Calculated clump-by-clump:

Mcl Clump mass from total NH3 and X(NH3)
tff,sph Spherical free-fall time
tff,cyl Cylindrical free-fall time along the axis

Mvir,sph Spherical virial mass
Mvir,cyl Cylindrical virial mass
αvir,sph Spherical virial parameter
αvir,cyl Cylindrical virial parameter
Bmin Minimum magnetic field strength to support cloud against collapse

Whole IRDC (Cloud) Parameters
D Distance to cloud

ffore Fraction of IR galactic emission that is foreground to the cloud
MIR Mass lower limit from 24 µm extinction

MGRS Mass lower limit from BU-GRS 13CO (J=1-0)
Mmm Mass from BGPS 1.12 mm emission

aThese parameters may also be evaluated as clump-averaged values, weighted by the

(χ2
red)1/2 statistic over the clump. Both line of sight and clump-averaged values separate

different velocity components that overlap spatially.
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Fig. 3.3.— An example spectrum of the NH3 (1,1) and (2,2) lines with fit to the
spectrum. This spectrum is from one line of sight toward G031.97+00.07 with two
distinct velocity components. The data are the dashed lines and the fit is the solid
line. The (2,2) spectrum and fit have been vertically offset by -3 K for clarity. The
brightness temperature scale assumes a beam filling factor of unity.
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Fig. 3.4.— Spitzer Space Telescope and Herschel Space Observatory images of
G010.74-00.13, along with our GBT and VLA data. The IRDC is seen against the
diffuse mid-infrared emission of the galaxy toward the shorter wavelengths (panels
(a) and (b)), though embedded infrared point sources are visible. At longer wave-
lengths (panel (c)), the IRDC becomes visible in the thermal emission of the dust.
The highest 24 µm optical depth, τ24µm, that we calculate in this cloud is 0.42. A yel-
low scalebar representing 1′ with the physical size at our adopted distance is shown
at the lower right of (c). The GBT footprint is overplotted in dashed magenta in
panels (a), (b), and (c). Panels (d), (e), and (f) show the NH3 (1,1), NH3 (2,2), and
CCS emission, respectively, as seen by the GBT. An arbitrary linear color stretch
is shown with white contours showing the signal-to-noise ratio at 5σ, 10σ, 20σ, and
40σ. The size of the GBT beam is shown in the lower left of each panel, and the
VLA footprint is overplotted in dashed gray. Panels (g), (h), and (i) show Spitzer
images of G010.74-00.13 with contours of the combined GBT and VLA NH3 (1,1),
NH3 (2,2), and CCS emission, respectively. The contours show the signal-to-noise
ratio at 5σ, 25σ, and 50σ. The NH3 generally traces the MIR extinction and peaks
near IR point sources. The NH3 (2,2) is generally less extended than the (1,1), as it
traces warmer gas. The CCS, though weak, typically follows the highest extinction
parts of the clouds when it is detected. The combined footprint of the GBT and VLA
observations (their intersection) is shown in dashed white. The synthesized beam is
shown at the lower left of each panel.
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Fig. 3.5.— Same as Figure 3.4 but for G022.56-00.20. The highest value of τ24µm is
0.27.
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Fig. 3.6.— Same as Figure 3.4 but for G024.60+00.08. The highest value of τ24µm is
0.47. The green circle in panel (a) shows the location of the extended green object
(EGO) identified by Cyganowski et al. (2008).
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Fig. 3.7.— Same as Figure 3.4 but for G028.23-00.19 with GBT+VLA contours at 5σ
and 25σ. The bright point source is an unrelated, foreground late-type star (Bowers
& Knapp 1989). The highest value of τ24µm is 0.89.
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G031.97+00.07
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Fig. 3.8.— Same as Figure 3.4 but for G031.97+00.07 with GBT contours at 5σ, 10σ,
20σ, 40σ, 80σ, and 160σ, and with GBT+VLA contours at 5σ, 25σ, 50σ, and 100σ.
The highest value of τ24µm is 0.43. The cyan circle in panel (c) shows the location
of the H II region identified by Urquhart et al. (2009). The black crosses are H2O
masers reported by Wang et al. (2006).
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Fig. 3.9.— Same as Figure 3.4 but for G032.70-00.30 with GBT contours at 5σ and
10σ, and with GBT+VLA contours at 5σ. The highest value of τ24µm is 0.36.
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Fig. 3.10.— Same as Figure 3.4 but for G034.43+00.24 with GBT contours at 5σ,
10σ, 20σ, 40σ, 80σ, and 160σ, and GBT+VLA contours at 5σ, 25σ, 50σ, and 100σ.
The highest value of τ24µm is 0.14. The green circles in panel (a) show the location of
the extended green objects (EGOs) identified by Cyganowski et al. (2008). The cyan
circle in panel (c) shows the location of the H II region identified by Urquhart et al.
(2009). The black crosses are H2O masers reported by Wang et al. (2006).
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Fig. 3.11.— Same as Figure 3.4 but for G035.39-00.33 with GBT contours at 5σ,
10σ, and 20σ. The highest value of τ24µm is 0.44.
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Fig. 3.12.— Same as Figure 3.4 but for G038.95-00.47 with GBT+VLA contours at
5σ and 25σ. The highest value of τ24µm is 0.34.
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3.5.1 Clump Deconvolution Results

A summary of the clump properties is presented in Table 3.4. Coordinates and

velocities are given at the peaks of the emission. The effective radius, Reff , is the

radius of a circle on the sky that has the same projected area as the full extent of

the clump, which ranges from approximately 0.02 pc to 0.28 pc in our sample, with a

median of about 0.16 pc. The physical resolution (i.e. synthesized beam) of the (1,1)

cubes ranges from 0.02 pc to 0.1 pc, so clumps are typically well resolved.

Additionally, cprops performs an elliptical fit to each clump with a flexible po-

sition angle to determine sizes along the major and minor axes. The aspect ratio,

A0, is calculated from the cprops results as the ratio of the major axis length to the

minor axis length, which is confirmed visually to be an accurate method. The aspect

ratios of most of the clumps are approximately 1-2, but extend to about 3 to 4 for

the more filamentary clumps, while the highest aspect ratio in our sample is 6.

3.5.2 Infrared Extinction Results

The infrared optical depth, τ24µm, is calculated as described in §3.4.2 and then aver-

aged over the full extent of the clump on the sky. Since the extinction is calculated

from two-dimensional images, we cannot accurately separate the extinction from mul-

tiple components along the same line of sight, however the majority of individual

pixels in the extinction maps are included in at most one velocity component. Val-

ues of τ24µm range from approximately 0 to 0.85. Clumps at the lower end of this

distribution are those dominated by infrared point sources or other emission, such

that we cannot reliably determine an infrared optical depth. Since none of the op-

tical depths averaged over a whole clump are greater than 1, we can conclude that

while the centers of clumps may be very optically thick, there are at least significant
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outer portions of the clumps that are susceptible to heating by external or internal

infrared radiation fields. They are, however, still opaque to optical and ultraviolet

radiation since the extinction at 550 nm is approximately 50 times greater than at 24

µm (Draine 2003).

3.5.3 Spectral Line Fitting Results

Plots of the results of pixel-by-pixel NH3 spectral line fitting are shown in Figure 3.13,

as well as averages over clumps (also in Table 3.4) and whole clouds. The parameter

averages are weighted by the square root of the reduced chi-squared statistic from the

fit, (
χ2

red

)1/2
=

(
χ2

ndof

)1/2

, (3.15)

where χ2 is the goodness of fit statistic and ndof is the number of degrees of freedom,

i.e. the difference between the number of data points and the number of fit parameters

(five per velocity component). This is a natural choice for the weighting because the

relative uncertainties of the fit parameters scale with (χ2
red)1/2. Experimentation

shows that the averages are not very sensitive to the exact weighting scheme; for

example, the results change by only a few percent if weighting by χ2
red is used instead

of (χ2
red)1/2.

The typical uncertainties for single lines of sight and single velocity components

for vc,LSR, ∆v, τ0, Tex, and TR are 0.04 km s−1, 0.09 km s−1, 1.4, 0.58 K, and 1.1

K, respectively. The velocity FWHM, kinetic temperature, optical depth in the (1,1)

line, and column density are generally correlated. G034.43+00.24 (cyan) is notable

as having the highest ∆v, TK , and N(NH3) in the sample, dominated by the emission

surrounding the bright protostars with outflows as traced by masers and extended

green objects (EGOs; bright 4.5 µm sources often attributed to shocked molecular
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Fig. 3.13.— Plots of the results of NH3 spectral line fitting. The circles are
(χ2

red)1/2-weighted averages over clumps defined by cprops, and stars are (χ2
red)1/2-

weighted averages over whole IRDCs. Symbols are colored by cloud: G010.74-
00.13, G022.56-00.20, G024.60+00.08, G028.23-00.19, G031.97+00.07, G032.70-
00.30, G034.43+00.24, G035.39-00.33, and G038.95-00.47 are maroon, red, orange,
yellow, bright green, dark green, cyan, blue, and magenta, respectively. The back-
ground black contours show the (χ2

red)1/2-weighted density of all lines of points in
the sample (individual lines of sight and separated by distinct velocity components).
Panels (a) and (b) also show red representative covariance ellipses from the spectral
line fitting in the upper right.

hydrogen emission in protostellar outflows). G028.23-00.19 is also notable for being

apparently starless throughout, and is colder and has a higher τ0 than the rest of the

sample.
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The clump-averaged values quoted for the optical depth, τ0, and the kinetic tem-

perature of the gas, TK , are averages weighted by the reduced (χ2
red)1/2 value from

the spectral line fitting, and can be separated kinematically by individual clump even

when they overlap spatially. Most of the clumps have an average NH3 optical depth

τ0 greater than 5 and all are greater than 1, indicating that these clumps are typi-

cally optically thick in NH3 emission. We note that G028.83-00.19 shows significantly

higher NH3 optical depth than the rest of the sample, matching its high infrared

optical depth.

Linewidths

In further analysis we adjust the values of the velocity dispersion to account for ob-

servational effects. We first convert the linewidth from the fit to a velocity dispersion,

σobs = ∆v(8 ln 2)−1/2. The data are discretely sampled along the spectral axis and

thus limited by the spectral resolution of the VLA observations. The effective velocity

resolution is σres ≈ 0.6 km s−1. Then

σline ≈
√
σ2

obs − σ2
res (3.16)

is the “true” velocity dispersion along the line of sight. These values of the velocity

dispersion averaged over the cprops clump boundaries are listed in Table 3.4.

We further calculate the one-dimensional thermal linewidth calculated from the

kinetic temperature,

σT =

√
kBTK
µNH3mH

, (3.17)

where µNH3 = 17.03 is the mean molecular weight of ammonia and mH is the mass of

a hydrogen atom. We can then calculate the nonthermal contribution to the velocity
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dispersion via

σNT =
√
σ2

line − σ2
T . (3.18)

We see dispersion typically around 2 km s−1, greater than the thermal linewidths,

which are typically less than 0.1 km s−1. The effect of this nonthermal dispersion is

discussed in §3.6.4.

Comparison to Previous Studies

Taking the optical depth to be typically 5-10 for the majority of clumps, and the

kinetic temperature to be 12-25 K for the majority of the clumps, we compare our

results to similar studies. These values are in agreement with the dense clumps in

G19.30+0.07 observed by Devine et al. (2011) with the VLA and the same spectral

lines. Compared to the sample of Ragan et al. (2011), who also used the (1,1) and (2,2)

lines observed by the GBT and the VLA, we find slightly higher kinetic temperatures

in our study. They measured kinetic temperatures in the range of about 8 K to 13

K., however their sample was selected to be devoid of star formation indicators and

thus be in the earliest evolutionary phases. It is possible that our sample generally

reflects a slightly later stage in IRDC evolution, in which star formation activity has

increased and the gas is showing the affects of protostellar heating.

Our clumps are slightly different than dense cores and core candidates in Perseus

observed by Rosolowsky et al. (2008) with the GBT, also with the same spectral lines.

They found colder kinetic temperatures around 10-12 K and optical depths usually less

than 5, but as high as 15 in the densest cores. Furthermore, they observed column

densities around 5 × 1014 cm−2 with only the densest cores exceeding 1015 cm−2,

while we observe column densities 1014-1016 cm−2 and nearly all of our clumps peak

at about 3× 1015 cm−2. Their GBT observations of cores at 260 pc have comparable
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physical resolution (0.04 pc) to our study (0.02-0.1 pc), so the differences cannot be

explained by beam dilution effects. The higher column densities in our study can be

partially explained by using a slightly different method of calculation that includes

a correction for both parity states of the (1,1) (Friesen et al. 2009). This correction

typically increases the column densities by less than a factor of two for the measured

excitations temperatures. We therefore are observing slightly warmer gas and slightly

higher column densities in IRDCs than lower mass and apparently more quiescent star

forming environments like Perseus. This is not surprising if star formation activity is

largely controlled by mass surface density; the average mass surface density in Perseus

is approximately 90 M� pc−2 (Heiderman et al. 2010), but is approximately 150 M�

pc−2 in IRDCs (based on masses and sizes reported by Simon et al. (2006b)).

3.6 Discussion

3.6.1 Kinematics and Previous Studies of Individual Sources

All nine IRDCs show evidence of clumps and velocity substructure. The IRDCs

are generally composed of many distinct clumps that sometimes can be grouped into

subclouds of similar velocities. These subclouds and clumps also overlap spatially and

show apparent interactions in position-position-velocity space, with star formation

tracers (infrared point sources, masers, H II regions, etc.) coincident with these

overlapping sites. We also see smoother velocity gradients along the most filamentary

(high aspect ratios, A0 & 3) clumps and across clouds as a whole.
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G010.74-00.13

G010.74-00.13 shows a clear velocity gradient west to east across the cloud. Channel

maps of the NH3 (1,1) emission are presented in Figure 3.14. At low velocity (vLSR ≈

28 km s −1), the NH3 morphology appears filamentary, however it gradually transi-

tions to a more globular morphology at higher velocity (vLSR ≈ 30 km s−1). This

structure appears to be two distinct subclouds of different morphologies and veloc-

ities. It is notable that both infrared point sources (possible protostars; see Figure

3.4) are coincident with the filamentary component. There is an elevated velocity

dispersion (peak in the second-moment maps of about 0.9 km s−1) in the center of

the cloud where these two subclouds overlap and may be colliding in this scenario.

This location is also coincident with one of the protostellar candidates. The majority

of the NH3 (2,2) emission is within the filamentary velocity component, whereas the

CCS more closely follows the 30 km s −1 globular component. In G010.74-00.13, it

may be that this cloud-cloud collision has triggered both the formation of the proto-

star and the high velocity dispersion, or it may be that the protostar is responsible

for the high velocity dispersion directly and its location is coincidental.

G022.56-00.20

G022.56-00.20 is deconvolved into three subclouds with cprops. The central velocity

component (vLSR ≈ 77 km s−1) is located at the northeastern end of the cloud, while

the high (vLSR ≈ 78 km s−1) and low (vLSR ≈ 75 km s−1) velocity components have

high aspect ratios (A0 ≈3) and run nearly parallel to each other along the cloud’s

major axis. The 75 km s−1 velocity component is located slightly to the north of the

78 km s−1 velocity component, though they overlap spatially, and the cloud shows

a high velocity dispersion of about 2 km s−1 in the overlap region. It is noteworthy
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Fig. 3.14.— Channel maps of the main hyperfine component of the NH3 (1,1) emission
in G010.74-00.13, shown in a logarithmic scale from 5 mJy beam−1 to 70 mJy beam−1.
Black contours show the integrated NH3 (1,1) intensity and overlapping GBT and
VLA footprint, same as the white contours in Figure 3.4. Channel velocities, vLSR,
are labeled in the upper right corner of each panel in km s−1. The 70 µm infrared
point sources are marked by stars in panel (a) (red in the online figure). There is a
clear gradient from the filamentary structure running north to south into the globular
structure extending to the southeast. The largest linewidth is at the center of the
cloud, coincident with both structures and with an embedded infrared point source.
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that the peak in integrated intensity, the peak in velocity dispersion, and an infrared

point source are all coincident in the center of this overlap region, as can be seen

in Figures 3.5 and 3.15. In Figure 3.16, the position-velocity diagrams taken across

the cloud parallel to the minor axis clearly show these major velocity components

and their interaction. We identify two possible scenarios for G022.56-00.20: (1) this

cloud is a collision of multiple subclouds, apparently triggering the formation of the

protostar; or (2) the protostar is driving expansion of the molecular gas around it.

The separation between the two primary components is . 5 km s−1 and they extend

. 1 pc, making either scenario plausible.

G024.60+00.08

G024.60+00.08 shows a clear gradient in the velocity field from about vLSR ≈ 50.5 km

s−1 in the west to about vLSR ≈ 55 km s−1 in the east-southeast. Channel maps of the

cloud in Figure 3.17 do not clearly distinguish between the possibility of two distinct

components or a single gradient across one major component. There is a velocity dis-

persion peak of about 1.2 km s−1, cospatial with a large NH3 clump and an infrared

point source near the center of the cloud (see Figure 3.6). Rathborne et al. (2007)

identified two protostellar condensations (bright, compact, millimeter cores with in-

frared emission indicative of star formation) in G024.60+00.08 with IRAM Plateau

de Bure 1.3 and 3 mm continuum and Spitzer images, one of which is the central IR

point source. Cyganowski et al. (2008) identified an EGO in G024.60+00.08. The po-

sition of the EGO is marked in Figure 3.6, and is also coincident with the protostellar

candidate.
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Fig. 3.15.— Moment 1 and moment 2 maps showing the velocity field (〈v(1,1)〉) and
velocity dispersion (〈v2

(1,1)〉), respectively, from the NH3 (1,1) emission in G022.56-
00.20. Clump deconvolution with cprops identifies three subclouds: one filament
running along the northwestern edge, one globule at the northeastern end, and one
filament running along the southeastern edge. The gradient in the velocity velocity
field is explained by the velocity offset between the two filaments, and the elevated
velocity dispersion through the center of the cloud is coincident with the overlap of
the two filaments. The peak in the velocity dispersion, the peak in the integrated
NH3 emission, and an infrared point source are all coincident at the center of the
cloud.

G028.23-00.19

G028.23-00.19 is an apparent starless, dark cloud. The bright point source (Figure

3.7) is an unrelated, foreground late-type star (Bowers & Knapp 1989). Rathborne

et al. (2006) made millimeter continuum maps of G028.23-00.19 with the IRAM 30 m

single dish telescope and observed three dense clumps at 11′′ resolution with masses

ranging from 38 to 705 M�. The primary cloud has one filament, with at least 4
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Fig. 3.16.— Position-velocity diagrams in (a) through (d), with white contours at
2σ, 4σ, and 8σ. Slices for the diagrams are labeled and overplotted on the integrated
intensity map of G022.56-00.20 in (e) in grayscale with a linear stretch. The black
contours for the integrated intensity and combined GBT and VLA footprint are the
same as the white contours in Figure 3.5. The angular offsets in the diagrams increase
from east to west. The three most distinct structures in each diagram are the main
and two inner satellite hyperfine components of the NH3 (1,1) line. The velocity offset
between the two primary filaments is most apparent through the center of the cloud.

connecting filaments extending beyond our maps, but seen in infrared extinction.

Sanhueza et al. (2013) found two distinct velocity components in CARMA observa-

tions of this cloud, with 0.3 km s−1, 10.′′9 resolution. The presence of SiO emission

and the strength of the CH3OH emission in the absence of an apparent protostar lead

them to conclude further that the two components were colliding and exciting the

emission. In our data, the position-velocity diagram shows that the velocity structure

in NH3 is a smoother gradient across the filament, from about vLSR ≈ 79 km s−1 to

vLSR ≈ 82 km s−1. It is unlikely that we are seeing a resolution effect, given that we
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Fig. 3.17.— Channel maps of the NH3 (1,1) emission as in Figure 3.14 but for
G024.60+00.08, with contours and field of view matching Figure 3.6, and only one
70 µm source. There is a clear gradient from the northwest to southeast along the
filamentary structures. These filaments extend further in the infrared extinction maps
beyond the coverage of the NH3 observations. Deconvolution with cprops identifies
multiple subclouds with offset velocities along these filaments. The largest linewidth
is at the center of the cloud, coincident with both structures and with an embedded
infrared point source.
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have comparable velocity resolution and higher angular resolution than the CARMA

study. The discrete clumps may be explained by a combination of chemical differenti-

ation across the cloud and/or missing the largest spatial scales in the CARMA data.

There is also an ammonia velocity dispersion peak of about 0.9 km s−1 coincident

with the optical depth peak. We propose a possible explanation that the core in

G028.83-00.19 may be a deeply embedded protostar with an outflow exciting the SiO

and CH3OH.

G031.97+00.07

G031.97+00.07 has the most complex substructure in our sample. Rathborne et al.

(2006) made millimeter continuum maps of G031.97+00.07 with the IRAM 30 m

single dish telescope at 11′′ resolution and observed nine dense clumps with masses

ranging from 151 to 1890 M�. Urquhart et al. (2009) identified an H II region in

G031.97+00.07 and Wang et al. (2006) reported H2O masers in G031.97+00.07, all

marked in Figure 3.8. The infrared morphology has a long, thin filamentary structure

leading to a higher contrast globule neighbored by at least 3 protostars with H II

regions and masers. The cloud itself is part of a much larger molecular complex

seen in 13CO in the BU-GRS with infrared dark filaments extending beyond our

observations.

Seen in Figure 3.8, The NH3 emission closely matches the infrared contrast, and

it is deconvolved into 21 distinct clumps. As seen in the position-velocity slices in

Figure 3.18, the structures are a mix of filaments and globules, and tend to fall in

one of two distinct velocity ranges: vLSR ≈ 92-99 km s−1 and vLSR ≈ 97-102 km s−1.

The majority of the emission is in the 92-99 km s−1 velocity range, however the 97-

102 km s−1 velocity range is coincident with at least one protostar. The filamentary



127

structures also show velocity gradients spanning about 2 km s−1 along their major

axis, as seen in Figure 3.19. This cloud also has the strongest CCS emission in our

sample, with a peak signal-to-noise ratio of about 22. G031.97+00.07 may be a region

where several weaker filaments extending tens of parsecs are feeding molecular gas and

star formation is progressing most quickly at the collision points. The morphology

and velocity structure of this cloud is consistent with the “hub-filament structure”

described in Myers (2009) and Li et al. (2013), in which gas flows along the filaments

to a central hub where it feeds star formation.

Battersby et al. (2014b) recently studied G031.97+00.07 (called G32.02+0.06 in

their work) in the NH3 (1,1), (2,2), and (4,4) transitions with the VLA and discussed

the environment of the larger molecular complex. They observed two pointings, one

towards the active region at the north end of the cloud, and one quiescent region

near the south end of the cloud (their pointings partially overlap our combined maps,

but do not cover the central portion of the cloud). They found dense parsec scale

filaments of 10 to 100 M� with dense cores less than 0.1 pc in size, in agreement

with our findings. The authors reported that the dense cores were virially unstable to

gravitational collapse, and that turbulence likely set the fragmentation length scale

in the filaments. In the quiescent region, they observed the two distinct velocity

components that we see continue along the cloud towards the more complex active

region. Finally, they note the existence of at least three bubbles all seen in Spitzer,

Herschel, and the BU-GRS that are likely older H II regions from previous generations

of massive stars, and may have compressed the molecular gas to form and/or shape

the IRDC and trigger more recent massive star formation.
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Fig. 3.18.— Position-velocity diagrams in (a) through (f) as in Figure 3.16, but for
G031.97+00.07 with white contours at 2σ, 4σ, 8σ, and 16σ. Slices and the integrated
intensity map are shown in (g) also as in Figure 3.16, but with contours taken from
Figure 3.8. G031.97+00.07 contains a complex substructure of globules and filaments
at offset velocities and with internal velocity gradients.

G032.70-00.30

G032.70-00.30 has the weakest NH3 emission in our sample. As shown in Figure 3.5,

the (2,2) line is only marginally detected, and there is no detected CCS. Weak infrared

point sources indicate protostellar candidates at both ends of the cloud. There is a

velocity gradient from vLSR ≈ 89 km s−1 to vLSR ≈ 91 km s−1 across the filament
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Fig. 3.19.— Moment 1 and moment 2 maps showing the velocity field (〈v(1,1)〉)
and velocity dispersion (〈v2

(1,1)〉), respectively, from the NH3 (1,1) emission in
G031.97+00.07. Deconvolution with cprops reveals a complex substructure with 21
globules and filaments. The majority of the emission is in a lower velocity component
around 92-99 km s−1, though a few clumps form a higher velocity component around
97-102 km s−1. These velocity components are cospatial, as shown by the elevated
values in the velocity dispersion map. There are additionally velocity gradients along
the substructures with higher aspect ratios, such as the filament in the middle of the
cloud.
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from southeast to northwest, with the highest velocity dispersion of 0.8 km s−1 near

the southwestern end.

G034.43+00.24

Urquhart et al. (2009) identified an H II region in G034.43+00.24 and Wang et al.

(2006) reported H2O masers in G034.43+00.24, all marked in Figure 3.10. Rathborne

et al. (2005) observed the millimeter/submillimeter continuum in G034.43+00.24 with

IRAM, the James Clerk Maxwell Telescope (JCMT), and the Caltech Submillimeter

Observatory (CSO). They identified three compact clumps of several hundred solar

masses each. The spectral energy distributions (SEDs) stretching from the millimeter

to the infrared indicated high luminosities consistent with protostars of ∼10 M� each.

Moreover, Rathborne et al. (2005) also observed HCN, CS, and SiO in G034.43+00.24

with IRAM and CSO. The large line widths of ∼10 km s−1 in HCN and CS along with

the detection of SiO indicated outflows and shocked gas, further evidence of ongoing

star formation. Cyganowski et al. (2008) identified two EGOs, marked in Figure

3.10. Sanhueza et al. (2010) observed this region in multiple molecular gas tracers

with the Atacama Pathfinder Experiment (APEX) 12 m telescope, the Nobeyama

Radio Observatory (NRO) 45 m, and the Swedish-ESO 15 m Submillimeter Telescope

(SEST). They found 4 molecular cores with velocity profiles indicative of outflows and

large scale infall towards the most massive core, further strengthening the evidence

for ongoing massive star formation in this cloud.

G034.43+00.24 has a complex substructure. The overall shape is very filamentary

(see Figure 3.10), and it is a portion of the Giant Molecular Filament GMF38.1-32.4a

identified by Ragan et al. (2014). The cloud is known to have three protostars with

masers, EGOs, and millimeter cores along the primary filament, with an additional
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protostar at the northern end of the cloud. Shown in Figure 3.20, The velocity

dispersion is elevated to over 2 km s−1 at two of the protostar positions. There is

an overall gradient from the southwest to the northeast. The major filament has a

velocity gradient from the west to the east, leading into a gradient from south (vLSR ≈

56 km s−1) to north (vLSR ≈ 60 km s−1) along the weaker filament toward the northern

protostar. This gradient may be the result of gas flowing along the larger GMF, or

may be composed of multiple subclouds not resolved in velocity.

G035.39-00.33

G035.39-00.33 is a long, filamentary, high IR contrast cloud with protostellar candi-

dates (see Figure 3.11). The velocity structure shows two distinct velocity compo-

nents: a vLSR ≈ 43 km s−1 velocity subcloud at the northern end of our observations,

and a vLSR ≈ 45 km s−1 velocity filament in the main cloud with a gradient from

the southeast to the northwest. The two components are well separated in velocity

space, and position-velocity slices do not show any apparent interaction between the

two. We see high velocity dispersion around most of the protostars, only one of which

is coincident with the lower velocity component. Our GBT data, which cover much

more of the cloud and have higher velocity resolution, show that the velocity gradient

in the 45 km s−1 component continues along the northern extent of the filament.

Jiménez-Serra et al. (2010) observed G035.39-00.33 in the SiO J=2-1 line (a shock

tracer) with the IRAM 30 m, and found both bright, compact emission with broad

linewidths and weaker, extended emission with narrow linewidths. The compact emis-

sion was consistent with protostellar outflows, and they proposed three explanations

for the extended emission: (1) a collection of low mass outflows throughout the cloud,

(2) a recently processed more massive outflow whose energy was distributed through-
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Fig. 3.20.— Moment 1 and moment 2 maps showing the velocity field (〈v(1,1)〉)
and velocity dispersion (〈v2

(1,1)〉), respectively, from the NH3 (1,1) emission in
G034.43+00.24. The cloud as a whole is very filamentary, but deconvolution with
cprops reveals subclouds ranging from globule to filamentary within the larger fila-
mentary structure. The southern half of the cloud contains three strong protostellar
candidates. The two with known EGOs, indicative of molecular outflows, are coin-
cident with the peaks in the velocity dispersion. An overall velocity gradient in the
cloud is seen from the western edge to the eastern edge in this part of the cloud, then
continues along the fainter filament to the protostar in the north.
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out the cloud, or (3) the IRDC was recently assembled from collisions of smaller clouds

or filaments. They detected three filaments with distinct velocities at approximately

44.1 km s−1, 45.3 km s−1, and 46.6 km s−1. Jiménez-Serra et al. (2014) further found

velocity gradients of 0.4 to 0.8 km s−1 pc−1 from north to south along the filaments,

as seen in multiple transitions of 13CO and C18O with the IRAM 30 m and the JCMT.

They further found that dense cores were preferentially located at the intersection of

the (possibly interacting) filaments. Henshaw et al. (2014) observed N2H+ (1-0) in

G035.39-00.33 with the Plateau de Bure Interferometer (PdBI) array and noted that

the local kinematics of the filaments were affected the dense cores, either through ac-

cretion or expanding envelopes. Hernandez et al. (2012) found that this parsec-scale

region was consistent with being in virial equilibrium without requiring support from

magnetic fields, and that the timescale for achieving equilibrium was less that the

estimated 1.4 Myr for formation from two converging flows.

While these studies focused primarily on the narrower portion of the cloud north

of our VLA maps, our larger GBT maps cover the region in these studies, and we also

detect these three velocity components in NH3 (though the 46.6 km s−1 component

is seen only weakly). The two velocity components we observed in our combined

maps are the extensions of two of these filaments to the south. Most of the emission

we detected here is part of the 45 km s−1 velocity component, and this southern

region is both wider and darker (in MIR extinction) than the northern portion of the

cloud. We suggest that this IRDC may also represent an example of the hub-filament

structure, in which gas is flowing along the parsec-scale 45 km s−1 filament to the

region we studied, where it feeds the ongoing star formation traced by infrared point

sources.
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G038.95-00.47

G038.95-00.47 is a globular IRDC with long, low infrared contrast filaments extending

from a few parsecs away from it to the east. Seen in Figure 3.12, it also contains at

least 2 protostellar candidates along the western edge, and neighbors two infrared

bubbles to the southeast and southwest. The velocity field shows a clear gradient

from the southwest to the east (vLSR ≈ 40.5 km s−1) and north (vLSR ≈ 43.5 km s−1).

This cloud is also consistent with the “hub-filament structure” described in Myers

(2009) and Li et al. (2013).

Xu et al. (2013) studied G038.95-00.47 in relationship to its environment, specif-

ically the two adjacent H II regions G38.91-0.44 (N74) and G39.30-1.04 (N75). They

used 1.4 GHz radio continuum and single dish 12CO, 13CO, and C18O J=1-0 ob-

servations to probe the physical characteristics of the bubbles and used GLIMPSE

data to identify young stellar objects (YSOs) in the region. They found a molecular

clump associated with G038.95-00.47 that showed a sharp integrated intensity gradi-

ent towards the H II regions consistent with it being compressed by their expansion.

They further identify an overabundance of YSOs in the IRDC and propose that star

formation was triggered via “radiatively driven implosion” (RDI).

3.6.2 Mass Estimates

We estimate the H2 masses for IRDCs from three independent methods: dust ex-

tinction, dust thermal emission, and 13CO emission, described below. Total IRDC

masses for our sample for all three methods are shown in Figure 3.21, with a com-

parison discussed below. All masses were measured by integrating over the footprint

of our combined GBT+VLA observations.
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Fig. 3.21.— Total molecular gas masses for our IRDC sample using three different
method of estimation, along with the mass inferred from NH3 assuming a relative
abundance of 10−8 compared to molecular hydrogen. The error bars represent a factor
of three variation in this abundance. Values ofMIR are the masses estimated from dust
absorption, i.e. 24 µm contrast. Because of the infrared emission from protostellar
candidates, IR bubbles, etc., the dust extinction method is not viable everywhere.
The mass estimates may therefore be lower limits, particularly for G034.43+00.24.
Values of Mmm are the masses estimated from dust emission at 1.12 mm, observed
in the BGPS. Values of MGRS are masses estimated from 13CO J=1-0 in the BU-
GRS, except for G010.74-00.13, which was not covered in that survey. The emission
is probably optically thick, but also includes the contribution of the lower density
molecular envelopes. The masses estimated from the BGPS and the BU-GRS data
are typically well-correlated, but the BU-GRS masses are higher by factors of a few.
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IR Extinction Mass Estimates

For the dust extinction method, we continue to follow the analysis presented by Butler

& Tan (2009) used to calculate infrared extinction maps described in §3.4.2. The mass

surface density is determined from the optical depth by

Σλ =
τλ
κλ
, (3.19)

where κλ is the dust opacity per gas mass at wavelength λ. Our choice of dust opacity

from the literature will affect the mass estimate by as much as factors of a few. For

MIPS 24 µm, we adopt κ24µm = 13.3 cm2 g−1 from the dust model of Ossenkopf &

Henning (1994) for 105 year-old, 106 cm−3 dust with thin ice mantles and assuming

a dust-to-gas mass ratio of 1:100. This value has an uncertainty of about a factor of

three given the full range of possible κν values, depending on the age, thickness of ice

mantles, and number density of dust grains, which results in a factor of about three

uncertainty in the mass estimates. The angular resolution of the 24 µm images, and

thus our extinction and mass surface density maps, is 6′′, compared to the 3.′′2-5.′′4

resolution of the NH3 maps. This is the closest resolution match of the three mass

estimates, however it lacks any velocity information to disentangle multiple clumps

along a single line of sight.

For the total mass, we simply sum over the IRDC:

MIR = D2Ω
∑
IRDC

Σλ = 30

(
D

kpc

)2(
Ω

arcmin2

)(∑
IRDC

τλ

)
M�. (3.20)

Cloud masses estimated with this method range from about 280 M� to 3900 M�,

excluding G034.43+00.24. In this cloud, MIR is a very weak lower limit on the mass

because there is significant infrared emission from IR point sources that prevents us
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from calculating the extinction across most of the IRDC.

BU-GRS 13CO J=1-0 Mass Estimates

Next, we estimate the gas mass from the 13CO J=1-0 BU-GRS data cubes. Because

the spectral line data have velocity information, we restrict measurements from this

emission to velocity ranges with NH3 (1,1) emission greater than 5σ. While the

velocity resolution of 0.2 km s−1 is in fact better than our 0.6 km s−1 resolution NH3

data cubes, the beam FWHM is 46′′, so we are not able to resolve individual clumps.

G010.74-00.13 is outside the coverage of the BU-GRS, and so is not included in this

analysis.

To calculate the 13CO J=1-0 column density, we use the method described in

§2.2.4, though this time we assume an excitation temperature Tex,GRS = 10 K. Using

a higher excitation temperature of 20 K would raise the mass estimates by approxi-

mately 40% compared to 10 K. The column density of the total molecular gas is

NGRS(H2) = 4.2× 1020

(∫
TB,GRS dv

K km s−1

)
cm−2. (3.21)

To calculate the total mass of the gas, we sum over the cloud and use

MGRS = µmHD
2Ω
∑
IRDC

NGRS(H2)

= 0.7

(
D

kpc

)2(
Ω

arcmin2

)(
IGRS

K km s−1

)
M�, (3.22)

where µ is the mean molecular weight in multiples of the proton mass (assumed to

be 2.33), D is the distance to the region, Ω is the solid angle occupied by the gas, and

IGRS is the sum of TB,GRS over the IRDC in position and velocity.

Cloud masses estimated with this method range from about 2090 M� to 36000
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M�. We note that our mass estimates from this method are systematically lower

than those reported by Simon et al. (2006b) by factors of about two to six. However,

the Simon et al. (2006b) analysis uses ellipses larger than the IRDCs themselves,

sometimes including complex networks of filaments extending beyond our maps, to

get total masses, and so they expect their own values to be overestimates. Both our

mass estimates with this method and those of Simon et al. (2006b) are systematically

higher than those derived from IR extinction. We discuss this further below.

BGPS Dust Emission Mass Estimates

To calculate the gas mass from thermal dust emission, we follow the method of Friesen

et al. (2009) applied to λ = 1.12 mm maps from the Bolocam Galactic Plane Survey

(BGPS) (Aguirre et al. 2011). The hydrogen column can be estimated by

Nmm(H2) =
S1.12mm

ΩmbµmHκ1.12mmBλ(Td)
, (3.23)

where S1.12mm is the flux density of the Bolocam emission, Ωmb is the solid angle of

the main beam (33′′ FWHM), µ is the mean molecular weight, mH is the mass of a

hydrogen atom, κ1.12mm is the dust emissivity per unit gas mass, and Bλ(Td) is the

Planck function for a dust temperature Td. We adopt κ1.12mm = 0.012 cm2 g−1, again

assuming a dust-to-gas mass ratio of 1:100 and using the dust model of Ossenkopf &

Henning (1994) for 105 year-old, 106 cm−3 dust with thin ice mantles. The total mass

summed over the IRDC is then

Mmm = µmHD
2Ω
∑
IRDC

Nmm(H2)

= 41

(
Sν
Jy

)(
D

kpc

)2(
Ω

arcmin2

)(
exp

[
12.85 K

Td

]
− 1

)
M�. (3.24)
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Our choice of dust temperature is informed by the findings of Battersby et al. (2014a).

They compared the dust temperature inferred from Herschel SEDs to the gas (ki-

netic) temperature measured from the NH3 (1,1), (2,2), and (4,4) transitions with

the VLA in G031.97+00.07 (called G32.02+0.05 in their work). The dust temper-

atures, 11.6±0.2 K, were systematically lower than the gas temperatures, 15.2±1.5

K, however the two temperatures were generally correlated regardless of local star

formation activity. We therefore adopt the median of the clump-averaged kinetic

temperatures in Table 3.4 for each IRDC multiplied by the ratio 11.6/15.2 as the

dust temperature for each cloud. We do not use our TK maps directly because of

the resolution mismatch and the lack of kinematic information in the Bolocam data

to separate multiple velocity components. Cloud masses estimated with this method

range from about 740 M� to 8900 M�. It should be noted that the resolution of the

BGPS is poorer than that of the ammonia maps by a factor of a few, and also does

not contain velocity information.

Comparison of Mass Estimates

The cloud mass estimates from the three methods are shown in Figure 3.21. For the

majority of our sample, the masses derived from dust emission are typically consistent

with those estimated from the IR extinction within a factor of a few, well within our

estimated uncertainties. We note that in G028.23-00.19 and G032.70-00.30 , MIR

and MGRS agree well, but Mmm is well below the other estimates. These are both

quiescent clouds, so it is possible that the typical dust temperature in these clouds is

lower than the median clump-averaged kinetic temperature we used, and so the dust

emission mass estimate is low. In G034.43+00.24, MIR is a very weak lower limit on

the mass because of infrared emission from IR point sources, as discussed above.
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In every case, MGRS is greater than Mmm by at least factors of a few, and greater

than an order of magnitude in G024.60+00.08. However, these two estimates are

clearly well correlated. The 13CO J=1-0 emission is probably optically thick, and

may miss gas mass because of CO depletion, but also includes the contribution of

the lower density molecular envelopes surrounding the IRDCs. Hernandez & Tan

(2011) compared the mass surface density estimates from 8 µm extinction to that

from the BU-GRS, taking care to subtract the contribution from the molecular en-

velope surrounding the IRDC itself (their study was performed in G034.43+00.24

and G035.39-00.33, though selected slightly different portions of the clouds that we

studied here). Their mass estimates were also well-correlated though systematically

offset, and they estimated the mass surface density of the envelopes to be about 50%

higher that within the IRDC itself. Considering that the envelopes have a greater

physical extent than the IRDCs, this effect can easily explain the offset that we see.

3.6.3 Ammonia Abundance

Total masses of the individual clumps are necessary to investigate their stability

against gravitational collapse to form stars. We cannot use any of the three methods

used above for the total IRDC masses because none of the datasets have both sufficient

angular and velocity resolution to be used on individual clumps. It is straightforward

to calculate a total NH3 column from the spectral line fit, as shown in §3.4.3. We then

must assume a fractional abundance, X(NH3), to convert from NH3 to H2. Our abil-

ity to compute the total mass of molecular gas in clumps, and thus their gravitational

stability, is limited by our knowledge of the ammonia abundance relative to molecule

hydrogen. Previous studies of the fractional abundance of NH3 in physically simi-

lar environments yield a range of values from 10−9 to 10−7 (see for example Ragan
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et al. 2011; Chira et al. 2013; Battersby et al. 2014a), and may depend on Galac-

tocentric radius and the local chemistry, depending on and cloud age and physical

environment (Battersby et al. 2014a). The uncertainty in this conversion factor will

translate linearly to the uncertainty in clump masses, and so will affect our analysis

of gravitational stability.

Because of the different resolutions and the fact that our ammonia column and

mass measurements are restricted to the dense gas, we cannot probe how the abun-

dance varies with environment. However, as shown in Figure 3.21, adopting a value

of X(NH3) = 10−8 for the ammonia abundance relative to hydrogen typically gives

good agreement with dust emission and infrared extinction estimates within a fac-

tor of about three. We therefore assume a nominal value of 10−8 for calculating the

masses of clumps, Mcl, however the uncertainty of any individual clump mass is likely

at least a factor of three.

3.6.4 Gravitational Stability

From the mass and size of a clump, we can calculate the mean mass density ρ0, and

thus the spherical free-fall time,

tff,sph =

√
3π

32Gρ0

=

√
π2R3

eff

8GMcl

= 16.6

(
Reff

pc

)3/2(
Mcl

M�

)−1/2

Myr, (3.25)

or the filament free-fall time for a cylinder collapsing along its axis,

tff,cyl =

√
2

3
A0tff,sph = 13.5A0

(
Reff

pc

)3/2(
Mcl

M�

)−1/2

Myr, (3.26)

where A0 is the initial aspect ratio of the filament (Pon et al. 2011). We adopt the

current aspect ratio of the clumps for A0, implicitly assuming that these structures
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are either young or have not evolved substantially since their formation, so our values

of tff,cyl will be lower limits. Spherical free-fall times for these clumps range from

2×104 to 2×105 years, and cylindrical free-fall times range from 2×104 to 106 years.

These timescales are consistent either with the expectation that these clouds are still

in the earliest phases of star formation or that they are supported against free-fall

collapse.

The first models of filamentary structures collapsing along characteristic length

scales was presented by Chandrasekhar & Fermi (1953). They determined that a

cylindrical cloud of incompressible fluid with an axial magnetic field separated into

collapsing fragments whose length was initially 12 times the diameter of the cylinder.

Following collapse and redistribution of mass, the length to diameter ratio shrinks

to 4.5 if the average density remains unchanged, or 2 if there is no magnetic field.

Schneider & Elmegreen (1979) identified filaments in optically dark nebulae and mea-

sured ratios of core separation to filament diameter of 3 ± 1, consistent with these

predictions. The aspect ratios of approximately two-thirds of the clumps in our sam-

ple are between 1 and 2, but the most filamentary of our clumps have aspect ratios

greater than 3, consistent with these predictions and studies.

It is common to calculate the virial mass and virial parameter for spherical clumps

via

αvir,sph =
Mvir,sph

Mcl

=
5σ2

lineReff

GMcl

, (3.27)

using the total clump mass determined from NH3, Mcl, the line of sight velocity

dispersion σline, and the effective radius. A virial parameter less than 1 indicates a

spherical clump prone to collapse, and greater than 1 is resistant to collapse. To

calculate a similar virial parameter for filamentary clumps, we use the equilibrium
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relation from Chandrasekhar & Fermi (1953) for an infinite, isothermal cylinder:

2 (γ − 1)

(
U
L

)
+ 2

(
B
L

)
−G

(
Mvir,cyl

L

)
= 0. (3.28)

We take γ = 7/5 for the adiabatic index of diatomic gas, (U/L) is the internal kinetic

energy of the clump per unit length, (B/L) is the magnetic energy per unit length, and

(Mvir,cyl/L) is the cylindrical virial mass per unit length. We ignore the contribution

from magnetic fields for now, and assume the internal kinetic energy is turbulence

dominated since the linewidths are largely nonthermal, such that

U
L

=
3

2

(
Mvir,cyl

L

)
σ2

line. (3.29)

For cylinders of finite length, we note that the L ≈ 2Reff

√
A0 by approximating

the filament as an ellipse (as in cprops to calculate the aspect ratio) and noting that

it has a projected area equal to πR2
eff . We then recover an equivalent virial parameter

for cylindrical clumps:

αvir,cyl =
Mvir,cyl

Mcl

=
12

5

√
A0
σ2

lineReff

GMcl

=
12

25

√
A0αvir,sph. (3.30)

For the most filamentary clumps in our sample A0 & 3 (with one being approximately

6), so αvir,cyl ≈ αvir,sph. For clumps with smaller aspect ratios αvir,cyl < αvir,sph,

however this estimate is less reliable because the initial assumption of a cylinder of

infinite length is certainly violated in this case. The median value of Mvir,sph is about

1.5, and is about 1 for Mvir,cyl.

Given the factor of three uncertainty in the individual clump masses and the

assumption of relatively simple geometry, we cannot confidently say which individ-
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ual clumps are gravitationally bound; however, it is significant that across our large

sample most clumps are approximately in equipartition of gravitational and kinetic

energies. For clumps that are interacting and not in isolation, then the simple as-

sumptions of virial equilibrium are not met and it becomes more difficult to determine

if these structures are bound. However, if the clumps are completely collapsing, then

the kinetic energy should be twice that of the gravitational energy. Since the sample

average kinetic and potential energies are approximately equal it is more likely that

these clumps are prevented from collapsing by their internal motions, rather than that

they are already collapsing. This is consistent with the fact that the star formation is

not predominantly in the center of the clumps, but at the interfaces between clumps.

We further investigate the role of turbulent support in these clumps by calculating

the sound speed of the gas as given by Chandrasekhar & Fermi (1953),

cs =

√
γkBTK
µmH

, (3.31)

and then the Mach number,

M =
σNT

cs
. (3.32)

We take γ = 7/5 as above, and list the sound speeds and Mach numbers for the clumps

in Table 3.6. The Mach numbers are typically 3 to 5 and all greater than 1 (with the

exception of one clump in G034.43+00.24 for which the linewidth is approximately

the thermal linewidth). This implies that the clumps are dominated by nonthermal

motions. These nonthermal motions may be dominated by turbulence that provides

support against gravitational collapse of the cloud, but it is also possible that high

nonthermal motions arise from protostars, for example from infall motions, which do

not provide support. We generally cannot separate these effects in our data, though
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we expect both to contribute. It is unlikely that gas motions directly associated

with protostars can explain the high nonthermal motions across the entire IRDCs, so

turbulence is likely an important source of support for these clumps.

In the absence of magnetic field strength measurements, we can estimate the min-

imum field strength required to support these clumps against gravitational collapse

by taking the condition that

3GM2
cl

5Reff

≈ B2
min

8π

4

3
πR3

eff , (3.33)

so that

Bmin ≈ 1.02× 10−4

(
Mcl

M�

)(
Reff

pc

)−2

mG. (3.34)

For the clumps in our sample, we find that 13 µG . Bmin . 3.5 mG, well matched to

the typical magnetic field strengths measured in molecular clouds (Crutcher 2012).

These values of Bmin are upper limits on the minimum field strength when the support

from turbulence and thermal motions is included, so even smaller magnetic fields will

be sufficient to stabilize the clumps. Magnetic fields may therefore be an important

source of pressure support in these clumps.

Comparing the free-fall times, the virial parameters, and the turbulent and mag-

netic support, the majority of clumps in these IRDCs appear to be supported against

collapse. The observed nonthermal motions and typical magnetic field strengths in

molecular clouds are sufficient to stabilize these clumps against self-gravity. It is

likely that many of these clumps are then at least quasi-stable, and may be long-lived

compared to the free-fall times. This may explain why we see quiescent regions that

are devoid of any signs of ongoing star formation, and why protostellar candidates are

typically found at the sites where clumps overlap. The clumps that are apparently
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interacting in position-position-velocity space are not evolving in isolation, and so

collapse may be progressing in places where clumps are compressed by collisions with

each other.

Size-linewidth Relation

We can place the clumps identified in this study in the context of other molecular

gas clumps in varying environments and physical characteristics by putting them on

a plot of size versus linewidth or, equivalently, size and spherical virial mass. In

Figure 3.22, red diamonds mark the dense clumps seen in 30 Doradus in the Small

Magellanic Cloud in 13CO J=2-1 with ALMA (Indebetouw et al. 2013). Green circles

mark dense CS J=2-1, 3-2, and 5-4 clumps from a previous study of IRDCs by Gibson

et al. (2009) with the 14 m Five College Radio Astronomy Observatory (FCRAO).

Caselli & Myers (1995) observed massive cores in Orion in 13CO and C18O J=1-0,

shown in blue crosses. Purple triangles mark galactic clouds listed by Heyer et al.

(2009) as observed in 12CO and 13CO 1-0 with the FCRAO, with their observed

relation plotted in black (extended as a dotted line): Mvir,sph = 300 M�R
2
pc. Oka

et al. (2001) observed clouds in the Central Molecular Zone in the galactic center in

12CO 1-0 with the NRO 45 m telescope (plotted as orange X’s), and determined the

relation Mvir,sph = 2×104 M�R
2
pc. Finally, Falgarone et al. (1992) observed quiescent

molecular clouds in 13CO 1-0 and 2-1 with the IRAM 30 m, shown as maroon squares.

We additionally use the presence or absence of a 70 µm point source within the

boundaries of a clump to classify it as “protostellar” or “starless,” respectively. This

classification is listed in Table 3.4. Clumps from this work are shown as black stars

in Figure 3.22; protostellar clumps are filled, while starless clumps are empty. It

is notable that the trend seen across different studies between radius and linewidth
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Table 3.6. Clump Stability

Mcl tff,sph tff,cyl Mvir,sph Mvir,cyl αvir,sph αvir,cyl cs M Bmin

(M�) (Myr) (Myr) (M�) (M�) (km s−1) (mG)

G010.74-00.13
409 0.06 0.10 217 152 0.53 0.37 0.26 3.9 1.37
454 0.05 0.05 171 91 0.38 0.20 0.27 3.5 1.88
112 0.06 0.10 59 41 0.53 0.36 0.26 2.5 0.87
348 0.06 0.12 195 149 0.56 0.43 0.27 3.8 1.36

G022.56-00.20
486 0.05 0.11 287 238 0.59 0.49 0.29 4.4 2.09
162 0.04 0.05 264 158 1.63 0.97 0.28 5.6 1.95
103 0.04 0.10 257 207 2.50 2.01 0.28 5.5 1.33

G024.60+00.08
174 0.05 0.06 271 155 1.56 0.89 0.31 4.5 1.28
243 0.07 0.09 136 80 0.56 0.33 0.26 3.2 0.88
63 0.06 0.06 40 21 0.63 0.33 0.27 2.2 0.72

Note. — Clumps appear in the same order as Table 3.4. (This table is available in its entirety
in Appendix Table E.1. A portion is shown here for guidance regarding its form and content.)
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30 Doradus (Indebetouw et al. 2013)

Quiescent Cores (Falgarone et al. 1992)

Orion (Caselli & Myers 1995)

Galactic Center (Oka et al. 2001)

Milky Way Disk (Heyer et al. 2009)

IRDC clumps (Gibson et al. 2009)

Protostellar IRDC clumps (This Work)

Starless IRDC clumps (This Work)

Fig. 3.22.— A comparison of radius and spherical virial mass (a proxy for linewidth)
for the clumps in our sample (using Reff and Mvir,sph) to other studies of molecular
gas in different environments. Filled stars indicate clumps from our work that are
determined to be protostellar due to the presence of a 70 µm point source within the
clump boundary. Open symbols are starless clumps that lack a 70 µm point source.
See §3.6.4 for descriptions of the different populations.
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extends over more than 3 orders of magnitude in size, regardless of the molecular line

tracers and observations used. We note that both classes of our clumps are along the

same trend, though the protostellar clumps are typically larger in size and virial mass

(i.e. linewidth). Recall that the thermal linewidths for even TK = 50 K gas is only

0.12 km s−1, and so the linewidths are largely nonthermal.

Zhang et al. (2011) observed ammonia among other molecular tracers, and also saw

that linewidths were elevated around protostellar candidates and were more elevated

for more evolved sources. They further found that nonthermal velocity dispersions

were supersonic. Urquhart et al. (2011) found that in massive cores the column

densities, kinetic temperatures, and linewidths seen in ammonia are all correlated

with each other and with bolometric luminosity, indicating that these values are

driven largely by the central source. We also see strong correlations between the

column densities, kinetic temperatures, and linewidths in the clumps in our sample.

Molecular clumps may be virialized but still have higher velocity dispersions (and

thus virial masses) than Larson’s relation for galactic disk clumps if there exists

some external pressure. Elevated linewidths may be a result of chaotic gravitational

collapse, in which the turbulent motion arises from the collapse. An alternative

explanation is pressure from the gravity of the larger IRDC cloud as a whole. In this

sample, we have already shown that the clumps have strong supersonic turbulence,

which likely accounts for the relationship between the size and velocity dispersions

(Ballesteros-Paredes et al. 2011). However, the velocity dispersions being elevated

above the typical Milky Way relation requires the clumps to not be in equilibrium

(as in the case of outflows), or have additional external pressure beyond that of the

warm ISM.
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3.6.5 N(CCS)/N(NH3)

Suzuki et al. (1992) showed that a relative lack of CCS compared to NH3 is an indi-

cation of a more evolved core. Hirota et al. (2009) observed varying abundances of

carbon-chain molecules relative to NH3 in dark cloud cores and interpreted the vari-

ation as an indication of the evolution stage of the cores. Sakai et al. (2008) observed

55 millimeter cores in IRDCs with the NRO 45 m telescope and the Atacama Sub-

millimeter Telescope Experiment (ASTE) 10 m telescope, looking at N2H+, HC3N,

CCS, NH3, and CH3OH at 18′′ to 73′′ and 0.12 km s−1 to 0.5 km s−1 resolution. They

found that the [CCS]/[N2H+] ratios of even 24 µm dark cores were typically less than

1 and concluded that these cores were more chemically evolved than low-mass starless

cores where the ratio is 2.6 to 3.2. Marka et al. (2012), however, found no variation in

the column density ratio, N(CCS)/N(NH3), with evolutionary state of Bok globules,

the low-mass dark cloud analogs to IRDCs. All of these studies targeted dense cores

but were performed with single-dish observations. Devine et al. (2011) used the VLA

and demonstrated that the spatial distributions of the NH3 and CCS were highly

anticorrelated in a single IRDC. Since these NH3 and CCS transitions have similar

excitation conditions (i.e critical densities), these studies show that neither molecule

traces all of the gas.

The spatial distributions of NH3 and CCS in our sample are shown in Figures 3.4-

3.12. Because of the low signal-to-noise in the CCS line, the GBT observations give

a clearer impression of where the CCS is. The CCS generally is not detected over the

full spatial extent that NH3 is. In the scenario where the ratio of these abundances

is a viable method for tracing evolutionary stage, we would expect the most evolved

(i.e protostellar) cores would have a lower CCS abundance than starless cores.

We investigate the possibility of chemical evolution of different clumps by com-
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paring the column densities of NH3 and CCS. Lai et al. (2003) calculate the column

density of CCS in lower mass star forming regions from the 22.34403 GHz line using

an updated form of the relation from Suzuki et al. (1992):

N(CCS) = 5.1×1011τCCS

(
∆vCCS

km s−1

)
ZCCS

exp (Eu,CCS/ [kBTex,CCS])

exp (Eu,CCS/ [kBTex,CCS]− 1)
cm−2, (3.35)

where ∆vCCS is the FWHM of the CCS line, ZCCS is the partition function (24 to 62

for low rotational transitions), Eu,CCS = 1.12 cm−1 is the energy level of the upper

state, Tex,CCS is the excitation temperature of the line, and τCCS is the peak optical

depth. The peak optical depth is related to the peak main beam temperature by

Tmb,CCS = ΦTB,CCS = Φ [J (Tex,CCS)− J (Tbg)] [1− exp(−τCCS)] , (3.36)

where Tmb,CCS, TB,CCS, and J (T ) are the same as given in §3.4.3 but for CCS, Tbg =

2.73 K is the background CMB temperature, and Φ = 1 is the assumed beam-filling

factor. Linewidths are difficult to measure for the CCS given that it is only detected

with a signal-to-noise ratio greater than 5 along few lines of sight (refer to Figures 3.4-

3.12). We therefore take ∆vCCS from the ammonia velocity dispersion (second order

moment) maps, U = 43, and Tex,CCS = 5 K. With these assumptions, we calculate

column densities of approximately 1011 cm−2 and as high as 1012 cm−2 , similar to

those observed by Lai et al. (2003) and Suzuki et al. (1992). Given the scatter in

the points, the low signal-to-noise ratio of the CCS emission, and the assumptions

made to obtain N(CCS) we cannot determine the column densities along individual

lines of sight to better than an order of magnitude. We therefore only use the clump

averaged values of N(CCS) to compare to the column density of the NH3.

We expect from previous studies that CCS will be relatively depleted in the more
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chemically evolved gas, if at all. Without a direct probe of the age of the clumps, we

use star formation activity as a proxy. Using the simple classification scheme men-

tioned in §3.6.4, the presence or absence of a 70 µm point source within the boundaries

of a clump are used to classify it as “protostellar” or “starless,” respectively. We also

consider the possibility that temperature and/or density may have an effect on the

depletion of CCS onto dust grains. Figure 3.23 shows a comparison of the ratio of the

column densities of CCS and NH3 against the kinetic temperature and the ammonia

column density, averaged over clumps defined by cprops. We do not see a clear dis-

tinction between protostellar and starless clumps in N(CCS)/N(NH3) as we would

expect. This is weak evidence of trend for CCS to be relatively depleted compared

to NH3 in the highest column density gas, but one should be extremely cautious of

interpreting this as a true correlation given the uncertainties involved. More sensitive

high resolution studies of CCS, preferably including more than one spectral line, are

necessary to say whether or not CCS is relatively depleted in certain environments in

IRDCs.

3.7 Conclusions

In this study, we have mapped the NH3 and CCS in nine Infrared Dark Clouds,

combining single dish and interferometric data from the GBT and the VLA. From

fitting the NH3 spectral lines, we probed the physical conditions of these regions. We

find typical values of physical parameters in agreement with other studies: kinetic

temperatures around 12-25 K, linewidths around 1-2 km s−1, clump sizes from <0.1

to 0.2 pc, and clump masses of tens to thousands of M�.

The kinematics seen in NH3 reveal a diverse set of configurations and substructure.

It appears that no one description of internal structure works for all IRDCs. We see
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Fig. 3.23.— A comparison of the ratio of the column densities of CCS and NH3

against the kinetic temperature and the ammonia column density, averaged over
clumps defined by cprops. Colors are as in Figure 3.13. Diamonds represent clumps
that are coincident with a 70 µm point source (protostellar), and circles represent
clumps without such a point source (starless). We do not see a clear distinction
between protostellar and starless clumps in N(CCS)/N(NH3) as we would expect
from previous studies. Given the scatter in the points, the low signal-to-noise ratio
of the CCS emission, and the assumptions made to obtain N(CCS), more sensitive
high resolution studies of CCS, preferably including more than one spectral line, are
necessary to say whether or not CCS is relatively depleted in certain environments in
IRDCs.

clouds with gradients in the velocity field and velocity dispersion, clouds with discrete

clumps possibly interacting with each other, and clouds that clearly have both of

these scenarios occurring simultaneously in different locations. Protostars have a

tendency to form at the interface of different subclouds. We find that these clumps

are typically near virial equilibrium and can easily be supported by typical molecular

cloud magnetic field strengths, so these structures may survive for multiple free-fall

times. At least three of these IRDCs are consistent with the picture of hub-filament
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structure, in which filaments feed molecular gas toward a cental, dense structure

harboring star formation. All nine of these IRDCs have lower contrast IR extinction

features that extend beyond our molecular maps, and so it is possible that all of

these IRDCs are consistent with hub-filament structure. High resolution studies of

other physical probes, including shock tracers like SiO, are necessary to further test

whether the gas is in fact colliding in these regions.

The signal-to-noise ratio of the CCS line is typically weak, and so deeper observa-

tions and observations of other CCS lines are necessary to better probe the possible

chemical differentiation and evolution in IRDCs.
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Chapter 4

Preliminary Analysis of CARMA

Observations of Dense Gas in

G031.97+00.07



155

4.1 Introduction

Our study of the NH3 and CCS in IRDCs has revealed some of their internal struc-

ture and kinematics, but there is much left unknown. Interpreting discrete velocity

components, velocity gradients, and elevated velocity dispersions as evidence of col-

liding clumps and/or gas flowing along filaments can be misleading because of the

lack of information in the third spatial dimension and the velocities in the plane of

the sky. Our analysis of the NH3 and CCS abundances was limited by several as-

sumptions. To move forward with understanding the kinematics and the chemistry

in IRDCs, we observed G031.97+00.07 in a suite of molecular lines (Table 4.1) and

3 mm continuum with the Combined Array for Research in Millimeter-wave Astron-

omy (CARMA). This cloud was chosen because of the diversity of internal conditions:

long, thin filaments, globular structures, dark, quiescent gas, embedded MIR point

sources, and brighter point sources associated with masers and/or H II regions.

Our selection of lines includes the traditional dense gas tracers HCO+, HNC,

and N2H+ with higher critical densities (105 to a few times 106 cm−3) than NH3

(HNC was chosen instead of HCN because of the limitations of the CARMA spectral

setup). The ratios of these lines have been shown to trace evolutionary state of cores

and gas, including within IRDCs (Turner & Thaddeus 1977; Lo et al. 2009; Daniel

et al. 2013). We expect these lines to be optically thick in IRDCs because of the high

column densities, and so we also include the isotopologues H13CO+ and HN13C as

more robust column density tracers for the highest column density locations. Previous

studies of star forming regions have observed HCO+ and HNC in self-absorption with

inverse P Cygni profiles indicative of infall within cores (Sanhueza et al. 2012, e.g.).

The N2H+ line has hyperfine structure, and so we can determine the optical depth and

thus still have measure the column density in regions of high column density Daniel
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et al. (2006); Di Francesco et al. (2004). N2H+ is further interesting as a tracer

of chemistry because it is a precursor to the formation of NH3 (Scott et al. 1997).

Furthermore, NH2D is also interesting to compare to NH3 as the relative abundance

of deuterated species of molecules has been shown to change with evolutionary state

(Tiné et al. 2000; Shah & Wootten 2001). The simple carbon chain molecule C2H,

similar to CCS, is also expecting to trace evolutionary state as it is created in the early

phases of dense gas before freezing onto dust grains; unlike CCS it also has hyperfine

structure that probes the optical depth (Tucker et al. 1974). The traditional shock

tracer SiO is used to find regions of activity (Mart́ın-Pintado et al. 1992) including

jets, outflows, expanding shells around H II regions, and possibly the collisions of

subclouds. These interactions cause Si to sputter off the dust grains and leads to the

formation of SiO in the gas phase (Schilke et al. 1997; Caselli et al. 1997). Finally,

CH3OH can also sputter off dust grains in outflows (Gómez et al. 2011), and its

masers trace protostellar activity (Fontani et al. 2010). The continuum is expected

to be dominated by the thermal emission of the dust, and so we have an additional

probe of the dust column density and temperature at higher resolution than the

BGPS. Analysis of these observations is preliminary; data reduction and promising

early results are presented here.

4.2 CARMA Observations and Data

Nine dense gas tracers were observed in G031.97+00.07 with CARMA between 2012

April 11 and 2012 April 23 (Project ID c0874) in D configuration (the second most

compact configuration; E configuration would have lead to “shadowing” of some

dishes for this source). Table 4.1 lists the observed lines. The spectral setup had 97

kHz resolution and 31 MHz bandwidth, which corresponded to a velocity resolution
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of approximately 0.3 to 0.4 km s−1. In addition, continuum emission was observed at

90.172 GHz and 93.664 GHz with 500 MHz bandwidths. We mosaicked 21 pointings

to cover fully the highest opacity regions as determined from the 8 µm images. The

CARMA footprint is slightly narrower than the VLA footprint but still covers the

significant NH3 emission, however the CARMA footprint is more extended along the

major axis of the cloud than the VLA footprint and is similar to the extent of our

GBT observations. The primary beam of the largest (10 m) antennas at the highest

frequency of our observations was approximately 1.′3 (FWHM), which is comparable

to the largest recoverable angular scale for a single pointing in D configuration. We

used 1743-038 as the phase, amplitude, and bandpass calibrator. MCW349 was used

as the flux density calibrator except on April 23, 2012, when Neptune was used.

The data were calibrated using Miriad, and then were imaged in CASA using the

clean task in mosaic mode with natural weighting of the visibilities, deconvolved with

0.5 km s−1 channels. We also employed the multiscale capability of clean to include

clean components approximately one and three times the size of the synthesized beam,

as well as the standard point-like components. The CASA task pbcor was used to

apply a primary beam correction. The mosaics were imaged to the 35% power level

Table 4.1: Lines Observed with CARMA
Species Rest Frequency Transition(s) Name

(GHz)
CH3OH 96.741 JK = 2−1 − 1−1E Methanol

JK = 20 − 10A
JK = 20 − 10E

N2H+ 93.174 JF1F = 112− 012 Diazenylium
JF1F = 123− 012
JF1F = 101− 012

HNC 90.664 J = 1− 0 Hydrogen Isocyanide
HCO+ 89.188 J = 1− 0 Formylium
C2H 87.319 NJF = 1(3/2)2− 0(1/2)1 Ethynyl

HN13C 87.091 J = 1− 0 Hydrogen Isocyanide
SiO 86.847 J = 2− 1 Silicon Monoxide

H13CO+ 86.754 J = 1− 0 Formylium
NH2D 85.926 JKa,Kc = 11,1 − 10,1 Deuterated Ammonia
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relative to the peak of the mosaic primary beam response.

The synthesized beams in the cubes are 5′′ to 6.′′2, which is 0.14 to 0.17 pc. The

RMS noise in the cubes is typically near 40 mJy beam−1 per 0.5 km s−1 channel.

4.3 Methods

We fit the spectra along individual lines of sight in our CARMA data using variations

of the method described in §3.4.3. For the preliminary work, we focus on analysis of

the SiO and N2H+ fitting and only fit one velocity component per line of sight instead

of performing clump deconvolution. SiO is of particular interest as a tracers of shocks

from protostellar outflows, for example. SiO emission apparently unassociated with

these outflows can also provide evidence of collisions between subclouds within the

IRDCs. N2H+ is a common dense gas tracer. It is part of the NH3 formation pathway

so it is reasonable to assume they trace similar gas and might reveal conditions of

the chemistry. The poorer signal-to-noise ratio of the CARMA data compared to our

GBT and VLA NH3 data make it more difficult to distinguish multiple components.

We include the full hyperfine structure of N2H+ from the components and intrinsic

strengths documented in Daniel et al. (2006) in the same manner as for NH3. We

simultaneously fit the central velocity, velocity FWHM, optical depth, and the exci-

tation temperature assuming LTE and beam filling factor of unity. We are unable to

fit a rotation temperature like NH3 without an additional N2H+ transition. The SiO

J = 2−1 transition has no hyperfine structure, so we fit a further simplified model of

a single gaussian with central velocity, velocity FWHM, and the peak temperature.

From the fit parameters, it is straightforward to calculate the total column density

of the molecular species. Following Di Francesco et al. (2004), the column density of
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N2H+ is

N
(
N2H+

)
=

3h

8π5/2µ2

∆v

(8 ln 2)1/2

τ

(Jl + 1) exp (−EJ/ [kBTex])

×
[
kBTex

hB
+

1

3

]
1

1− exp (−hν/ [kBTex])
, (4.1)

where µ = 3.40 debye is the dipole moment, ∆v is the velocity FWHM, Jl = 0 is the

lower rotational quantum number, EJ = Jl(Jl + 1)hB is the energy of the rotational

level, Tex is the excitation temperature, B = 46.586871 GHz is the rotational constant,

and τ is the optical depth. Our fitting routine provides values for ∆v, Tex, and τ .

Simplifying, the equation becomes

N
(
N2H+

)
= 7.379× 1011τ

(
∆v

km s−1

)
Tex/ [2.24 K] + 1/3

exp (− [2.24 K] /Tex)

× 1

1− exp (− [4.47 K] /Tex)
cm−2. (4.2)

For SiO, we follow the column density calculation of Sanhueza et al. (2012),

N (SiO) =
3kB

8π3Bµ2

(Tex + hB/ [3kB])

(Jl + 1)

exp (EJ/ [kBTex])

1− exp (−hν/ [kBTex])

× 1

J (Tex)− J (Tbg)

∫
Tmb dv, (4.3)

though now µ = 3.1 debye, B = 21.711979 GHz, and EJ/kB = 6.25 K. The integrated

main beam temperature is taken from moment 0 SiO maps, and the excitation tem-

perature is taken to be the amplitude of the gaussian fit. The equation then simplifies
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to

N (SiO) = 4.00× 1011 exp ([6.25 K] /Tex)

1− exp (− [4.17 K] /Tex)

× (Tex + 0.35 K)

J (Tex)− J (Tbg)

∫
Tmb dv cm−2. (4.4)

The results of the spectral line fitting and column densities are found in §4.4.4.

4.4 Results & Discussion

4.4.1 Overview

All nine species were detected in G031.97+00.07, as shown in the integrated intensity

contours in Figures 4.3, 4.4, 4.5, 4.6, 4.7, 4.8, 4.9, 4.10, and 4.11. We see that

N2H+, HNC, and HCO+ are detected throughout most of the cloud, tracing the

infrared contrast as NH3 does. Similarly strong detections (1 to 2 Jy beam−1 at the

peak) are observed in the CH3OH maps as well, though the emission is not quite as

widespread. The remaining molecules are only detected towards the northeastern end

of the cloud and one dark clump in the southwestern end of the cloud. Spectra towards

these locations are shown in Figures 4.1 and 4.2. The molecules with the stronger

detections peak in these same locations, which are towards the highest contrast parts

of the IRDC and towards brightest IR point sources associated with masers and/or

H II regions.

In the velocity field maps shown in Figures 4.3, 4.4, 4.5, 4.6, 4.7, 4.8, 4.9, 4.10,

and 4.11, we see that the molecular species are consistent with the NH3 velocity field

(see Figure 3.19; repeated as Figure 4.12 below), specifically the two distinct velocity

components around 92-99 km s−1 and 97-102 km s−1. There do appear to be some
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Fig. 4.1.— Spectra of all molecular species towards the southern IR source at the
apparent junction of filaments. The brightness temperature scale assumes a beam
filling factor of unity.
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Fig. 4.2.— Spectra of all molecular species towards the bright IR source at the
northeastern end of the cloud. The data are shown in solid black, and the best fits
are shown in dashed red. A vertical black dashed-dotted line at 95 km s−1 is shown
for comparing the line centers. The brightness temperature scale assumes a beam
filling factor of unity.
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systematic offsets between the precise velocity of the the lower velocity component

from species to species. Closer inspection of these velocities and their angular extent

with the higher angular and spectral resolution NH3 observations shows that different

species observed with CARMA are associated more strongly with some NH3 clumps

than others. We may be seeing some indication of different relative abundances

in different clumps at slightly different velocities, similar to what was reported by

Sanhueza et al. (2013) (see 3.18 for the complex velocity substructure). Further

investigation of this effect is necessary to say more, however we may ultimately be

hindered by the resolution of the CARMA observations.

4.4.2 Sources of Interest

There are two particular locations of special note. The first is the aforementioned

clump towards the southwestern end of the cloud. The clump corresponds to a local

IR extinction peak and a weak 24 µm point source. At least four distinct filaments

appear to be connected to this clump, and so its morphology is consistent with a hub

of star formation in the hypothesized hub-filament structure. The only species not

detected in this clump is NH2D. Spectra towards this location are shown in Figure

4.1.

The second noteworthy location is the bright IR point source at the far north-

eastern end of our observations, marked in Figure 4.3. This point source was beyond

the coverage of our VLA NH3 and CCS observations, however our GBT maps showed

the NH3 (1,1) and (2,2) maxima to be centered on this source (spectra are shown in

Figure 4.13). The strongest detection of most of the species in this study is located to-

wards this source, except for HNC and N2H+, which still have strong detections there,

and NH2D, which was not detected there at all. Both HNC and HCO+ have pro-
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Fig. 4.3.— (a) Integrated intensity (moment 0) map of the CH3OH emission. The
background Spitzer image is as in Figure 3.8. Cyan contours are at 5σ and magenta
contours are at 50σ. The white dashed contour shows the CARMA footprint. The
synthesized beam is shown in the lower left. The red circle marks the location of the
IR point source discussed in §4.4.2. (b) Velocity field (moment 1) map of the CH3OH
emission. Black contours match the cyan and magenta contours in (a). Dashed cyan
contours show the CARMA footprint. A 1′ scale bar is shown in the lower left.

files consistent with self-absorption towards this source, and the detections of HN13C

and H13CO+ provide further evidence that HNC and HCO+ are optically thick along

this line of sight. The nondetection of NH2D is not surprising given that this source

is probably a relatively evolved protostar, and the relative abundance of deuterated

ammonia is typically lower in protostellar sources (Busquet et al. 2010). Spectra for

all emission lines towards the peak of this source are shown in Figure 4.2.

We also detect a distinct subcloud in HNC and HCO+ at a velocity approximately

30 km s−1 lower than the main cloud. An integrated intensity map of HCO+ over
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Fig. 4.4.— Same as Figure 4.3, but for N2H+.

the range 65 to 67 km s−1 is shown in Figure 4.14, and the spectra are shown in

Figure 4.15. The moment map also reveals weaker emission at the same velocity just

to the north. This second cloud is along roughly the same line of sight as the edge

of a dark filament, but there is no indication of interaction or other emission in the

entire intermediate velocity range. The IR extinction along this line of sight may

then contain contributions from both the main cloud and this second cloud. Our

VLA NH3 and CCS observations do not extend to this velocity, however our GBT

observations show a weak NH3 (1,1) detection at this location and velocity. This

cloud is probably unrelated to the IRDC, though if it contains significant dust then

the 24 µm optical depth through the main IRDC we calculated in Chapter 3 in this

location is an overestimate.
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Fig. 4.5.— Same as Figure 4.3, but for HNC.

4.4.3 SiO as a Shock Tracer

We note that the detection of SiO is an indication of shocks (Mart́ın-Pintado et al.

1992). Shocks or other activity cause dust grains to sputter and release silicon and

silicates into the gas phase, leading to the formation of SiO in the gas phase (Schilke

et al. 1997; Caselli et al. 1997). The values of velocity FWHM from SiO line fitting

also show elevated linewidths compared to the other species. While the NH3 profiles

in the GBT and VLA combined data are typically <2 km s−1 wide, the SiO is typically

greater than 5 km s−1, often greater than 10 km s−1, and peaks around 25 km s−1

toward the bright IR source at the northeastern end of the cloud. Sanhueza et al.

(2012) found in their survey of the chemistry in IRDC cores with Mopra that SiO had

a low detection rate (less than 10%), but was predominantly seen in more evolved
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Fig. 4.6.— Same as Figure 4.3, but for HCO+.

clumps with indications of active star formation activity (detection rate near 20%).

They also reported a large scatter in the SiO linewidths, but that active clumps

typically had linewidths greater than 6 km s−1.

Jiménez-Serra et al. (2010) observed G035.39-00.33 in the SiO J=2-1 line with

the IRAM 30 m, and found both bright, compact emission with broad linewidths

and weaker, extended emission with narrow linewidths. The compact emission was

consistent with protostellar outflows, and they proposed three explanations for the

extended emission: (1) a collection of low mass outflows throughout the cloud, (2) a

recently processed, more massive outflow whose energy was distributed throughout

the cloud, or (3) the IRDC was recently assembled from collisions of smaller clouds

or filaments. The majority of SiO emission we detect has high linewidths and is
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Fig. 4.7.— Same as Figure 4.3, but for C2H.

coincident with or adjacent to IR point sources, so the majority of the emission is

probably tracing outflows from protostars. There is however, significant emission lo-

cated towards the higher IR contrast regions. For this emission, we cannot distinguish

between the three mechanisms proposed by Jiménez-Serra et al. (2010).

4.4.4 Spectral Line Fitting Results

Example plots of fits to the data for N2H+ and SiO are shown in Figure 4.2. Results

of the spectral line fitting are shown in Figure 4.16 and Figure 4.17. The typical

uncertainties for single lines of sight of N2H+ for vc,LSR, ∆v, τ , and Tex are 0.05

km s−1, 0.5 km s−1, 1.5, and 1 K, respectively. The typical uncertainties for single

lines of sight of SiO for vc,LSR, ∆v, and Tmb are 0.05 km s−1, 1 km s−1, and 0.1 K,



169

18h49m18s24s30s36s42s

Right Ascension (J2000)

52'00"

50'00"

48'00"

-0°46'00"

D
e
c
li
n

a
ti

o
n

 (
J2

0
0
0
)

HN13C

�����.����.���

(a) Integrated Intensity

18h49m18s24s30s36s42s

Right Ascension (J2000)

(b) Velocity Field (km s−1)

1'≈1.63 pc

90 93 96 99 102 105

Fig. 4.8.— Same as Figure 4.3, but for HN13C.

respectively. Comparison to our ammonia fitting results in Figure 3.13 reveals that

N2H+ has similar distributions of optical depths and linewidths to NH3, but that SiO

clearly has elevated linewidths, as previously stated. The column densities of N2H+

and SiO each range from about 1013 to over 1014 cm−2, and so their abundances

relative to NH3 are of order 0.01 to 0.1. Assuming a fractional abundance of NH3

compared to H2 of X(NH3) = 10−8 as in Chapter 3, the fractional abundances of

N2H+ and SiO with respect to H2 are 10−10 to 10−9.

These column densities are a factor of a few to ten higher than what was reported

in Sanhueza et al. (2012), who observed IRDC cores with the Mopra 22 m, however

our relative abundances are in agreement and the total column density is sensitive to

beam dilution. Taking our NH3 column densities and assuming an abundance relative
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Fig. 4.9.— Same as Figure 4.3, but for SiO.

to H2 of 10−8, we see that H2 column densities through this cloud range from about

1022 to over 1023 cm−2. This is also a few times higher than the column densities in

Sanhueza et al. (2012) calculated from 11′′ resolution observations at 1.12 mm, and is

probably due to beam dilution effects. They had a 38′′ beam for the molecular lines

in their study, compared to about 6′′ in our CARMA observations and even smaller

for our ammonia observations. We clearly see dense structures smaller than 38′′. This

also seems to explain observations SiO J=2-1 line from Jiménez-Serra et al. (2010).

They reported SiO column densities between 5×1010 and 4×1011 cm−2 and fractional

abundances from 5× 10−10 to greater than 10−8 towards cores with high linewidths,

using the IRAM 30 m at 28′′ resolution and modeling with the large velocity gradient

(LVG) approximation. When we smooth our SiO data to 38′′ resolution and repeat
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Fig. 4.10.— Same as Figure 4.3, but for H13CO+.

the fitting process, the column densities are a factor of about 5 to 7 lower at the peak

locations. The discrepancies in column density seem explained by beam dilution,

while we still recover similar fractional abundances in similar environments.

For a more direct comparison, we look to Sanhueza et al. (2013). They observed

G028.23-00.19 with CARMA, using an identical observational scheme as we observed

G031.97+00.07. They reported peak column densities of N2H+ and SiO of 1.7× 1013

cm−2 and 8.1× 1012 cm−2, respectively, and fractional abundances of 4.3× 10−10 and

7.5 × 10−10, respectively. These fractional abundances are again in good agreement

with ours, and the column densities are within a factor of a few. Since G028.23-00.19

is in our sample from Chapter 3, we can compare it to G031.97+00.07 in NH3. We

see that the total column density of individual lines of sight from G031.97+00.07 is
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Fig. 4.11.— Same as Figure 4.3, but for NH2D.

typically a factor of two higher than G028.23-00.19, so it is no surprise that N2H+

and SiO would also have slightly higher column densities and the same fractional

abundances.

4.5 Summary & Future Work

We have presented CARMA observations of the IRDC G031.97+00.07, a several par-

sec long cloud with extensive filamentary and clumpy structure and complex kinemat-

ics. It contains apparently quiescent gas as high in column density as a few times 1023

cm−2, embedded protostars, and young H II regions, making it an excellent labora-

tory for studying diverse conditions within IRDCs. The analysis is in its preliminary

stages, but we already see promising results. We have significant detections of all
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G031.97+00.07. (Repeated from Figure 3.19 for comparison to CARMA data.)
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Fig. 4.13.— Spectra of the NH3 (1,1) and (2,2) lines as observed by the GBT towards
the bright IR source at the northeastern end of the cloud. A vertical black dashed-
dotted line at 95 km s−1 is shown for comparing the line centers to those in Figure
4.2. The brightness temperature scale assumes a beam filling factor of unity.



174

Fig. 4.14.— An integrated intensity map of HCO+ over the velocity range 65 to 67
km s−1. The magenta polygon shows the approximate extent of the cloud.
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Fig. 4.15.— Spectra of HCO+ and HNC showing the second cloud 30 km s−1 from
the main cloud. The brightness temperature scale assumes a beam filling factor of
unity.
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Fig. 4.16.— Plots of the results of N2H+ fitting. The black contours show the density
of all lines of sight.
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Fig. 4.17.— Plots of the results of SiO fitting. The black contours show the density
of all lines of sight.
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nine dense gas tracers, and from the moment maps we can discern chemical differen-

tiation in the cloud. The difference in chemistry between deeply embedded and more

evolved protostars is expected, but there is some hint of differences between different

clumps in the quiescent gas. The range of relative abundances of N2H+ and SiO are

in agreement with studies of similar IRDC environments, though we extend to higher

overall column density.

We have a spectral line fitting routine that works well for N2H+ and SiO, gives

results consistent with the NH3 fitting, and can be easily applied to the other species.

We detected an anomalous second cloud at a velocity well separated from the main

IRDC that is apparently along the same line of sight but unrelated. The SiO emission

is generally associated with bright IR sources and has high linewidths (> 10 km s−1),

consistent with molecular outflows from protostars. There is some SiO emission

coincident with dark gas that may result from clump-clump collisions, however we

cannot exclude the possibility of outflows from undetected protostars or that the

shocks from stronger jets or the expanding H II regions has propagated into this gas.

We do not see widespread weaker, narrower SiO emission throughout the cloud as

was seen in G035.39-00.33.

There is significant future work to be done on these data. Spectral line fitting

should be completed for nine dense gas tracers. Care will be needed to account for

the self-absorption of HCO+ and HNC and the blended lines of different CH3OH

transitions (generally 3 transitions are detected, though a fourth is seen towards the

bright IR source at the northeastern end of the cloud). The isotopologues H13CO+

and HN13C can be used to deal with the optical depth effects in the self-absorbed

profiles. We also detect a second component of the hyperfine structure of C2H towards

the bright IR source, and so we can estimate the optical depth of this line towards
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that source. We can further compare NH3 and NH2D to study deuteration in this

cloud. However, to make a more direct comparison of the data from Chapter 3 with

the CARMA data, the VLA data should be tapered to the same resolution and,

baring corresponding total power data for the CARMA observations, the GBT data

should be excluded from this comparison. Finally, we should attempt to perform

clump deconvolution on these data so we can fit multiple velocity components and

analyze the physical and chemical properties of the clumps as in Chapter 3. Whether

it is best to do this for one line and impose those assignments on all the lines or to do

it independently, and how successful it will be given the lower angular and spectral

resolution and signal-to-noise ratio is yet to be seen.
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Chapter 5

Conclusions & Future Work
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The importance of triggered star formation is a key open question in understanding

star formation on Galactic scales, but it is important to understand whether the

presence or absence of triggering around any given H II region can be reliably evaluated

based on existing survey data. We have performed SED fitting on a large number of

infrared point sources around several H II regions and identified 458 objects that are

consistent with YSOs. We report properties of the individual candidates, including

mass, evolutionary stage, and accretion rate, based on the physical parameters of

the best matching model SEDs. The distribution of the YSOs along the bright rims

of infrared bubbles as compared to the field populations, as well as their relatively

early evolutionary state, provides evidence that triggered star formation is at work.

We find that the regions with cometary morphology are the strongest candidates for

triggered star formation.

We searched for further evidence of triggered star formation by quantitatively

comparing the predictions of “collect and collapse” (CnC) and “radiatively driven

implosion” (RDI) triggering models to observations for 6 H II regions spanning a

range of morphologies. To evaluate the consistency of models and data from as

many angles as possible, we combined publicly available MIR, cm continuum, and

13CO (1-0) surveys to constrain the properties of YSOs and ionized and molecular

gas. While the data are insufficient to draw firm conclusions about the importance of

triggering across the whole galaxy, the results suggest ongoing triggered star formation

in our sample. While RDI remains difficult to test quantitatively, CnC is a plausible

scenario for most of the regions in our sample when properties of the molecular gas

are compared to the predictions of analytical models.

Better analytical models and simulations, as well as observational studies, of

cometary H II regions are necessary to better constrain the importance of their trig-
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gered star formation and to test whether the stronger evidence of triggering in such

regions compared to closed bubbles is true beyond this particular sample. Simula-

tions of round bubbles have been fairly successful in reproducing the properties of the

molecular gas and triggered star formation predicted by the simple analytical models

of CnC, but we need similar simulations of cometary regions to see if and how the

properties of the molecular gas and the efficiency of triggering change. The data used

in this work are from large surveys and thus sufficient for repeating this analysis on a

larger sample, including more cometary regions; these regions have been neglected in

the past because of the early focus on cataloging closed bubbles and because closed

bubbles are more easily compared to the available analytical models and simulations,

but not for a lack of data.

Ideally, studies of this type would be improved with higher resolution molecular

observations using tracers such as NH3 such that the temperatures and column den-

sities can be more precisely determined. In our sample, molecular clumps consistent

with CnC are predicted to be a few parsecs in size with peak-to-peak separations of

about half a parsec projected onto the sky; 1 pc seen at 4 kpc away is approximately

50′′, only marginally resolved by the BU-GRS 46′′ beam. A real region will certainly

have a range of clump sizes and separations, but doing a more thoroughly compari-

son of these distributions with those seen in triggering simulations will likely require

interferometers to resolve the smallest clumps. Even the average sizes will be skewed

to larger values if the smallest clumps are not detected or appear as the size of the

beam.

Additionally, we mapped the NH3 and CCS in nine Infrared Dark Clouds, com-

bining single dish and interferometric data from the GBT and the VLA. From fitting

the NH3 spectral lines, we probed the physical conditions of these regions. The kine-
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matics seen in NH3 reveal a diverse set of configurations and substructure. We see

clouds with gradients in the velocity field and velocity dispersion, clouds with dis-

crete clumps possibly interacting with each other, and clouds that clearly have both

of these scenarios occurring simultaneously in different locations.

Protostars have a tendency to form at the interface of different subclouds. We find

that these clumps are typically near virial equilibrium and can easily be supported by

typical molecular cloud magnetic field strengths, so these structures may survive for

multiple free-fall times. It is possible that all of these IRDCs are consistent with hub-

filament structure. High resolution studies of other physical probes, including shock

tracers like SiO, are necessary to further test whether the gas is in fact colliding

in these regions. The signal-to-noise ratio of the CCS line is typically weak, and so

deeper observations and observations of other CCS lines are necessary to better probe

the possible chemical differentiation and evolution in IRDCs.

The interplay between IRDC and H II regions may also be important for the

formation of massive stars. In Chapter 2, we identify a small number of small IRDCs

associated with the H II regions we studied and YSOs coincident with these IRDCs,

but the interaction, if any, between the IRDCs and the H II regions is not apparent

from the available data. Battersby et al. (2014b) notes that G031.97+00.07 is part

of a larger molecular complex as seen by the BU-GRS 13CO J=1-0 data and may

have been formed or shaped by the expansion of three neighboring IR bright bubbles.

One bubble in particular appears to be colliding with the IRDC at the northeastern

end where we see the most advanced star formation, possibly an instance of CnC

triggered star formation. Xu et al. (2013) also proposed that the star formation in

G038.95-00.47 may be triggered by RDI, powered by adjacent H II regions.

We also have presented CARMA observations of the IRDC G031.97+00.07. The
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analysis is in its preliminary stages, but we already see promising results. We have

significant detections of all nine dense gas tracers, and from the moment maps we can

discern chemical differentiation in the cloud. We have a spectral line fitting routine

that works well for N2H+ and SiO, gives results consistent with the NH3 fitting, and

can be easily applied to the other species. The SiO emission is generally associated

with protostellar IR sources and has high linewidths (> 10 km s−1), consistent with

molecular outflows from protostars.

There is significant future work to be done on the CARMA data. Spectral line

fitting should be completed for nine dense gas tracers. To make a more direct com-

parison of the data from Chapter 3 with the CARMA data, the VLA data should be

tapered to the same resolution and, baring corresponding total power data for the

CARMA observations, the GBT data should be excluded from this comparison. We

should attempt to perform clump deconvolution on these data so we can fit multiple

velocity components and analyze the physical and chemical properties of the clumps

as in Chapter 3.

This research could be expanded to a larger sample of IRDCs and a more com-

prehensive set of molecular tracers observed at high resolution and high sensitivity.

However, it is probably more useful to expand the area around IRDCs that are ob-

served rather than increasing the number of IRDCs observed, i.e. studying the net-

work of filaments apparently associated with the IRDCs in, or similar to IRDCs in,

this sample. Studies typically focus on the largest and darkest IRDCs, which look

consistent with the hubs at the center of larger complexes. Studying these lower con-

trast filaments and clumps across many parsecs, particularly their kinematics, dense

core population, and star formation activity, would help discern whether molecular

gas is flowing along these filaments all the way to the central clouds or if they are
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simply lower column density analogues of the larger clouds. Studies of this nature

would necessarily need to be deeper in order to detect molecular tracers in the lower

column density environments, and interferometers would still be necessary to resolve

the substructure.

For the foreseeable future, this work will draw heavily from radio data. Additional

research into IRDCs will require ample molecular line observations to explore the

physical conditions, kinematics, chemistry, and magnetic fields across a significant

sample of these clouds. The forefront of star formation and astrochemical research

will make heavy use of observatories including the GBT, the Jansky Very Large Array

(JVLA), CARMA, and the Atacama Large Millimeter/submillimeter Array (ALMA),

complimented by the publically available infrared surveys from Spitzer and Herschel.

The GBT is uniquely important to these studies. High signal-to-noise is required

to make accurate measurements of the magnetic field through Zeeman splitting, and

the molecular tracers that work for this approach are not very abundant in IRDCs.

Furthermore, fast mapping capability is needed in order to map larger areas around

the primary clouds, to investigate the fainter filaments that are part of the larger

molecular cloud structure and may be feeding the formation and evolution of IRDCs,

and for observing a statistically significant number of these objects. The ongoing

instrumentation upgrades, including the new spectrometer, VEGAS, and the W-

band focal plane array, Argus, will further improve the ability of the GBT to observe

molecular transitions. The large studies of several dozen to hundreds of IRDCs use

only single-dish observations and concentrate on whole-cloud properties or pointed

observations toward only the cores, while most detailed studies of IRDCs focus on

one or a few objects. A small number of studies, including work presented here, have

performed detailed, high-resolution studies on slightly larger samples in a uniform
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way. This has begun to reveal range in structure and complexity in these objects,

and surely this cannot be considered closed until a larger diverse study is performed.

It will also be critical to use the JVLA in tandem with the GBT to fully explore

the structure of IRDCs, as many of the features, including the dense cores, will not

be resolved by the GBT. Interferometers alone are not sufficient, however, because

a significant amount of emission is on extended spatial scales. The data presented

here, which yields interesting results, is from circa 2005 before the JVLA upgrade was

completed, and so we can expect to do even better in future observations. I also plan

to propose for ALMA observations to gain a richer understanding of the chemistry

of these regions at high resolution. Early ALMA observations of IRDC cores have

already begun to reveal incredible details of the structures associated with protostars,

even at these distances greater than 1 kpc. Other facilities such as CARMA and the

SMA are also logical choices for complimentary observations.

Major outstanding questions surround the role of filaments in general in massive

star formation and origin and structure of these filaments. Spitzer and Herschel have

shown that complex networks of filamentary structures are ubiquitous across the

Milky Way, and in particular are associated with star forming regions (André et al.

2010; Mallick et al. 2013). The population of IRDCs is a subset of these filaments

that have high enough column density, are close enough, and appear in front of a

bright enough IR background to be seen in contrast, but there are certainly physically

similar structures that are not seen in this way. Studies of giant molecular filaments

(GMF) have already shown that IRDCs are part of larger spatially and kinematically

coherent structures that cross several degrees on the sky (Ragan et al. 2014). They are

also part of larger molecular clouds, including more diffuse envelopes and IR-bright

bubbles. The proposed hub-filament structure for IRDCs may be relevant not only
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for the small scale (on the order of parsecs), but also on the larger scales of GMFs.

Studies of gradients in the velocity fields and velocity dispersions along the filaments

of IRDCs have been interpreted as evidence of molecular gas flowing towards hubs of

star formation, but the interpretation is still ambiguous because of projection effects

(Peretto et al. 2014). High resolution maps of dense gas tracers with the JVLA,

CARMA, ALMA, etc. across the extent of the hub-filament structure are necessary

to further investigate whether this interpretation is valid, e.g. SiO emission consistent

with colliding flows or clumps.

The role that magnetic fields play in structure and kinematics of these filaments

is also debated. Theoretical models have predicted that the magnetic fields may run

parallel to or perpendicular to the major axes of filaments depending on the specific

conditions, and Li et al. (2013) indeed found that the orientation of magnetic fields

around filamentary molecular clouds in the Gould Belt were preferentially one of these

two orientations, but not randomly distributed. Those measurements were made with

the polarization of background starlight through dust grains aligned in the magnetic

field, which is difficult to apply to the interior of IRDCs because of the high extinc-

tion. The TADPOL survey of lower mass star forming regions (Hull et al. 2013) has

shown that the directions and strengths of the magnetic fields varies widely between

different star forming cores. Given the relatively heterogeneous structure of IRDCs,

we should expect similar complexity. In principle, the strength of the magnetic fields

in IRDCs and other filamentary clouds can measured from Zeeman splitting of molec-

ular emission lines, but in practice, this can be a difficult measurement. Ultimately

the high resolution of interferometers will probably be necessary to disentangle the

complex structure.

Aside from the acquisition of data, this work can be extended by generalizing the
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Python code used to fit my spectral line observations of ammonia and other molecular

tracers to determine physical characteristics, such as temperature and density of

interstellar gas. With the increasing amount of research in molecular spectroscopy,

there is a need for a general use tool like my fitting routine for more generalized

situations and many other molecules. The current code could be integrated with

CASA that can be used by the astronomical community at large.
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Appendix A

YSOs in H II Regions Identified by

SED Fitting
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Table A.1:: YSOs identified by SED fitting

YSO Stage1
χ2

best

ndata
24 µm? log

[
M∗

M�

]
2 log

[
L∗

L�

]
log

[
˙Menv

M� yr−1

]
3 log

[
Mdisk

M�

]
G028.83-0.25

G028.6534-00.2539 III 2.89 N 14.6±0.0 4.3±0.0 0.0±0.0 -8.0±0.0

G028.6608-00.2305 II 3.00 N 5.5±1.4 3.0±3.1 0.0±0.0 -2.1±-1.7

G028.6788-00.2786 I 0.05 N 3.8±1.1 2.3±2.6 -4.7±-4.1 -1.7±-1.4

G028.6879-00.2739 I 0.31 Y 3.6±1.3 2.0±2.1 -4.1±-3.8 -1.5±-1.2

G028.6962-00.2913 I 0.47 Y 5.0±1.6 2.9±3.1 -4.8±-3.9 -1.9±-1.5

G028.7020-00.2101 I 0.71 N 2.7±0.9 1.7±1.7 -5.5±-4.9 -2.1±-1.7

G028.7166-00.2231 I 0.01 N 2.0±1.1 1.5±1.9 -5.4±-4.8 -2.2±-1.8

G028.7190-00.1813 II 0.67 Y 4.3±1.1 2.6±2.9 -6.0±-4.8 -2.1±-1.7

G028.7191-00.2083 I 2.06 Y 1.1±1.2 1.7±2.1 -4.5±-4.0 -1.8±-1.6

G028.7347-00.1769 II 0.01 Y 4.5±1.0 2.6±2.6 -6.2±-4.8 -2.0±-1.6

G028.7496-00.1716 II 1.41 N 4.6±1.2 2.7±2.8 -8.5±-7.0 -2.9±-2.2

G028.7516-00.1568 I 0.07 Y 2.9±1.1 1.9±2.1 -5.0±-4.5 -1.9±-1.5

G028.7580-00.2214 II 2.79 N 3.7±0.8 2.2±2.2 -6.3±-5.8 -2.3±-1.7

G028.7632-00.1127 II 2.74 N 6.2±1.8 3.2±3.5 0.0±0.0 -3.3±-2.3

G028.7739-00.2546 II 2.31 N 7.9±4.1 3.8±3.9 0.0±0.0 -2.8±-2.1

G028.7798-00.1671 I 0.02 Y 3.0±1.2 2.1±2.4 -5.1±-4.6 -1.9±-1.6

G028.7814-00.1640 II 1.40 N 4.8±1.5 2.8±3.1 -7.4±-6.3 -2.2±-1.6

G028.7858-00.2205 II 2.44 N 12.4±4.0 4.2±3.9 0.0±0.0 -2.3±-1.8

G028.7876-00.1205 II 1.09 N 3.6±1.0 2.3±2.4 -5.8±-5.2 -2.1±-1.6

G028.7940-00.2754 I 0.94 N 3.0±0.9 1.9±2.1 -5.2±-4.7 -2.0±-1.6

G028.7994-00.1891 III 2.24 N 14.6±0.0 4.3±0.0 0.0±0.0 -8.0±0.0

G028.8008-00.2659 I 0.35 N 4.2±1.2 2.5±2.8 -5.1±-4.5 -1.8±-1.4

G028.8023-00.1158 II 0.14 Y 3.8±0.9 2.3±2.5 -5.6±-4.5 -2.0±-1.6

G028.8105-00.2803 II 2.04 N 5.8±1.7 3.1±3.4 -10.5±-9.5 -2.9±-2.1

G028.8116-00.2211 I 0.07 N 3.6±1.3 2.3±2.6 -4.9±-4.3 -1.8±-1.4

G028.8130-00.2935 I 0.11 N 2.5±1.0 1.7±2.0 -5.3±-4.7 -2.1±-1.7

G028.8299-00.2532 I 0.39 N 6.2±2.0 3.1±3.2 -4.1±-3.6 -1.3±-0.9

G028.8315-00.3123 I 0.49 Y 2.4±1.5 2.0±2.4 -5.0±-4.4 -1.9±-1.6

G028.8318-00.2808 II 0.08 N 3.0±0.9 2.0±2.2 -5.7±-4.9 -2.1±-1.7

G028.8352-00.2354 I 0.04 N 4.1±1.4 2.5±2.8 -4.8±-4.2 -1.8±-1.4

G028.8365-00.3594 II 0.17 N 4.0±1.3 2.5±2.8 -6.3±-5.2 -2.4±-1.8

G028.8382-00.2051 I 0.15 N 3.5±1.0 2.2±2.5 -5.0±-4.3 -2.0±-1.6

G028.8476-00.2657 II 1.72 N 6.8±2.0 3.4±3.6 0.0±0.0 -5.2±-4.1

G028.8540-00.2793 I 0.01 N 2.9±1.0 1.9±2.2 -5.4±-4.8 -2.0±-1.6
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YSO Stage1

[
χ2

best

ndata

]
24 µm? log

[
M∗

M�

]
2 log

[
L∗

L�

]
log

[
˙Menv

M� yr−1

]
3 log

[
Mdisk

M�

]
G028.8547-00.2192 I 1.80 Y 2.8±1.8 2.3±2.5 -4.0±-3.6 -1.6±-1.4

G028.8573-00.2184 I 0.54 Y 1.6±1.3 1.8±2.2 -4.3±-4.0 -1.7±-1.5

G028.8750-00.1296 I 0.80 N 2.8±1.1 1.8±2.0 -5.0±-4.6 -1.9±-1.5

G028.8781-00.3573 II 0.29 N 2.8±1.5 2.3±2.9 -5.8±-5.2 -2.2±-1.8

G028.8814-00.3291 II 0.37 Y 3.9±1.3 2.5±2.8 -5.4±-4.7 -2.0±-1.6

G028.8884-00.1148 II 2.24 N 4.7±1.4 2.8±2.9 -6.4±-5.6 -2.2±-1.7

G028.9004-00.3328 III 2.66 N 14.6±0.0 4.3±0.0 0.0±0.0 -8.0±0.0

G028.9145-00.2258 I 1.60 N 3.1±0.8 1.8±2.0 -5.4±-4.8 -2.0±-1.6

G028.9191-00.2304 I 0.10 Y 1.1±1.0 1.6±2.0 -4.9±-5.0 -1.9±-1.7

G028.9198-00.2283 I 1.39 Y 5.0±1.7 2.9±3.1 -4.2±-3.6 -1.8±-1.4

G028.9249-00.1749 II 2.57 N 4.1±1.7 2.8±3.4 -7.8±-6.7 -2.4±-1.8

G028.9277-00.1678 I 0.08 N 2.2±1.0 1.5±1.9 -5.4±-4.7 -2.2±-1.8

G028.9311-00.2275 I 0.10 Y 2.1±1.4 1.8±2.3 -5.0±-4.4 -2.0±-1.6

G028.9450-00.2436 II 0.42 N 3.5±1.1 2.2±2.3 -5.5±-5.1 -1.9±-1.5

M028.7228-00.3030 I 0.66 Y 2.9±1.3 2.0±2.4 -4.8±-4.4 -1.8±-1.5

M028.7905-00.2439 I 0.96 Y 4.0±1.8 2.5±2.7 -4.0±-3.6 -1.5±-1.2

M028.8217-00.2235 I 2.66 Y 6.0±1.8 2.8±2.8 -4.0±-3.7 -1.1±-0.9

M028.9096-00.1618 I 1.22 Y 2.8±1.4 2.0±2.2 -5.1±-5.1 -2.1±-1.7

G041.10-0.15

G040.9735-00.1553 I 0.19 Y 3.5±1.9 2.5±2.8 -4.9±-4.2 -1.8±-1.5

G040.9879-00.2920 I 1.17 Y 1.9±1.2 1.5±2.0 -5.0±-4.2 -2.1±-1.7

G041.0008-00.1363 I 0.25 Y 3.3±1.3 2.2±2.5 -4.8±-4.2 -1.8±-1.5

G041.0033-00.1247 I 0.09 Y 1.9±1.2 1.6±1.9 -4.9±-4.5 -2.0±-1.7

G041.0061-00.1462 I 0.85 N 1.2±1.1 1.3±1.8 -4.8±-4.5 -2.0±-1.8

G041.0091-00.1607 I 1.11 N 2.1±1.2 1.7±2.1 -5.0±-4.5 -2.0±-1.7

G041.0290-00.1963 I 0.05 N 2.4±1.2 1.7±2.0 -4.9±-4.5 -1.9±-1.6

G041.0360-00.2221 I 0.10 Y 3.3±1.5 2.1±2.4 -4.1±-3.8 -1.6±-1.3

G041.0400-00.0973 I 2.38 N 2.6±0.9 1.5±2.0 -4.8±-3.9 -1.8±-1.5

G041.0434-00.2076 I 0.14 N 3.6±1.3 2.3±2.6 -4.8±-4.3 -1.8±-1.4

G041.0439-00.2360 I 0.20 N 2.0±1.5 2.0±2.2 -4.5±-4.1 -1.7±-1.4

G041.0505-00.1885 I 0.01 N 2.3±1.3 1.8±2.1 -4.9±-4.4 -1.9±-1.6

G041.0519-00.0910 I 1.59 Y 2.8±1.6 2.2±2.5 -4.2±-3.8 -1.4±-1.2

G041.0533-00.1910 I 0.42 N 1.9±1.3 1.7±2.1 -4.8±-4.4 -1.9±-1.6

G041.0552-00.1035 I 0.01 N 3.1±1.6 2.3±2.7 -5.0±-4.5 -1.9±-1.5

G041.0643-00.2324 I 1.97 N 3.8±1.0 2.3±2.4 -5.1±-4.3 -2.1±-1.6

G041.0728-00.1238 I 0.80 Y 2.9±1.7 2.2±2.6 -4.3±-3.9 -1.5±-1.3

G041.0775-00.1884 I 0.01 N 3.0±0.8 2.0±2.2 -5.0±-4.4 -2.0±-1.6
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G041.0789-00.1279 I 1.90 N 2.5±1.1 1.6±1.8 -4.9±-4.4 -2.0±-1.6

G041.0791-00.2253 I 1.73 N 2.5±1.1 1.7±2.0 -5.1±-4.6 -1.9±-1.6

G041.0821-00.1121 I 0.10 N 1.7±1.1 1.4±1.7 -5.1±-4.6 -2.1±-1.8

G041.0827-00.1933 I 0.09 N 3.8±1.1 2.4±2.6 -5.2±-4.6 -2.0±-1.6

G041.0844-00.1679 I 0.01 N 3.0±1.0 2.0±2.2 -5.3±-4.5 -2.0±-1.7

G041.0963-00.3064 I 0.09 N 2.1±1.1 1.5±1.7 -5.2±-4.7 -2.1±-1.7

G041.1013-00.1197 I 0.01 N 2.7±1.4 2.1±2.3 -5.6±-4.9 -2.0±-1.6

G041.1054-00.1192 I 0.18 N 2.5±1.0 1.9±2.0 -4.5±-4.3 -1.9±-1.6

G041.1107-00.1935 I 0.31 N 3.1±0.9 2.0±2.2 -4.8±-4.3 -1.8±-1.5

G041.1121-00.1832 I 2.27 N 3.7±1.0 2.3±2.5 -4.9±-4.4 -1.9±-1.5

G041.1135-00.3356 I 0.60 N 2.8±1.0 1.7±1.8 -5.4±-5.0 -2.1±-1.7

G041.1160-00.1124 I 1.84 Y 2.1±1.4 1.8±2.2 -4.3±-4.0 -1.7±-1.5

G041.1196-00.1955 I 0.32 N 3.4±1.1 2.1±2.2 -4.7±-4.2 -1.9±-1.5

G041.1206-00.1255 II 2.82 N 4.0±1.1 2.5±2.7 -6.8±-5.6 -2.5±-1.8

G041.1248-00.2309 I 0.15 Y 6.0±1.3 2.7±2.5 -4.4±-4.5 -1.0±-0.8

G041.1315-00.2107 I 0.18 N 4.0±1.1 2.5±2.8 -4.7±-4.2 -1.8±-1.4

G041.1374-00.2111 I 1.16 N 4.5±1.2 2.6±2.8 -5.2±-4.5 -2.0±-1.5

G041.1388-00.0766 II 2.16 N 4.6±1.1 2.6±2.6 -5.6±-4.7 -2.3±-1.6

G041.1414-00.1581 I 0.53 N 1.1±1.1 1.4±1.9 -4.7±-4.4 -2.0±-1.7

G041.1447-00.1065 II 1.38 N 3.4±0.8 2.1±2.2 -6.5±-5.6 -2.3±-1.8

G041.1616-00.1840 I 0.33 Y 3.9±1.7 2.6±2.9 -4.5±-4.0 -1.7±-1.4

G041.1774-00.2689 I 0.80 Y 3.9±0.8 2.4±2.6 -5.1±-4.2 -1.9±-1.5

G041.1797-00.2242 II 1.38 N 5.0±1.3 2.8±3.0 -6.1±-5.4 -2.0±-1.5

G041.1840-00.1786 II 0.45 N 3.2±0.9 2.1±2.3 -5.5±-4.9 -2.0±-1.6

G041.1868-00.1844 I 0.03 Y 2.8±1.4 2.1±2.3 -5.1±-4.5 -1.9±-1.6

G041.1894-00.2005 II 1.16 N 4.1±1.0 2.5±2.5 -8.3±-7.3 -2.8±-2.1

G041.1957-00.1947 II 2.04 Y 4.5±1.1 2.7±2.8 -5.9±-4.7 -2.1±-1.6

G041.2037-00.1225 II 2.52 N 3.5±0.8 2.1±2.1 -5.9±-5.0 -2.2±-1.6

G041.2074-00.1813 I 0.20 N 2.0±1.2 1.7±2.0 -5.0±-4.5 -2.0±-1.7

G041.2110-00.3277 I 0.32 N 2.1±1.0 1.5±1.7 -5.2±-4.7 -2.1±-1.7

G041.2128-00.1932 I 0.88 N 3.0±1.1 2.0±2.3 -5.0±-4.5 -2.0±-1.6

G041.2151-00.2191 II 2.78 N 3.9±0.9 2.3±2.4 -6.4±-5.5 -2.3±-1.7

G041.2372-00.1732 I 1.42 N 2.2±0.9 1.6±1.6 -5.0±-4.6 -2.0±-1.7

G041.2377-00.2978 II 0.14 N 2.7±1.1 1.8±2.1 -5.8±-5.4 -2.1±-1.7

G041.2411-00.2435 I 0.43 Y 1.3±1.3 1.7±2.2 -4.7±-4.3 -1.8±-1.6

G041.2426-00.1020 I 0.16 N 2.6±0.9 1.7±1.8 -5.5±-5.1 -2.1±-1.7

G041.2441-00.2108 I 1.05 Y 3.3±1.1 2.1±2.2 -4.9±-4.4 -1.9±-1.5
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G041.2472-00.3503 I 0.10 Y 2.7±1.5 2.1±2.3 -5.0±-4.3 -2.0±-1.6

G041.2479-00.1583 I 0.01 N 1.9±1.1 1.5±1.8 -5.1±-4.6 -2.1±-1.8

G041.2517-00.0818 I 0.13 Y 3.1±1.4 2.0±2.4 -4.6±-4.3 -1.6±-1.4

G041.2541-00.2281 I 1.21 N 2.8±0.8 1.9±2.0 -5.3±-4.7 -2.1±-1.9

G041.2561-00.3402 I 0.72 Y 3.2±1.2 2.1±2.3 -4.9±-4.4 -1.9±-1.5

G041.2574-00.2835 II 0.54 N 2.5±1.0 1.5±1.7 -5.7±-5.2 -2.2±-1.8

G041.2588-00.2290 I 0.13 N 1.9±1.1 1.4±1.8 -5.1±-4.6 -2.1±-1.8

G041.2616-00.3511 II 2.58 N 3.9±0.9 2.4±2.4 -7.8±-6.9 -2.7±-1.9

G041.2618-00.1425 II 2.23 N 3.7±1.0 2.3±2.4 -6.6±-5.7 -2.4±-1.8

G041.2639-00.1049 I 0.30 N 0.7±0.8 1.2±1.6 -5.1±-4.6 -2.0±-1.8

G041.2691-00.1775 II 2.37 N 4.1±0.9 2.4±2.4 -7.3±-6.2 -2.6±-2.0

G041.2697-00.1151 II 1.16 N 3.0±0.5 1.9±1.8 -6.0±-4.9 -2.1±-1.7

G041.2726-00.1040 II 0.08 N 3.0±1.1 2.1±2.3 -6.1±-5.4 -2.2±-1.8

G041.2854-00.2190 I 0.07 Y 2.9±1.1 2.0±2.2 -5.2±-4.6 -1.8±-1.5

G041.2858-00.0862 I 0.12 Y 1.9±1.2 1.5±2.0 -4.7±-3.9 -2.0±-1.6

G041.2940-00.2937 I 1.23 Y 3.1±1.4 2.0±2.3 -4.2±-3.9 -1.8±-1.5

G041.2963-00.3250 II 0.17 N 2.8±1.2 1.9±2.1 -5.6±-5.1 -2.0±-1.7

G041.3061-00.2609 I 0.02 Y 2.5±1.1 1.7±2.0 -5.2±-4.6 -1.9±-1.6

G041.3083-00.1717 I 2.17 N 2.9±1.2 2.0±2.2 -4.3±-3.9 -1.7±-1.4

G041.3091-00.2766 II 2.52 N 3.2±0.6 2.0±1.9 -6.3±-5.4 -2.2±-1.7

G041.3098-00.1412 I 0.08 Y 3.0±1.4 2.2±2.5 -5.3±-4.6 -2.0±-1.6

G041.3114-00.2463 I 0.17 Y 2.8±1.5 2.2±2.7 -5.0±-4.4 -2.0±-1.6

G041.3119-00.3145 II 1.73 N 3.0±1.5 2.3±2.7 -6.1±-5.4 -2.3±-1.8

G041.3129-00.2256 I 1.15 Y 2.0±1.0 1.3±1.1 -4.8±-4.5 -2.0±-1.7

G041.3170-00.1687 I 1.06 N 3.0±0.9 1.9±2.1 -5.5±-4.8 -2.1±-1.7

G041.3255-00.1546 I 0.07 Y 1.0±1.0 1.4±1.8 -5.0±-4.6 -1.9±-1.7

G041.3266-00.1290 I 0.02 N 1.3±1.3 1.6±1.9 -5.0±-4.5 -2.0±-1.8

G041.3275-00.1869 I 0.05 N 5.1±1.6 2.9±3.1 -4.5±-4.0 -1.7±-1.3

G041.3301-00.1920 I 0.36 N 1.9±1.9 2.3±2.6 -4.5±-3.8 -1.6±-1.5

G041.3356-00.2144 I 0.20 Y 2.6±1.2 1.8±2.2 -5.0±-4.5 -2.0±-1.6

G041.3368-00.2167 I 1.23 N 1.8±1.4 1.8±2.0 -4.9±-4.4 -1.9±-1.7

G041.3475-00.1364 I 0.19 Y 4.5±1.5 2.5±2.6 -3.7±-3.4 -1.4±-1.2

G041.3524-00.0933 I 2.03 N 2.7±1.0 1.8±2.1 -5.4±-4.8 -2.1±-1.7

G041.3579-00.1541 II 0.85 N 3.2±0.9 2.0±2.2 -6.1±-5.2 -2.2±-1.7

G041.3590-00.2699 I 0.44 Y 1.8±1.5 1.8±2.2 -5.4±-4.9 -2.0±-1.8

G041.3671-00.2146 II 0.06 N 2.5±0.9 1.7±1.7 -5.9±-5.2 -2.1±-1.7

G041.3675-00.2060 I 0.37 N 2.0±1.0 1.4±1.6 -5.6±-5.1 -2.1±-1.8
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G041.3768-00.2891 II 0.05 N 3.1±0.5 1.9±1.8 -6.4±-5.2 -2.4±-1.9

M041.0097-00.1347 I 1.01 Y 2.1±1.1 1.4±1.3 -4.9±-4.7 -2.0±-1.6

M041.0600-00.1378 I 2.08 Y 3.9±1.3 2.1±1.8 -4.1±-3.8 -1.7±-1.4

M041.0670-00.2872 I 0.05 Y 2.6±1.4 2.0±2.2 -4.2±-3.9 -1.6±-1.4

M041.0739-00.2808 I 2.58 Y 3.4±1.5 2.3±2.6 -5.0±-4.5 -1.8±-1.5

M041.1334-00.1944 I 2.38 Y 3.2±1.6 2.2±2.4 -4.1±-3.8 -1.4±-1.2

M041.1898-00.2328 I 0.22 Y 3.6±1.3 2.0±2.1 -4.3±-4.0 -1.5±-1.3

M041.2243-00.1662 I 0.32 Y 3.3±1.4 2.0±2.3 -4.1±-3.8 -1.7±-1.4

M041.2332-00.1225 I 0.06 Y 3.3±1.4 2.1±2.3 -4.1±-3.8 -1.6±-1.3

M041.2628-00.1904 I 0.17 Y 2.9±1.2 1.8±1.9 -4.6±-4.2 -1.7±-1.4

M041.2862-00.1845 I 1.70 Y 1.9±1.4 1.6±2.0 -4.3±-3.7 -1.9±-1.5

M041.3296-00.2351 I 1.08 Y 3.2±1.9 2.4±2.7 -4.6±-4.2 -1.8±-1.5

G041.91-0.12 & G041.92+0.04

G041.8040-00.1169 II 0.52 N 0.7±0.6 0.2±0.6 -7.0±-6.2 -3.3±-2.6

G041.8099+00.0894 I 0.33 N 0.4±0.5 0.6±0.9 -4.9±-4.7 -2.2±-2.0

G041.8105+00.0509 I 0.04 Y 0.9±0.8 0.8±1.3 -5.8±-5.3 -2.3±-2.0

G041.8136+00.0282 II 0.16 N 0.8±0.7 0.4±0.9 -6.3±-5.5 -2.8±-2.3

G041.8143+00.0305 II 0.30 N 0.7±0.6 0.4±1.1 -6.2±-5.4 -2.9±-2.3

G041.8144-00.0968 II 1.00 N 1.0±0.7 0.4±0.7 -7.0±-6.4 -2.9±-2.3

G041.8160-00.0963 II 0.41 N 1.1±0.8 0.6±1.0 -7.0±-6.5 -2.9±-2.3

G041.8166-00.1189 I 0.01 Y 0.8±0.8 0.7±1.5 -5.5±-4.5 -2.5±-2.0

G041.8175-00.1185 I 0.01 Y 0.9±0.9 0.9±1.5 -5.6±-5.0 -2.6±-2.1

G041.8176-00.1249 I 0.43 Y 0.6±0.8 1.1±1.6 -5.4±-5.6 -2.1±-2.0

G041.8205-00.1607 II 1.55 N 0.8±0.7 0.4±0.9 -6.5±-5.8 -2.9±-2.3

G041.8207-00.1729 II 0.01 Y 1.6±1.0 1.1±1.5 -6.2±-5.3 -2.4±-1.9

G041.8267+00.0866 II 0.02 N 0.8±0.7 0.5±1.0 -6.1±-5.5 -2.8±-2.3

G041.8303+00.0495 I 0.07 Y 1.0±1.2 1.3±1.6 -5.6±-5.2 -2.1±-2.0

G041.8307+00.0276 I 0.12 Y 1.1±1.0 1.0±1.6 -5.3±-4.8 -2.3±-1.9

G041.8329+00.0323 I 0.15 N 0.8±0.8 0.7±1.2 -5.6±-5.0 -2.5±-2.2

G041.8336+00.0914 II 1.89 N 0.9±0.7 0.3±0.7 -7.3±-6.5 -3.9±-3.1

G041.8360+00.0013 I 0.01 Y 0.9±1.0 1.1±1.7 -5.3±-5.0 -2.3±-1.9

G041.8377-00.1124 II 0.03 N 0.8±0.7 0.4±0.9 -6.2±-5.5 -2.8±-2.3

G041.8385-00.1294 II 0.63 N 0.9±0.7 0.5±0.9 -6.6±-5.9 -2.9±-2.3

G041.8394-00.0491 II 0.47 N 0.8±0.7 0.3±0.7 -6.8±-6.1 -3.0±-2.4

G041.8434-00.0104 I 0.06 Y 0.7±0.7 0.6±1.1 -5.4±-4.9 -2.4±-2.1

G041.8495+00.1513 II 0.12 N 1.1±0.8 0.7±1.2 -6.7±-6.2 -2.7±-2.2

G041.8532+00.0208 I 0.02 N 0.5±0.7 0.7±1.2 -5.2±-4.8 -2.3±-2.1
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G041.8553-00.1085 II 1.47 N 1.1±0.8 0.7±1.1 -6.8±-6.3 -2.8±-2.2

G041.8634-00.0435 I 2.56 Y 0.7±0.9 1.3±1.9 -4.9±-4.6 -2.1±-1.8

G041.8698-00.0939 I 0.02 Y 0.4±0.6 0.5±1.2 -5.3±-5.0 -2.4±-2.2

G041.8702+00.1484 I 0.13 Y 1.0±1.3 1.4±1.8 -5.7±-5.2 -2.2±-1.9

G041.8702-00.1304 II 1.03 N 1.4±0.8 0.7±0.9 -7.1±-6.4 -4.7±-3.6

G041.8744-00.1114 I 0.20 Y 1.0±0.9 0.9±1.4 -5.7±-5.2 -2.5±-2.0

G041.8801-00.1294 I 0.18 Y 2.9±1.5 2.2±2.5 -4.8±-4.2 -2.0±-1.6

G041.8816-00.0593 II 0.74 N 0.8±0.6 0.2±0.6 -7.1±-6.3 -3.5±-2.7

G041.8842-00.0914 I 0.33 Y 0.5±0.8 0.9±1.4 -5.3±-4.8 -2.2±-2.0

G041.8843-00.1093 II 0.45 N 0.5±0.3 0.1±0.1 -6.5±-6.1 -2.8±-2.4

G041.8868+00.0603 I 0.11 N 0.7±0.8 0.6±1.0 -6.0±-5.5 -2.5±-2.1

G041.8883+00.1058 II 0.61 N 1.0±1.1 1.3±1.9 -6.0±-5.9 -2.2±-2.0

G041.8900-00.1025 I 0.46 N 0.8±0.7 0.4±1.0 -6.0±-5.4 -2.7±-2.2

G041.8912-00.0532 I 0.06 Y 0.9±0.9 1.0±1.4 -5.5±-5.1 -2.2±-1.9

G041.8940+00.0523 II 1.78 N 0.8±0.6 0.3±0.8 -6.4±-5.7 -2.9±-2.3

G041.8997+00.1270 II 0.14 Y 2.4±1.2 1.8±2.2 -6.3±-5.4 -2.3±-1.8

G041.9021-00.1678 I 0.01 Y 0.5±0.9 1.1±1.7 -5.3±-5.0 -2.2±-2.0

G041.9063-00.1550 I 0.16 Y 4.0±1.2 2.5±2.7 -5.3±-4.4 -2.1±-1.6

G041.9250+00.0428 I 2.30 N 1.0±1.2 1.5±2.0 -4.8±-4.4 -2.1±-1.8

G041.9257+00.0327 I 0.10 N 0.5±0.5 0.2±0.6 -5.5±-5.2 -2.5±-2.2

G041.9270-00.1401 I 0.04 Y 1.3±1.1 1.2±1.7 -5.4±-4.9 -2.3±-1.8

G041.9336-00.1541 I 0.05 Y 1.0±0.9 0.8±1.3 -5.7±-5.1 -2.4±-2.0

G041.9344-00.1002 II 0.42 N 1.1±0.8 0.7±1.0 -6.7±-6.1 -2.8±-2.2

G041.9406-00.0746 I 0.39 Y 1.7±1.4 1.7±1.9 -4.8±-4.4 -2.1±-1.8

G041.9460-00.1067 II 1.48 N 1.0±0.7 0.4±0.8 -7.7±-7.0 -4.2±-3.2

G041.9488-00.0593 II 0.29 N 1.2±0.7 0.5±0.8 -7.6±-6.8 -4.6±-3.5

G041.9516-00.1445 II 0.25 N 0.9±0.8 0.5±0.8 -6.5±-5.8 -2.8±-2.2

G041.9536-00.0981 II 1.16 N 0.9±0.8 0.5±0.9 -6.5±-5.8 -2.8±-2.3

G041.9571+00.0745 I 0.01 N 0.5±0.7 0.7±1.3 -4.9±-4.8 -2.3±-2.0

G041.9585+00.0293 I 0.04 N 0.6±0.6 0.2±0.6 -6.1±-5.5 -2.8±-2.4

G041.9687-00.0111 I 0.38 Y 0.9±0.8 0.7±1.2 -5.6±-4.8 -2.6±-2.1

G041.9691-00.0610 I 0.31 N 0.7±1.0 0.9±1.2 -5.7±-5.2 -2.4±-2.2

G041.9708+00.0681 II 0.17 N 1.1±0.9 0.9±1.3 -6.6±-6.0 -2.3±-2.0

G041.9741-00.0292 II 1.31 N 1.0±0.8 0.5±1.0 -6.5±-5.8 -2.8±-2.3

G041.9754-00.1077 I 0.02 N 0.4±0.5 0.2±0.7 -5.5±-5.3 -2.6±-2.3

G041.9790+00.1338 II 2.22 N 0.9±0.7 0.4±0.8 -6.7±-6.1 -2.9±-2.3

G041.9833-00.1209 II 0.68 N 0.8±0.6 0.3±0.4 -7.0±-6.5 -3.1±-2.5
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G041.9871-00.1229 II 1.35 N 0.9±0.7 0.4±0.7 -6.6±-6.0 -2.7±-2.2

G041.9880-00.0366 II 0.03 N 1.0±0.8 0.7±1.1 -6.4±-5.9 -2.5±-2.1

G041.9911-00.0310 I 0.19 Y 3.2±1.7 2.4±2.6 -4.7±-4.2 -1.9±-1.5

G041.9979-00.0280 II 0.31 Y 1.1±0.8 0.7±1.2 -6.3±-5.6 -2.7±-2.2

G041.9985-00.0621 I 0.23 Y 1.5±1.2 1.4±1.8 -5.6±-4.9 -2.1±-1.8

G042.0008-00.0401 I 0.71 Y 0.5±0.6 0.9±1.5 -4.8±-4.6 -2.2±-1.9

G042.0009-00.0696 I 0.11 Y 0.6±0.7 0.7±1.3 -5.3±-4.9 -2.3±-2.0

G042.0141+00.0093 II 0.06 Y 2.1±1.2 1.7±2.1 -6.0±-5.2 -2.3±-1.8

G042.0228-00.0899 II 1.13 N 1.1±0.8 0.7±1.1 -7.0±-6.4 -2.9±-2.3

G042.0231+00.0173 I 0.41 Y 0.4±0.7 0.7±1.2 -5.1±-4.7 -2.2±-2.0

G042.0234-00.0461 I 0.87 N 0.4±0.7 0.5±1.1 -5.3±-5.1 -2.4±-2.2

G042.0352+00.0362 II 1.95 N 0.9±0.7 0.4±0.7 -6.7±-6.0 -3.0±-2.4

G042.0402-00.0725 I 0.62 Y 1.5±1.4 1.6±1.8 -5.6±-4.9 -2.2±-1.9

G042.0415+00.1356 II 1.07 N 1.0±0.7 0.4±0.8 -7.7±-7.0 -4.2±-3.2

G042.0430-00.0690 II 2.12 N 1.2±0.8 0.6±0.9 -6.9±-6.3 -2.9±-2.3

G042.0492+00.0390 II 0.42 N 0.9±0.7 0.4±0.9 -6.6±-5.8 -2.9±-2.3

G042.0498-00.0745 II 2.72 N 1.1±0.8 0.6±0.8 -6.5±-5.5 -2.8±-2.2

M041.8609-00.0378 I 0.13 Y 0.9±0.9 1.0±1.5 -4.9±-4.5 -2.2±-1.9

M041.8877-00.1379 I 0.24 Y 1.0±1.0 1.1±1.6 -4.5±-3.9 -2.2±-1.8

M041.9017-00.1513 I 0.02 N 1.2±1.0 1.1±1.6 -5.3±-4.8 -2.3±-1.9

M041.9285+00.0533 I 0.77 Y 1.1±1.5 1.6±2.0 -5.1±-4.5 -2.1±-1.9

M041.9407+00.0162 I 1.68 Y 0.4±0.5 0.6±1.1 -5.1±-4.9 -2.3±-2.0

M041.9573-00.0617 I 0.01 N 0.4±0.5 0.1±0.7 -5.5±-5.2 -2.5±-2.3

M041.9665+00.1483 I 0.01 Y 0.7±0.9 0.9±1.4 -5.3±-4.9 -2.4±-2.1

M041.9801+00.0672 I 0.33 Y 0.6±0.5 0.1±0.6 -5.7±-4.9 -2.8±-2.3

M042.0060+00.0868 I 1.47 Y 0.6±0.6 0.4±0.9 -5.0±-4.2 -2.5±-2.1

M042.0114-00.0329 I 0.21 Y 0.6±0.6 0.5±1.2 -5.6±-5.0 -2.5±-2.2

M042.0443-00.0375 I 0.11 Y 0.9±0.8 0.9±1.4 -5.4±-5.0 -2.4±-2.0

G044.28+0.11

G043.9606+00.0244 I 0.95 N 2.0±1.0 1.4±1.6 -5.4±-5.0 -2.1±-1.8

G043.9627+00.1631 II 0.23 N 2.3±1.1 1.6±1.8 -5.8±-5.4 -2.1±-1.7

G043.9646-00.1120 I 0.09 Y 2.4±1.3 1.8±2.1 -4.9±-4.4 -1.9±-1.6

G043.9686+00.0756 I 0.27 Y 3.0±1.2 2.0±2.2 -5.0±-4.5 -1.8±-1.5

G043.9705+00.0169 II 0.10 Y 5.5±1.3 3.0±3.1 -5.9±-4.6 -1.9±-1.6

G043.9725+00.0333 II 0.47 N 3.6±1.1 2.3±2.5 -6.6±-6.0 -2.2±-1.7

G043.9762+00.1150 I 0.05 Y 2.3±1.7 2.1±2.4 -5.3±-4.6 -2.1±-1.8

G043.9762+00.3216 II 0.25 N 3.7±0.9 2.3±2.5 -7.4±-6.7 -2.2±-1.7
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G043.9892+00.0504 II 0.61 Y 4.9±1.1 2.8±3.0 -6.0±-4.9 -1.8±-1.5

G043.9956+00.0060 II 0.09 N 3.8±0.9 2.3±2.5 -6.3±-5.5 -2.1±-1.6

G043.9984+00.1565 I 0.11 Y 2.7±1.2 1.9±2.2 -5.0±-4.4 -1.9±-1.6

G044.0032-00.1634 I 0.15 Y 1.9±1.2 1.6±1.9 -5.2±-4.7 -2.0±-1.7

G044.0048+00.2956 II 0.19 Y 4.7±1.3 2.7±2.9 -5.9±-4.7 -2.1±-1.6

G044.0119-00.0291 I 0.53 Y 4.4±1.4 2.7±2.9 -5.3±-4.4 -2.0±-1.5

G044.0125+00.3246 I 0.50 Y 6.2±2.4 3.3±3.4 -4.0±-3.4 -1.5±-1.2

G044.0130-00.0010 I 0.16 N 2.2±1.0 1.4±1.5 -5.4±-4.9 -2.2±-1.8

G044.0133-00.0046 I 0.03 N 3.3±1.1 2.1±2.2 -4.9±-4.5 -1.8±-1.5

G044.0212-00.1030 II 1.33 N 2.9±1.0 1.9±2.1 -5.9±-5.2 -2.0±-1.6

G044.0384-00.1203 II 0.21 N 2.9±1.0 2.0±2.3 -6.2±-5.1 -2.2±-1.8

G044.0405+00.0367 I 0.24 N 2.7±0.8 1.9±1.8 -5.1±-4.7 -1.8±-1.5

G044.0612+00.2287 I 0.92 Y 2.1±1.0 1.3±1.2 -5.0±-4.7 -2.3±-1.9

G044.0738+00.2972 I 0.38 Y 3.7±1.3 2.4±2.7 -4.9±-4.3 -1.9±-1.4

G044.0798+00.0307 I 0.13 Y 2.9±1.0 1.9±1.9 -4.8±-4.3 -1.8±-1.5

G044.0809+00.2654 I 0.04 Y 2.4±1.2 1.7±2.0 -5.1±-4.6 -1.9±-1.6

G044.0865+00.0862 II 0.12 N 2.1±1.0 1.4±1.6 -5.7±-5.2 -2.2±-1.8

G044.0964+00.1257 I 0.49 Y 3.5±1.0 2.2±2.4 -5.2±-4.5 -2.0±-1.5

G044.0976+00.0859 I 0.52 N 1.9±1.0 1.4±1.7 -5.6±-5.0 -2.1±-1.8

G044.1012+00.2308 I 0.01 Y 1.6±1.2 1.7±2.2 -4.6±-4.3 -1.7±-1.5

G044.1025-00.0754 II 0.19 N 2.7±1.1 1.8±2.1 -5.7±-5.3 -2.0±-1.7

G044.1039+00.2065 I 0.23 N 1.8±0.9 1.2±1.4 -5.6±-5.0 -2.3±-1.9

G044.1048+00.0722 I 0.36 Y 1.4±1.4 1.8±2.2 -5.0±-4.4 -1.9±-1.7

G044.1062+00.2294 I 0.13 Y 1.6±1.3 1.6±2.0 -5.1±-4.6 -2.0±-1.7

G044.1070+00.0689 II 0.05 N 3.5±1.0 2.3±2.5 -6.4±-5.5 -2.2±-1.7

G044.1087+00.1694 II 1.83 N 2.7±0.8 1.6±1.7 -5.8±-5.1 -2.1±-1.7

G044.1090+00.2448 II 0.06 N 3.0±0.7 2.0±1.9 -5.6±-4.6 -2.0±-1.6

G044.1105+00.0169 II 0.53 N 2.9±0.9 1.8±1.9 -5.9±-5.2 -2.1±-1.7

G044.1114+00.2527 II 0.22 Y 4.6±1.3 2.7±3.0 -5.7±-4.7 -2.0±-1.6

G044.1123+00.1704 I 1.30 N 2.7±1.4 2.1±2.2 -5.3±-4.6 -2.3±-1.9

G044.1124-00.0250 II 0.46 N 2.5±1.1 1.7±2.0 -5.6±-5.2 -2.1±-1.7

G044.1146+00.2107 I 0.04 N 1.0±1.0 1.2±1.7 -4.8±-4.5 -2.1±-1.8

G044.1200+00.2847 I 0.36 N 2.7±1.1 1.9±2.1 -5.3±-4.7 -1.9±-1.6

G044.1208+00.2609 I 0.44 N 2.0±1.0 1.4±1.6 -5.4±-4.8 -2.2±-1.8

G044.1352+00.1601 I 0.13 Y 5.3±2.5 3.1±3.3 -4.2±-3.6 -1.5±-1.2

G044.1443-00.0143 II 0.85 Y 6.0±1.2 3.1±3.2 -5.9±-4.7 -1.9±-1.6

G044.1492-00.1078 I 0.44 N 2.0±1.0 1.4±1.6 -5.6±-5.1 -2.2±-1.8
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G044.1495-00.0062 I 0.10 N 2.3±1.2 1.8±2.0 -5.4±-4.8 -2.0±-1.7

G044.1502-00.0132 II 0.57 N 3.4±0.7 2.2±2.1 0.0±0.0 -2.2±-1.7

G044.1510+00.1228 I 0.10 N 1.7±1.0 1.3±1.7 -5.5±-5.0 -2.3±-1.9

G044.1525-00.0462 I 0.44 N 1.6±1.2 1.5±1.9 -5.4±-5.0 -2.1±-1.8

G044.1589+00.1857 I 1.14 N 2.6±0.9 1.9±1.8 -5.3±-4.7 -2.2±-1.9

G044.1618+00.1951 II 0.05 N 3.0±1.1 2.0±2.3 -5.9±-5.5 -2.1±-1.7

G044.1635+00.1424 I 0.11 N 2.4±0.9 1.7±1.8 -5.5±-4.9 -2.2±-1.8

G044.1648-00.1874 I 0.18 Y 2.1±1.1 1.4±1.6 -5.2±-4.6 -2.0±-1.7

G044.1658+00.2363 I 0.01 N 0.9±1.0 1.3±1.7 -4.9±-4.5 -2.1±-1.8

G044.1675-00.0160 I 0.90 N 2.0±1.0 1.3±1.5 -5.5±-5.0 -2.2±-1.8

G044.1682-00.1194 I 1.57 N 1.6±1.0 1.2±1.6 -5.6±-5.1 -2.3±-1.9

G044.1683+00.3150 II 0.21 Y 4.8±1.4 2.8±3.1 -5.4±-4.4 -2.1±-1.6

G044.1687+00.1365 I 0.09 N 2.3±1.2 1.7±2.1 -5.2±-4.7 -2.0±-1.6

G044.1707+00.0022 II 0.12 N 3.5±0.8 2.2±2.2 -6.0±-5.2 -2.2±-1.6

G044.1707+00.0747 I 0.05 N 2.6±1.1 1.8±2.1 -5.5±-5.0 -2.0±-1.6

G044.1737+00.0046 I 0.05 Y 1.8±1.4 1.8±2.3 -4.5±-3.8 -1.7±-1.5

G044.1799-00.0471 II 0.81 N 4.2±1.3 2.6±3.2 -7.2±-6.6 -2.1±-1.6

G044.1827+00.3155 I 0.01 Y 1.9±1.5 1.8±2.1 -4.5±-4.1 -1.7±-1.3

G044.1877-00.0413 I 0.18 Y 1.3±1.1 1.5±2.1 -4.7±-3.8 -2.0±-1.6

G044.1889-00.1364 I 0.16 Y 1.9±1.1 1.4±1.7 -5.2±-4.7 -2.1±-1.7

G044.1901-00.0054 II 0.03 N 2.4±1.1 1.7±2.0 -5.7±-5.1 -2.1±-1.7

G044.1904+00.1207 I 0.80 Y 3.5±1.5 2.4±2.5 -4.7±-4.0 -2.1±-1.8

G044.1963+00.3353 I 0.16 Y 2.2±1.1 1.5±1.8 -5.2±-4.6 -2.0±-1.7

G044.1981+00.1411 I 0.07 Y 3.3±1.2 2.1±2.4 -4.8±-4.2 -1.8±-1.5

G044.2055-00.0681 II 0.09 N 3.2±1.1 2.1±2.2 -6.0±-5.2 -2.1±-1.6

G044.2084+00.3072 I 0.11 N 2.0±1.1 1.4±1.7 -5.5±-5.1 -2.1±-1.8

G044.2124-00.0023 II 0.43 N 3.5±0.9 2.2±2.3 -6.8±-5.8 -2.3±-1.8

G044.2174+00.1409 I 0.30 N 2.5±1.0 1.6±1.8 -5.5±-5.1 -2.1±-1.7

G044.2268+00.1381 I 0.10 Y 3.3±1.3 2.2±2.5 -4.8±-4.2 -1.8±-1.5

G044.2283+00.0528 I 1.11 Y 5.1±2.0 3.0±3.2 -4.0±-3.5 -1.7±-1.3

G044.2291+00.2043 I 1.60 Y 2.5±1.1 1.5±1.6 -4.7±-4.4 -1.9±-1.6

G044.2304+00.1245 I 0.15 Y 2.7±1.1 1.9±2.0 -5.3±-4.7 -1.9±-1.6

G044.2311+00.1384 I 0.23 Y 3.7±1.1 2.3±2.5 -5.3±-4.5 -1.9±-1.5

G044.2313-00.1197 I 0.30 Y 3.8±1.2 2.4±2.6 -5.1±-4.3 -2.0±-1.5

G044.2324+00.1491 II 1.23 N 2.9±0.8 1.8±1.8 -5.8±-5.2 -2.2±-1.7

G044.2356+00.3039 I 1.36 Y 2.2±1.1 1.3±1.3 -5.1±-4.7 -2.1±-1.7

G044.2360+00.1544 I 1.28 Y 4.1±1.7 2.6±3.0 -4.7±-4.1 -1.6±-1.4
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G044.2435-00.1291 I 0.11 Y 5.1±1.5 2.6±2.8 -3.9±-3.5 -1.3±-1.0

G044.2565+00.1257 I 0.01 N 2.8±1.0 1.9±2.1 -5.1±-4.5 -2.0±-1.7

G044.2614+00.0458 I 2.49 Y 4.3±1.0 2.6±2.7 -5.3±-4.3 -2.1±-1.7

G044.2627+00.0365 I 0.03 Y 2.2±1.2 1.8±2.1 -4.9±-4.5 -1.8±-1.6

G044.2643-00.1449 I 0.28 Y 3.0±1.0 1.9±2.2 -5.3±-4.6 -1.9±-1.6

G044.2767+00.0120 I 0.34 Y 1.7±1.1 1.3±1.5 -4.9±-4.5 -2.3±-2.0

G044.2820-00.0941 I 0.16 Y 3.1±1.1 2.0±2.2 -4.9±-4.3 -1.8±-1.5

G044.2828-00.0822 I 1.75 Y 2.8±1.1 1.7±1.8 -4.9±-4.5 -1.8±-1.5

G044.2845+00.0153 I 0.85 Y 3.3±1.1 1.9±2.1 -4.9±-4.4 -1.8±-1.5

G044.2887-00.1376 I 1.55 Y 1.6±1.2 1.5±1.9 -4.8±-4.5 -1.9±-1.6

G044.2906+00.0339 I 2.23 Y 4.0±1.7 2.2±2.2 -4.1±-3.8 -1.2±-1.1

G044.2920-00.1829 I 1.29 N 1.7±1.0 1.3±1.7 -5.5±-5.0 -2.2±-1.8

G044.2939+00.0280 I 0.18 N 1.8±1.1 1.6±1.7 -4.8±-4.5 -1.9±-1.6

G044.2945-00.2496 I 0.03 N 2.2±1.1 1.6±1.9 -5.6±-5.1 -2.1±-1.7

G044.2957+00.2187 I 1.38 N 2.6±0.9 1.8±1.9 -5.1±-4.6 -2.1±-1.8

G044.2962-00.0763 II 0.04 N 3.5±0.7 2.1±2.1 -6.1±-5.3 -2.2±-1.6

G044.2964-00.1255 II 0.08 N 2.0±0.9 1.3±1.6 -5.7±-5.1 -2.2±-1.8

G044.2979-00.0762 II 0.79 Y 4.1±0.8 2.4±2.5 -5.9±-4.8 -2.0±-1.6

G044.3038+00.0518 I 2.90 N 3.1±0.8 1.8±1.6 -4.8±-4.5 -1.9±-1.5

G044.3102+00.0410 I 0.28 Y 7.5±1.8 3.2±3.2 -3.7±-3.3 -1.0±-0.8

G044.3111+00.0282 I 0.57 Y 2.5±1.3 2.1±2.0 -4.1±-4.1 -1.3±-1.2

G044.3155+00.1392 I 1.99 N 1.9±1.0 1.3±1.6 -5.6±-5.1 -2.2±-1.8

G044.3217-00.1019 II 0.79 N 3.5±0.7 2.1±2.1 -6.5±-5.3 -2.3±-1.7

G044.3225+00.0398 I 0.31 N 0.6±0.2 1.2±0.8 -3.9±-4.1 -1.5±-1.5

G044.3260-00.0125 II 0.22 N 3.6±0.8 2.2±2.3 -6.8±-6.2 -2.2±-1.7

G044.3293-00.0814 II 1.73 N 2.9±1.0 1.9±2.1 -6.0±-5.3 -2.2±-1.8

G044.3306+00.1283 I 0.47 Y 1.3±1.3 1.6±2.0 -5.3±-4.9 -2.0±-1.8

G044.3390+00.2760 II 0.70 N 2.6±0.8 1.8±1.8 -6.3±-5.5 -2.3±-1.9

G044.3469-00.0435 II 0.26 N 3.0±0.9 1.9±2.1 -5.8±-5.1 -2.0±-1.7

G044.3514+00.3233 I 0.44 N 1.3±1.4 1.6±1.9 -5.3±-4.6 -2.2±-2.0

G044.3519+00.1663 II 0.63 N 2.5±0.7 1.7±1.7 -5.9±-5.0 -2.1±-1.8

G044.3597+00.1712 I 0.72 Y 1.9±1.8 2.2±2.6 -4.9±-4.4 -1.6±-1.4

G044.3614-00.1838 II 0.52 N 2.9±0.6 1.9±1.8 -5.9±-4.9 -2.6±-2.1

G044.3740+00.1572 II 1.88 N 2.0±1.0 1.4±1.7 -5.7±-5.2 -2.2±-1.8

G044.3815+00.3038 I 0.53 Y 2.0±1.1 1.5±1.7 -5.0±-4.6 -2.0±-1.7

G044.3855-00.0638 I 0.14 N 1.7±1.0 1.2±1.4 -5.5±-5.0 -2.3±-1.9

G044.3894-00.0715 I 1.86 Y 2.6±0.9 1.5±1.2 -4.8±-4.4 -2.2±-2.0
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G044.3907-00.2170 I 1.15 Y 3.0±1.1 1.8±1.9 -4.8±-4.4 -1.7±-1.4

G044.3937-00.1398 I 0.68 Y 3.9±0.7 1.9±1.8 -4.9±-4.3 -1.7±-1.4

G044.3956-00.1457 I 0.02 Y 2.0±1.3 1.7±2.0 -5.0±-4.5 -1.9±-1.6

G044.3979-00.0019 I 0.54 Y 3.2±1.8 2.4±2.6 -4.7±-4.1 -1.9±-1.6

G044.4023-00.0334 II 0.32 N 3.6±0.7 2.2±2.1 -7.0±-6.1 -2.3±-1.8

G044.4044+00.0073 II 0.01 N 3.2±1.0 2.2±2.4 -6.7±-6.1 -2.3±-1.8

G044.4074+00.1143 I 0.83 N 3.1±0.9 2.1±1.9 -5.4±-5.0 -2.5±-2.0

G044.4076+00.1168 I 0.03 N 1.6±1.0 1.3±1.6 -5.4±-5.0 -2.1±-1.8

G044.4080+00.3230 I 0.06 N 1.8±1.1 1.4±1.8 -5.5±-5.0 -2.2±-1.8

G044.4132+00.0989 I 1.42 Y 3.0±0.9 1.9±1.8 -4.9±-4.3 -1.8±-1.5

G044.4156-00.2563 II 0.81 N 1.9±1.0 1.3±1.6 -5.7±-5.2 -2.2±-1.8

G044.4164+00.0950 I 1.84 Y 4.2±1.9 2.7±2.9 -4.3±-3.6 -1.8±-1.4

G044.4195+00.0180 I 0.03 N 1.2±1.3 1.6±2.0 -5.5±-5.6 -1.9±-1.8

G044.4235-00.2013 I 0.07 Y 2.6±1.1 1.8±2.1 -5.1±-4.5 -2.0±-1.6

G044.4254-00.1036 I 0.18 Y 2.2±1.3 1.7±2.1 -4.7±-4.3 -1.8±-1.5

G044.4262+00.3348 II 0.36 N 2.2±0.9 1.4±1.7 -5.9±-5.4 -2.3±-1.8

G044.4285-00.1532 II 0.37 N 2.8±0.9 1.7±1.8 -5.9±-5.4 -2.1±-1.7

G044.4295+00.0964 II 0.03 N 2.4±1.1 1.7±2.0 -5.7±-5.3 -2.1±-1.7

G044.4395+00.0282 I 0.07 Y 3.6±1.4 2.3±2.6 -4.9±-4.3 -1.7±-1.4

G044.4565-00.2569 I 0.38 N 1.8±1.2 1.5±1.9 -5.6±-5.1 -2.1±-1.8

G044.4606-00.0667 I 0.06 Y 4.2±1.3 2.6±2.9 -5.0±-4.2 -1.9±-1.5

G044.4710+00.0567 I 0.67 Y 3.9±1.3 2.5±2.8 -4.9±-4.2 -1.9±-1.5

G044.4715-00.1034 I 0.07 N 2.3±0.8 1.6±1.8 -5.5±-4.8 -2.0±-1.8

G044.4733+00.3238 I 0.18 Y 2.7±1.8 2.3±2.6 -4.9±-4.3 -1.8±-1.6

G044.4739-00.1259 I 0.59 N 2.2±0.9 1.6±1.8 -5.0±-4.6 -1.9±-1.7

G044.4761-00.1249 II 0.18 N 2.9±0.9 1.9±2.1 -6.0±-5.3 -2.1±-1.7

G044.4790+00.0670 I 0.94 Y 2.8±1.4 2.2±2.4 -4.8±-4.2 -2.0±-1.6

G044.4892-00.1523 I 0.36 Y 2.3±1.3 1.8±2.1 -4.7±-4.2 -1.7±-1.5

G044.4910-00.1501 I 0.83 Y 4.9±1.4 2.8±3.0 -5.0±-4.1 -1.9±-1.5

G044.4918-00.1436 II 1.49 N 3.1±0.7 2.0±2.2 -6.1±-5.1 -2.4±-2.0

G044.5012-00.0899 I 0.03 Y 3.8±1.9 2.6±2.8 -4.6±-4.0 -1.7±-1.5

G044.5481-00.2227 I 0.02 N 1.9±1.1 1.6±1.9 -5.3±-4.7 -2.1±-1.8

G044.5598-00.2132 II 1.51 N 3.6±0.7 2.2±2.1 -7.3±-6.6 -2.3±-1.7

G044.5780-00.1323 I 0.03 N 2.2±1.1 1.5±1.7 -5.3±-4.9 -2.1±-1.7

G044.5964-00.0450 II 0.15 Y 4.8±1.1 2.7±2.9 -6.0±-4.6 -1.9±-1.6

G044.5972-00.0465 II 0.02 N 3.6±0.9 2.3±2.4 -5.8±-4.8 -2.2±-1.8

M044.0412+00.1991 I 0.28 Y 1.7±1.6 1.9±2.3 -4.9±-4.3 -2.0±-1.8
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YSO Stage1

[
χ2

best

ndata

]
24 µm? log

[
M∗

M�

]
2 log

[
L∗

L�

]
log

[
˙Menv

M� yr−1

]
3 log

[
Mdisk

M�

]
M044.1425-00.0221 I 1.33 Y 3.0±1.3 2.2±2.4 -4.8±-4.3 -2.2±-1.8

M044.2117-00.0619 I 0.23 Y 3.1±1.1 2.0±2.2 -5.0±-4.5 -1.9±-1.5

M044.2187+00.0270 I 0.64 Y 3.5±2.3 2.6±2.8 -4.4±-4.0 -1.8±-1.5

M044.2203-00.0607 I 1.01 Y 3.0±1.7 2.2±2.5 -4.7±-4.1 -1.8±-1.5

M044.2248+00.1803 I 1.50 Y 1.6±1.2 1.5±1.9 -4.7±-4.4 -1.8±-1.6

M044.2250+00.3022 I 0.26 Y 1.6±1.2 1.4±1.9 -4.8±-3.9 -2.2±-1.8

M044.2437+00.0278 I 1.34 Y 2.8±1.5 2.1±2.4 -4.6±-4.1 -1.7±-1.5

M044.2488-00.1309 I 1.03 N 4.0±1.0 2.3±2.3 -4.6±-4.1 -1.9±-1.4

M044.2728+00.0507 I 0.38 Y 2.0±1.3 1.8±2.1 -4.3±-3.8 -1.8±-1.5

M044.2741+00.1080 I 2.05 N 5.3±1.3 2.9±3.0 -5.2±-4.7 -1.8±-1.3

M044.2896+00.0525 I 0.57 Y 1.6±1.2 1.8±2.2 -4.3±-4.0 -1.6±-1.5

M044.2938-00.1577 I 0.14 Y 2.5±1.5 2.0±2.2 -4.2±-3.9 -1.8±-1.5

M044.2997+00.0594 II 2.68 N 4.8±1.1 2.7±2.7 -6.6±-5.8 -2.4±-1.8

M044.3192-00.2035 I 0.01 Y 0.7±0.8 0.8±1.6 -4.9±-4.0 -2.3±-1.8

M044.3223-00.2178 I 0.26 Y 2.1±1.2 1.6±1.9 -4.8±-4.4 -1.9±-1.6

M044.3473+00.0862 I 0.54 Y 1.8±1.3 1.7±2.0 -4.4±-4.0 -1.9±-1.6

M044.3835+00.2162 I 0.61 Y 2.2±1.2 1.7±2.0 -5.2±-4.6 -2.1±-1.7

M044.4261-00.1467 I 0.20 Y 2.2±1.5 1.9±2.2 -5.0±-4.4 -2.0±-1.7

M044.4586+00.0536 I 0.69 Y 2.6±1.4 2.0±2.3 -4.7±-4.1 -1.8±-1.5

M044.5243-00.2384 I 1.94 Y 1.9±1.6 2.0±2.3 -4.6±-4.2 -1.9±-1.7

M044.5309-00.1142 I 0.55 Y 2.4±1.2 1.7±1.9 -4.8±-4.4 -1.8±-1.5

M044.5767-00.2183 I 0.72 Y 1.7±1.4 1.8±2.2 -4.6±-4.2 -1.9±-1.6

G044.34-0.82

G044.2020-00.7828 I 1.62 Y 1.5±1.8 2.0±2.3 -4.7±-4.0 -2.0±-1.9

G044.2039-00.7794 I 0.20 N 2.1±1.1 1.5±1.7 -5.6±-5.1 -2.1±-1.8

G044.2176-00.8876 II 1.95 N 2.6±0.9 1.6±1.7 -5.8±-5.3 -2.2±-1.8

G044.2198-00.7454 II 0.20 Y 3.9±0.8 2.4±2.5 -6.1±-4.8 -2.0±-1.6

G044.2304-00.8282 I 1.77 Y 2.1±1.4 1.8±2.1 -4.7±-4.0 -2.0±-1.6

G044.2360-00.8404 I 0.03 Y 1.9±1.3 1.8±2.1 -4.9±-4.6 -1.7±-1.5

G044.2364-00.8392 I 0.05 Y 2.0±0.9 1.5±1.3 -4.6±-4.8 -1.7±-1.5

G044.2781-00.7849 II 0.07 N 2.7±0.9 1.7±1.8 -5.9±-5.3 -2.1±-1.7

G044.2801-00.7782 II 0.01 N 3.2±0.8 2.0±2.2 -6.4±-5.4 -2.2±-1.7

G044.3007-00.7681 I 0.05 Y 4.2±0.8 2.4±2.5 -5.3±-4.5 -1.9±-1.5

G044.3017-00.8180 I 1.46 N 3.9±1.2 2.5±3.0 -5.0±-4.4 -2.1±-1.6

G044.3080-00.9397 I 0.08 Y 1.1±0.9 1.3±1.6 -4.6±-4.4 -1.9±-1.7

G044.3129-00.8567 I 0.38 N 2.5±1.5 2.1±2.8 -5.5±-5.0 -2.1±-1.7

G044.3245-00.8201 I 0.87 N 4.2±1.0 2.4±2.3 -5.1±-4.9 -1.3±-1.2
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YSO Stage1

[
χ2

best

ndata

]
24 µm? log

[
M∗

M�

]
2 log

[
L∗

L�

]
log

[
˙Menv

M� yr−1

]
3 log

[
Mdisk

M�

]
G044.3351-00.8243 I 0.91 Y 3.0±1.9 2.4±2.6 -4.7±-3.9 -1.5±-1.3

G044.3446-00.8155 II 1.31 Y 4.7±1.6 2.8±3.0 -6.1±-4.7 -1.9±-1.5

G044.3450-00.7219 II 0.15 N 3.4±0.9 2.1±2.2 -6.5±-6.0 -2.2±-1.7

G044.3677-00.7947 I 0.23 N 2.1±0.9 1.5±1.6 -5.0±-4.7 -2.0±-1.7

G044.3700-00.7479 II 0.10 N 2.3±1.1 1.6±1.8 -5.7±-5.3 -2.1±-1.7

G044.3713-00.8245 I 0.05 N 2.0±1.1 1.5±1.7 -5.1±-4.6 -2.1±-1.7

G044.3764-00.7726 II 0.10 N 2.5±1.0 1.7±1.8 -5.8±-5.2 -2.0±-1.7

G044.3868-00.8891 I 0.04 N 1.9±1.0 1.4±1.7 -5.5±-5.0 -2.1±-1.8

G044.3962-00.7668 I 1.42 Y 5.4±1.8 3.0±3.2 -5.2±-4.3 -1.7±-1.5

G044.4011-00.7711 I 0.04 N 1.9±1.0 1.4±1.7 -5.2±-4.7 -2.1±-1.8

G044.4031-00.7587 I 1.36 Y 2.6±1.6 2.2±2.5 -4.8±-4.3 -1.8±-1.5

G044.4585-00.8751 II 0.04 N 2.4±1.1 1.6±1.9 -5.8±-5.3 -2.1±-1.7

M044.2451-00.8082 I 1.64 N 1.2±0.8 0.7±1.1 -5.9±-5.3 -2.6±-2.2

M044.3341-00.8174 II 0.08 N 4.6±1.4 2.8±3.0 -5.6±-4.5 -2.0±-1.6

M044.3358-00.8221 I 1.42 Y 3.9±1.5 2.3±2.5 -4.0±-3.7 -1.6±-1.3

M044.3397-00.8165 I 0.39 N 3.3±1.4 2.3±2.6 -5.4±-4.8 -2.0±-1.6

M044.3418-00.8073 I 1.98 Y 5.0±0.8 2.6±2.5 -4.6±-4.0 -1.8±-1.4

M044.3526-00.8261 I 0.34 N 3.5±1.0 2.2±2.3 -5.0±-4.4 -1.9±-1.5

M044.3608-00.8227 II 1.27 N 5.1±1.2 2.9±3.1 -5.8±-5.1 -2.0±-1.5

M044.3987-00.7884 I 0.23 Y 2.0±1.2 1.5±1.9 -5.1±-4.5 -2.1±-1.7

M044.4380-00.9562 I 0.17 Y 2.8±1.0 1.9±2.2 -5.4±-4.8 -2.0±-1.6

1See §2.2.2 for explanation of evolutionary stages.
2Values for all quantities are determined by the parameters of model SEDs that fit the source

such that
(
χ2 − χ2

best

)
/ndata < 6. Averages and uncertainties are the mean and standard deviation

values of the fit parameters weighted by the probability of the corresponding model, exp
(
−χ2/2

)
(See §2.2.2). Uncertainties of 0.0 indicate no spread in the models that fit the data.

3The data are sometimes fit by disk-only models with no accreting envelope, represented by a
value of 0.0.
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Appendix B

Molecular Gas Clump Parameters

Around H II Regions
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Table B.1:: Molecular Gas Clump Parameters

`peak bpeak vpeak Rcl
1 σcl dcl

2 Ncl(H2)3 ncl(H2) Mcl(H2) αvir
4

(deg) (deg) (km s−1) (pc) (km s−1) (pc) (1021 cm−2) (cm−3) (M�)

G028.83-0.25 (83.8-90.0 km s−1)

28.850 -0.24 88.26 4.3 1.9 1.7 18.7 274 6103 0.5

28.844 -0.21 85.93 3.3 1.6 3.2 11.0 228 2311 0.8

28.887 -0.20 85.93 3.1 1.2 1.6 5.4 108 899 1.1

28.887 -0.22 87.41 3.5 1.0 1.1 7.1 121 1518 0.5

28.868 -0.24 86.14 2.7 1.5 1.7 7.4 298 1671 0.9

28.887 -0.23 85.93 2.1 1.2 1.1 5.2 233 625 1.0

28.887 -0.26 85.93 2.9 1.6 2.1 6.5 141 1010 1.8

28.795 -0.23 86.14 3.7 2.0 4.5 4.8 99 1478 2.1

28.868 -0.30 87.20 3.9 1.8 4.0 3.9 97 1645 2.0

G028.83-0.25 (91.9-98.8 km s−1)

28.930 -0.22 95.63 3.4 3.0 4.3 21.8 684 7668 1.0

28.850 -0.23 96.48 4.3 2.7 1.1 18.4 378 8899 0.8

28.893 -0.30 94.78 3.4 1.2 6.7 3.7 116 1328 0.8

28.893 -0.16 96.48 4.0 1.4 1.8 5.7 152 2822 0.6

28.819 -0.32 95.20 3.1 2.0 1.8 5.2 169 1408 2.1

28.819 -0.29 95.41 2.4 0.7 1.8 2.7 110 468 0.5

28.850 -0.16 97.96 3.3 1.2 1.3 3.6 112 1208 0.7

28.801 -0.13 96.69 2.9 1.4 5.2 4.8 173 1194 1.1

28.825 -0.27 96.05 3.0 1.5 1.8 4.5 155 1210 1.1

28.875 -0.15 97.54 2.8 1.0 1.8 2.3 100 637 0.9

28.838 -0.17 98.60 3.4 0.8 1.3 2.5 84 957 0.4

28.801 -0.31 94.99 2.2 1.2 1.8 2.8 133 426 1.5

28.776 -0.24 96.69 2.8 0.8 3.8 2.3 59 391 0.9

28.825 -0.24 98.81 3.6 0.7 1.3 1.3 37 506 0.5

28.795 -0.28 94.99 2.0 0.9 2.5 2.0 105 236 1.5

28.912 -0.18 94.35 2.9 1.6 2.4 2.3 83 562 2.7



203

`peak bpeak vpeak Rcl
1 σcl dcl

2 Ncl(H2)3 ncl(H2) Mcl(H2) αvir
4

(deg) (deg) (km s−1) (pc) (km s−1) (pc) (1021 cm−2) (cm−3) (M�)

28.838 -0.23 92.44 4.3 1.0 1.1 2.3 52 1207 0.7

G041.10-0.15

41.128 -0.22 60.34 2.4 1.4 1.0 11.5 364 1514 0.7

41.140 -0.20 60.98 2.4 1.3 1.5 9.7 214 863 0.9

41.035 -0.23 60.76 1.9 1.5 1.5 11.0 187 391 2.5

41.085 -0.12 63.95 2.1 1.5 0.0 11.2 269 773 1.2

41.134 -0.23 58.64 2.7 1.1 0.9 7.3 199 1122 0.5

41.054 -0.25 60.13 2.2 1.5 0.4 8.1 309 908 1.2

41.165 -0.17 59.91 2.1 1.4 1.4 7.2 260 747 1.4

41.103 -0.23 59.28 2.5 2.2 1.9 10.8 190 848 2.7

41.171 -0.19 61.83 2.6 1.2 1.2 5.2 157 794 0.9

41.189 -0.22 58.00 2.6 1.1 0.9 4.9 164 794 0.8

41.048 -0.25 65.65 2.3 1.1 0.4 5.6 225 774 0.8

41.066 -0.24 65.44 2.1 1.2 1.0 4.7 158 422 1.8

41.202 -0.22 58.85 1.6 0.7 0.9 3.2 184 226 0.6

41.042 -0.26 64.80 2.3 1.1 1.0 3.6 147 506 1.2

41.085 -0.12 65.23 1.8 0.8 0.0 2.7 124 212 1.2

41.066 -0.10 62.68 1.8 1.0 0.6 3.2 107 189 1.8

41.183 -0.20 59.28 1.8 1.4 1.0 5.8 354 591 1.4

41.128 -0.25 56.51 2.6 1.7 1.0 6.8 125 643 2.6

41.134 -0.16 62.68 1.9 1.3 1.8 4.3 178 349 1.9

41.208 -0.20 60.13 1.8 0.8 1.0 3.0 164 289 0.7

41.189 -0.19 59.49 1.4 1.1 1.3 4.0 249 201 2.0

41.060 -0.09 61.83 1.7 0.6 0.0 2.2 73 112 1.3

41.097 -0.12 65.44 2.2 1.6 0.9 4.5 136 437 2.8

41.214 -0.11 65.65 1.5 1.2 1.5 3.3 200 200 2.2

41.165 -0.12 63.31 2.0 1.1 0.6 3.2 111 249 1.9

41.115 -0.13 64.16 2.1 1.0 0.9 2.6 114 327 1.2
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`peak bpeak vpeak Rcl
1 σcl dcl

2 Ncl(H2)3 ncl(H2) Mcl(H2) αvir
4

(deg) (deg) (km s−1) (pc) (km s−1) (pc) (1021 cm−2) (cm−3) (M�)

40.992 -0.25 65.44 1.8 1.1 1.3 2.6 137 229 2.2

40.992 -0.27 65.23 1.5 1.4 1.3 2.8 194 186 3.9

41.183 -0.29 60.13 1.7 1.5 1.8 3.2 190 275 3.5

41.183 -0.11 62.89 1.9 1.2 1.5 2.7 126 264 2.3

41.005 -0.23 66.08 2.1 1.0 1.5 2.2 86 230 1.7

41.054 -0.21 66.50 2.5 1.3 1.8 3.3 102 451 1.8

40.974 -0.27 65.23 1.5 0.9 1.3 2.3 154 165 1.9

41.060 -0.09 60.76 1.6 1.1 0.0 2.4 76 88 4.6

41.183 -0.15 54.60 1.8 0.7 1.2 1.5 59 96 1.8

41.115 -0.14 62.89 1.6 0.8 0.9 2.1 103 127 1.4

41.079 -0.25 57.58 1.9 1.0 1.0 1.6 76 163 2.4

40.992 -0.21 64.80 1.6 1.0 1.5 2.3 65 78 4.0

41.158 -0.13 65.23 1.6 1.0 0.6 1.7 129 149 2.2

41.195 -0.14 59.49 1.9 1.6 0.6 2.2 119 249 4.3

41.214 -0.24 60.98 1.4 0.9 0.9 1.8 134 114 2.1

41.214 -0.23 62.04 1.6 0.7 0.9 1.3 103 133 1.1

41.189 -0.26 59.91 2.1 1.3 0.4 2.0 106 277 2.9

41.208 -0.15 60.98 1.8 0.8 0.6 1.2 61 104 1.7

41.146 -0.24 62.25 2.1 1.0 0.4 2.1 82 230 1.7

41.085 -0.19 59.49 1.4 1.0 2.2 1.6 66 56 5.1

41.177 -0.27 60.76 1.9 0.7 1.0 1.4 71 149 1.2

41.048 -0.29 58.21 1.6 1.1 2.2 1.9 120 139 3.2

41.214 -0.14 65.23 1.6 1.0 0.6 1.7 95 106 2.8

41.208 -0.19 60.98 1.5 1.0 1.3 2.0 159 141 2.0

41.189 -0.14 66.71 1.7 1.1 0.6 1.8 90 123 3.4

41.091 -0.14 62.25 1.5 1.1 1.2 1.7 117 116 2.9

41.146 -0.23 63.10 2.1 0.6 0.4 1.3 60 157 1.0

40.992 -0.17 67.99 1.8 0.8 3.0 1.4 53 96 2.4

41.054 -0.17 65.44 1.7 1.2 1.9 1.3 43 62 8.0
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`peak bpeak vpeak Rcl
1 σcl dcl

2 Ncl(H2)3 ncl(H2) Mcl(H2) αvir
4

(deg) (deg) (km s−1) (pc) (km s−1) (pc) (1021 cm−2) (cm−3) (M�)

41.189 -0.25 60.98 1.2 0.7 0.4 0.7 84 40 2.9

41.085 -0.28 65.65 1.2 1.3 1.0 1.7 85 46 8.9

41.122 -0.21 64.80 2.0 1.6 1.0 2.0 84 201 5.9

41.202 -0.12 64.38 1.8 0.9 1.2 1.1 60 105 2.7

41.079 -0.15 61.83 1.6 1.1 1.2 1.8 86 96 3.9

41.183 -0.23 62.89 1.3 0.9 1.0 0.9 84 51 4.0

41.091 -0.27 55.88 1.8 1.6 1.0 2.8 72 113 9.0

G041.91-0.12

41.851 -0.09 18.80 1.0 1.3 0.7 7.1 372 92 4.4

41.869 -0.12 16.89 0.6 1.7 0.4 4.8 578 38 10.6

41.882 -0.13 14.55 0.6 1.1 0.4 3.4 315 17 8.7

41.839 -0.12 17.53 0.5 0.9 0.7 1.7 295 12 7.6

41.888 -0.15 14.55 0.5 1.0 0.5 1.4 159 6 16.2

41.851 -0.14 16.89 0.5 1.4 0.7 1.4 226 8 23.1

G041.92+0.04

41.825 0.05 16.46 0.6 1.2 0.6 3.6 584 30 5.0

41.832 0.03 15.83 0.6 1.0 0.2 3.1 321 22 6.2

41.838 0.02 14.76 0.7 0.7 0.2 2.3 182 19 3.6

41.936 0.08 19.44 0.7 1.1 0.5 2.3 256 20 8.4

41.961 -0.00 17.53 0.7 1.1 0.3 2.5 292 27 6.1

41.955 -0.01 16.89 0.7 1.2 0.3 1.9 216 19 10.7

41.924 0.05 16.25 0.6 1.5 0.8 2.8 317 17 15.7

41.924 0.10 17.95 0.7 1.3 0.5 3.3 301 36 7.1

41.899 0.10 16.25 0.6 1.3 0.1 2.3 343 27 9.3

41.936 0.01 16.46 0.8 1.6 0.3 2.1 159 23 19.3

41.967 0.02 19.65 0.7 1.1 0.3 1.6 191 20 8.4

41.850 0.03 17.31 0.8 0.6 0.3 1.1 165 27 2.7

41.899 0.11 17.10 0.6 0.7 0.1 1.5 271 15 3.6
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`peak bpeak vpeak Rcl
1 σcl dcl

2 Ncl(H2)3 ncl(H2) Mcl(H2) αvir
4

(deg) (deg) (km s−1) (pc) (km s−1) (pc) (1021 cm−2) (cm−3) (M�)

41.948 0.00 17.74 0.7 0.9 0.3 1.7 177 14 7.1

41.967 0.03 19.01 0.6 0.8 0.3 1.2 194 10 7.0

41.856 0.01 16.46 0.7 1.1 0.4 2.1 268 22 7.0

G044.28+0.11

43.999 -0.01 64.74 2.1 1.9 2.7 15.9 450 1235 1.4

44.306 0.04 56.88 3.2 2.4 2.4 16.2 334 3286 1.4

44.109 0.15 55.18 2.2 1.8 2.3 9.7 400 1173 1.4

44.275 0.04 56.88 2.7 2.0 1.7 9.7 260 1525 1.3

44.128 -0.01 59.43 2.2 1.5 1.3 6.2 218 712 1.7

44.245 0.15 58.15 2.8 1.2 1.5 5.9 186 1123 0.7

44.134 0.08 61.98 2.4 2.0 2.7 5.8 177 703 2.8

44.042 -0.02 66.23 1.7 1.0 1.3 3.2 165 219 1.6

44.029 -0.03 66.86 1.7 0.8 1.3 2.9 163 233 0.9

44.226 0.15 59.43 2.7 0.9 1.5 3.5 96 558 0.8

44.116 0.21 54.54 2.4 1.5 0.5 4.3 138 527 1.9

44.165 0.10 59.21 3.1 1.6 2.7 4.2 93 846 1.9

44.263 0.02 65.16 2.1 0.9 1.7 2.5 124 331 1.1

44.048 0.04 57.73 2.5 1.2 1.4 3.8 125 539 1.5

44.189 -0.01 58.79 2.8 1.1 1.5 4.0 89 564 1.4

44.177 0.19 59.43 3.0 1.9 3.4 4.9 134 1056 2.6

44.066 0.14 58.36 2.8 1.4 0.9 3.9 126 763 1.6

44.245 0.01 66.01 2.1 1.6 1.7 5.3 149 408 2.9

44.066 0.05 58.79 2.7 0.6 0.5 2.1 65 389 0.5

44.066 0.04 60.91 2.6 1.1 0.0 3.1 104 520 1.3

44.269 0.18 57.30 2.6 1.0 3.4 3.5 122 603 1.0

44.085 0.09 58.15 2.3 1.9 3.1 4.7 118 427 4.7

44.066 0.06 60.06 2.8 0.8 0.5 2.1 70 423 0.9

44.312 -0.02 65.38 3.0 1.6 4.2 4.6 129 1011 1.6
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`peak bpeak vpeak Rcl
1 σcl dcl

2 Ncl(H2)3 ncl(H2) Mcl(H2) αvir
4

(deg) (deg) (km s−1) (pc) (km s−1) (pc) (1021 cm−2) (cm−3) (M�)

44.066 0.04 59.64 2.2 0.7 0.0 2.0 96 308 0.6

44.066 0.13 59.21 3.1 0.9 0.9 2.7 66 566 0.9

44.275 0.07 58.79 3.1 1.4 1.9 4.5 98 878 1.4

44.146 -0.01 63.46 2.2 2.2 1.5 6.4 210 644 3.8

44.195 -0.03 57.73 2.1 1.0 1.3 2.9 127 325 1.3

44.263 0.12 59.85 2.7 1.0 2.3 2.9 71 417 1.4

44.208 -0.04 57.09 2.0 0.8 1.3 2.5 108 262 0.9

44.116 0.22 53.69 2.3 1.0 0.5 2.7 113 392 1.2

44.202 0.04 57.51 2.5 1.3 2.5 3.7 150 693 1.4

44.116 -0.00 64.10 1.6 1.2 1.3 3.6 245 301 2.0

44.220 0.18 58.15 2.9 1.1 1.9 2.6 75 512 1.5

44.189 0.01 57.30 2.3 1.3 1.9 4.2 139 483 1.7

44.269 0.09 58.58 2.7 1.3 1.9 4.3 135 761 1.3

44.239 0.04 55.81 3.2 2.0 1.9 3.6 78 727 4.0

44.128 0.13 56.45 2.8 1.6 2.3 3.5 88 533 2.4

44.337 0.11 57.73 2.8 1.1 4.2 3.1 82 542 1.3

44.331 -0.08 65.59 1.9 1.6 4.9 4.2 189 361 2.8

44.362 0.16 56.66 1.9 0.8 4.2 2.0 125 245 1.1

44.275 0.24 57.30 2.0 0.9 4.2 2.4 139 313 1.2

44.036 -0.05 65.80 1.9 2.4 1.5 5.8 200 403 6.1

G044.34+0.11

44.302 -0.81 61.08 2.8 1.4 1.6 6.1 201 1234 1.0

44.395 -0.76 64.48 2.6 1.4 1.8 8.3 174 894 1.5

44.321 -0.81 61.08 2.6 1.0 1.1 4.3 162 833 0.7

44.333 -0.81 60.65 2.8 1.3 0.7 6.8 158 1017 1.1

44.327 -0.82 61.93 3.5 1.0 0.7 5.0 127 1583 0.5

44.388 -0.79 64.05 2.6 1.3 1.6 4.0 133 685 1.3

44.333 -0.84 64.26 2.2 1.1 1.6 4.1 175 545 1.1
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`peak bpeak vpeak Rcl
1 σcl dcl

2 Ncl(H2)3 ncl(H2) Mcl(H2) αvir
4

(deg) (deg) (km s−1) (pc) (km s−1) (pc) (1021 cm−2) (cm−3) (M�)

44.407 -0.78 60.44 2.2 1.3 1.6 2.5 137 407 2.1

44.432 -0.78 61.29 2.0 1.0 1.5 2.8 139 315 1.3

44.376 -0.81 64.48 2.5 1.4 1.8 3.5 146 656 1.5

44.364 -0.88 64.69 2.4 1.4 4.2 3.7 155 652 1.8

44.432 -0.76 60.44 1.9 0.9 1.5 2.3 150 321 1.0

44.413 -0.80 65.11 2.5 0.8 1.6 2.4 85 386 1.0

1Clump effective radius
2Nearest neighbor (peak-to-peak) separation
3Peak column density
4Mvir/Mcl
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Appendix C

Spectral Line Fitter User Manual
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This appendix serves as basic instructions for using the spectral line fitter de-

scribed in 3.4.3 for general data cubes of molecular emission line spectra. Implemen-

tations of this fitter for single-pointing spectra and absorption lines exist, but are

yet to be thoroughly tested. The fitter routine is written in Python and tested most

thoroughly in version 2.7.8. It requires use of the packages os, sys, numpy, pyfits,

nmpfit, numerixenv, pdb, and matplotlib. The only two of these packages not typ-

ically included with python installations are nmpfit, the python version of the least-

squares mpfit package available for IDL, and numerixenv. The package numerixenv is

available at http://stsdas.stsci.edu/pyraf/stscidocs/pytools_pkg/pytools_

api/pytools.numerixenv-module.html, and nmpfit is available at https://trac.

stsci.edu/ssb/stsci_python/browser/stsci_python/trunk/pytools/lib/nmpfit.

py?rev=675 (note that this version contains a small error; uncomment lines 1343-

1344 and comment line 1345, otherwise the reported covariance matrix will be incor-

rect). The documentation for nmpfit is at http://cars9.uchicago.edu/software/

python/mpfit.html though users may also want to consult the IDL documenta-

tion at http://www.physics.wisc.edu/~craigm/idl/fitting.html and http://

www.physics.wisc.edu/~craigm/idl/down/mpfit.pro for additional details, but

be aware that there are some differences between the python and IDL versions, such

as in the data weighting options.

The fitting routine is designed to operate without any manual input for the user,

but a set of files are required before running the fitter. These are: the data cube(s),

corresponding signal-to-noise ratio (SNR) moment maps and RMS maps, and max-

imum value, velocity field, and velocity dispersion moment maps for each clump.

When fitting multiple lines simultaneously, such as NH3 (1,1) and (2,2), two data

cubes of equal size and expanse in position-position-velocity space, as well as SNR

http://stsdas.stsci.edu/pyraf/stscidocs/pytools_pkg/pytools_api/pytools.numerixenv-module.html
http://stsdas.stsci.edu/pyraf/stscidocs/pytools_pkg/pytools_api/pytools.numerixenv-module.html
https://trac.stsci.edu/ssb/stsci_python/browser/stsci_python/trunk/pytools/lib/nmpfit.py?rev=675
https://trac.stsci.edu/ssb/stsci_python/browser/stsci_python/trunk/pytools/lib/nmpfit.py?rev=675
https://trac.stsci.edu/ssb/stsci_python/browser/stsci_python/trunk/pytools/lib/nmpfit.py?rev=675
http://cars9.uchicago.edu/software/python/mpfit.html
http://cars9.uchicago.edu/software/python/mpfit.html
http://www.physics.wisc.edu/~craigm/idl/fitting.html
http://www.physics.wisc.edu/~craigm/idl/down/mpfit.pro
http://www.physics.wisc.edu/~craigm/idl/down/mpfit.pro
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and RMS maps for both lines, are necessary. Regions may be treated as a single

clump if no clump deconvolution was previously performed, but the fitter will only

be able to handle one velocity component per line of sight in this case. Note that the

assignment cubes themselves from clump deconvolution are not required, and so you

may use any algorithm of your choice, even manual assignment. It is sufficient for

the fitter to determine the two dimensional extent of the clumps and guesses for the

amplitudes, velocity centers, and velocity widths from the moment maps alone.

The SNR, RMS, and moment maps are made easily in CASA from the primarily

beam corrected data cubes using the immoments task. The RMS maps can be made

via

immoments(imagename=‘datacube’,

outfile=‘datacube.mom.rms’,

moments=[6],

chans=‘chan1∼chan2,chan3∼chan4’)

where some care is taken to choose ranges of line-free channels. The RMS maps have

two primary uses: (1) making the SNR map with the task immath, which in turn can

be used to mask the data to only include lines of sight with arbitrarily significant

emission, and, more importantly, (2) for calculating the χ2 value for each spectrum,

i.e. nmpfit considers the differences between the data and the model in units of

the RMS value for the spectrum. In principle this value can be specified per data

point as a way to weight the data; in practice this fitter uses a single RMS value

across a spectrum, and the value varies from spectrum to spectrum across the image.

The SNR map is only used for masking the data; if the data are already sufficiently

masked, including any mask on the clump moment maps, then the SNR map is not

critical, though the lines of code referring to the SNR map will need to be commented
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if it is not provided. The SNR maps could refer to either the peak SNR or integrated

SNR, depending on how the user wants to mask.

The moment maps can be also be created in CASA via

immoments(imagename=‘datacube’,

moments=[0,1,2,8],

mask=‘assignment==clump’,

outfile=‘datacube.mom’) ,

which also creates an integrated intensity map that can be used to generate the SNR

map if created over the entire region instead of an individual clump. The mask

parameter is optional if there exists a clump assignment cube and the moment maps

are being made for each clump. Otherwise, the chans parameter should be used to

select channels of line emission if the entire region is being treated as a single clump.

All the data cubes and maps should be exported from CASA into FITS files for the

fitter before proceeding.

The fitter operates in velocity (m s−1) and main beam temperature (K) units,

however the data cubes are assumed to be in Jy beam−1 and can either be in km

s−1, m s−1, or Hz. The fitter (within the custom function frequencyscale) checks

the header keyword CTYPE3; if it is ‘VELO’ or ‘VRAD’ the fitter takes the keywords

NAXIS3, CRVAL3, CDELT3, and CRPIX3 to compute the velocity scale, assumed to be

in m s−1 unless the keyword CUNIT3 is ‘km/s’ and then the scale is converted to m

s−1. For any other values of CTYPE3 the spectral axis is assumed to be in Hz and

is converted to m s−1 using the keywords NAXIS3, CRVAL3, CDELT3, and CRPIX3 and

the nonrelativistic radio velocity definition of the Doppler shift. The amplitude scale

is converted with the custom function jybeam2tmb, which requires the dimensions of

the beam provided by the header keywords BMAJ and BMIN, assumed to be specified
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in degrees. Future versions of the fitter will be made more flexible and careful with

units and header keywords.

The fitter uses an auxiliary file (e.g. ammonia.py) containing information specific

the molecular line(s) being fit. This file must contain: (1) a list of lines to fit (e.g.

‘11’ or ‘1-0’), (2) a dictionary of rest frequencies in GHz for the lines, (3) a dictionary

of frequency offsets for the hyperfine components in GHz from the line rest frequency

if they are to be considered for fitting the optical depth, (4) a dictionary of relative

intensities of the hyperfine components if they are to be considered for fitting the

optical depth (the absolute scaling of intensities is irrelevant), (5) functions that

describe the line shape with all the fine and hyperfine structure, (6) dictionary for

nmpfit that specifies limits on the fit parameters (see nmpfit documentation), (7) a

function for computing the column density, (8) initial guesses for the clump-averaged

spectra fit parameters except the velocity center (the routine is fairly insensitive to

these values), (9) a function to convert rotation temperature to kinetic temperature,

if applicable, and (10) physical parameters specific to the line(s) and functions. An

example of such a file for ammonia (1,1) and (2,2) is given at the end of this appenidx

in §C.1.

The fitting code may be manually updated in multiple places for a specific project:

→ maxiter = 500

the maximum number of iterations for nmpfit to perform on a fit; spectra

that hit this limit are rejected by the fitter

→ lines = [‘11’,‘22’]

specifying the particular lines of a molecule to fit

→ snrlimit = {‘11’:0.,‘22’:0.}
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the minimum SNR to try fitting; uses AND logic for multiple lines; 0 is a

safe choice if data are masked already or have clump assignments

→ Tc = {‘11’: 0.,‘22’: 0.}

the background continuum temperature not including the CMB; should

be 0 for emission line data if they are baseline subtracted; this is critical for

absorption line fitting

→ nparams = 5

the number of parameters to fit per velocity component; e.g. ammonia fitter

uses velocity center, velocity width, optical depth, excitation temperature, and

rotation temperature

→ execfile(‘ammonia.py’)

this is the auxiliary file that contains information specific to the molecular

line(s) being fit

→ regions=[‘reg1’,‘reg2’,...]

for specifying the region names

→ clumps={‘reg1’:[‘clump1’,‘clump2’,...]...}

for specifying the clump assignment numbers

→ for reg in range(0,9):

regions to loop over

→ datacube[line],hdrcube[line] =

loaddatacube(root+region+‘ ’+line+‘ Combined.fits’)
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path to data cube; header keywords are read from the first data cube only,

so other data cubes and moment maps must match

→ snr[line],dummy =

loaddatacube(root+region+‘ Combined ’+line+‘.mom.snr.fits’)

path to SNR map

→ rms,dummy =

loaddatacube(root+region+‘ Combined 11.mom.rms.fits’)

path to RMS map

→ for mo in mom: clumpdata[clnm][mo],dummy =

loaddatacube(root+region+‘ Combined 11.mom.’+mo+‘.fits’)

path to moment maps

→ mom = (‘maximum’,‘weighted coord’,‘weighted dispersion coord’)

labels for the moment map names

→ included[clnm] =

(∼numpy.isnan(clumpdata[clnm][‘weighted dispersion coord’]))

* (snr[‘11’] > snrlimit[‘11’]) * (snr[‘22’] > snrlimit[‘22’])

can change the masking here, especially if user does not want to mask based

on SNR

The fitter produces a suite of output files in the directory where it is run. For

each clump, the fitter first attempts to fit the spectrum averaged over the extent of

the clump. An image of the averaged spectrum with the fit is printed to

region Clump# IntegratedFit.png,
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and the fit parameters and covariance matrix are printed to the command line. The

covariance matrix can be used to generate error ellipses. The other outputs take the

form of parameter.region # out.fits, where # is the clump assignment number.

The files beginning with specfit and resid are cubes with the model spectrum

and the residuals, respectively, and are the same size as the input data in the same

amplitude units and with a velocity axis. All of the other outputs are two dimen-

sional maps with the same extent as the input data. The fit parameters outputs

are named velocity, fwhm, tau11, tex, and trot, and the formal uncertainties

are named dvelocity, dfwhm, dtau11, dtex, and dtrot. Each clump will have

additional outputs nnh3 for the column density and tkin for the kinetic tempera-

ture. The outputs that exist for each region (but not for each clump) include: (1)

nnh3.region total out.fits with the column densities of all the clumps summed

along the line of sight, (2) mask.region out.fits that has a map of all the lines

of sight for which a fit was output (this excludes any spectra that were manually

masked in any of the input files, the SNR was below the fit threshold, the fit did

not converge, the maximum number of fit iterations was reached, or at least one of

the best fits parameters matched the initial guess or the upper or lower limits on the

values), (3) ncomponents.region out.fits has the number of velocity components

fit along each line of sight, (4) reducechisq.region out.fits has the the reduced

χ2 value for each fit, and (5) status.region out.fits has the status flag of the fit

result. Refer to the nmpfit documentation for status flags, except for the following

user-specified flags: -1 if at least one best fit parameter matches the lower limit on

the allowed range, -2 if at least one best fit parameter matches the upper limit on the

allowed range, and -3 if at least one best fit parameter matches the initial guess. If

more than one of these conditions is met, these status flags can only indicate that at
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least one case was true (whichever was last found to be true).

To run the fitter, put the scripts clump fitter.py and ammonia.py (or other

versions of the fitter and auxiliary file) in the directory where you want the outputs,

and run python clump fitter.py. If there are no errors, the fitter will loop over each

region, print the best fit parameters and covariance matices for the average spectrum

of each clump, then print the columns in the data cube it is looping over, and finally

print DONE when it reaches completion.

C.1 Example Auxiliary File ammonia.py

#### Important constants

## (1,1) Einstein A coefficient

a11 = 1.68e-7 # Hz

## rotational constants

brot = 2.98117e11 # Hz

crot = 1.86726e11 # Hz

## List of lines that we can do

JKlines=numpy.array([’11’,’22’])

## Rest frequencies from splatalogue

restfreq = { ’11’: 23.69450,’22’: 23.72263}

## List of hyperfine component frequency offsets from center

## (1,1) & (2,2) in velocity from Kukolich

components = { ’11’: -1.* restfreq[’11’]*((1e3*

numpy.array([19.452700,19.984400,8.0195000,7.6023000,7.4831000,

0.59540000,0.45620000,0.44170000,0.32260000,0.059100000,0.0000000,-0.080100000,-0.11910000,

-7.1014000,-7.2406000,-7.6823000,-19.276300,-19.415500]))/c),

’22’: -1.* restfreq[’22’]*((1e3*

numpy.array([-26.526000,-26.011000,-25.951000,-16.382000,-16.370000,-15.854000,

-0.58900000,-0.53100000,-0.50200000,-0.013000000,-0.0040000000,0.013000000,0.52400000,0.52800000,0.56200000,

15.865000,16.379000,16.392000,25.950000,26.011000,26.526000]))/c)}
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## Relative strengths of hyperfine components

## (1,1) & (2,2) from Kukolich

scale = { ’11’: numpy.array([0.44,0.22,0.28,0.50,0.06,

0.11,0.06,0.10,0.90,0.06,1.40,0.28,0.10,0.28,0.06,0.50,0.22,0.44]),

’22’: numpy.array([0.02,0.18,0.10,0.178,0.124,0.01,

0.10,0.05,0.056,0.70,2.387,1.278,0.05,0.056,0.10,0.01,0.124,0.178,0.10,0.18,0.02])}

## Normalize each JK line since only relative strengths matter

for s in range(len(scale)):

scale[str(s+1)+str(s+1)] = scale[str(s+1)+str(s+1)]/numpy.sum(scale[str(s+1)+str(s+1)])

## Statistical weights

## accounts for rotational degeneracy, K degeneracy, and nuclear spin degeneracy

gJK = {JKlines[j]: 4*(2*(j+1.)+1)*(1+numpy.round(numpy.mod(j,3)/3.)) for j in range(len(JKlines))}

## Dipole moment dependence on (J,J) since constants cancel

## |mu(J,K)|^2 ~ K^2/(J(J+1)) ~ J(J+1)

mu2 = {JKlines[j]: (j+1.)/(j+2.) for j in range(len(JKlines))}

## Energy of lower level from splatalogue [1/cm]

EL = {’11’: 16.172,’22’: 44.794}

## Each hyperfine component is a gaussian

## Parametrize everything by (1,1) center and (1,1) FWHM

## This does not account for the spectral resolution (at least the channel width; more if

## the data were smoothed) so the resulting "observed" width is not the "true" width

def gaussiancomponent(p, freq, JK, i):

return( scale[JK][i]*numpy.exp(-4.*numpy.log(2.)*

(freq - p[0]*(restfreq[JK]/restfreq[’11’]) - components[JK][i])**2./

((p[1]*restfreq[JK]/restfreq[’11’])**2.) ) )

## Sum the hyperfine components for a single (J,K) line

def hyperfinestructure(p, freq, JK):

## first the generic shape of the optical depth profile

shape = numpy.zeros(freq.size)

for i in range(len(components[JK])): shape += gaussiancomponent(p, freq, JK, i)

## scale by ratios of constants for (J,K) compared to the (1,1) line

shape = shape*((restfreq[JK]/restfreq[’11’])*(mu2[JK]/mu2[’11’])*(gJK[JK]/gJK[’11’])*

numpy.exp(-1.43877696*(EL[JK]-EL[’11’])/p[4]) )

# (1/cm)/(Boltzmann constant)*(Planck’s constant)*c = 1.43877696 kelvin
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## Turn the optical depth into main beam temperature profile

F = ((Jfunct(p[3],freq) - Jfunct(Tc[JK] + Tcmb,freq)) * ( 1. - numpy.exp( -1.*(p[2])*shape ) ) )

return(F)

## Sum of (J,K) lines for the complete spectrum

def specline(p, freq, lines):

# p=[central frequency, frequency FWHM, (1,1) main tau, Tex, Trot]

shape = numpy.zeros(freq.size)

for line in lines:

for m in range(len(p)/nparams):

## calculate contribution from different velocity components

## clumps not along a particular LOS should have the initial guess for the

## center at 0 km/s. This should change if vLSR gets close to 0

if (p[1+m*nparams] != 0):

shape += hyperfinestructure(p[nparams*m:nparams*(m+1)], freq, line)

return(shape)

## Set constraints on fit parameters

def setparinfo(p, nparams, freq, Tcmb):

parinfo = [{}]*len(p)

## Need to do this for every component

for m in range(len(p)/nparams):

for n in range(nparams):

## Don’t bother with parameters for components not along this LOS

if (p[1+m*nparams] == 0):

parinfo[n+m*nparams] = {’value’:0, ’fixed’:1, ’limited’:[0,0],

’limits’:[0,0], ’parname’:’’,’step’:0,’mpside’:0, ’mpmaxstep’:0,’tied’:’’, ’mpprint’:0}

else:

if (n == 0):

parinfo[n+m*nparams] = {’value’:p[n+m*nparams], ’fixed’:0, ’limited’:[1,1],

’limits’:[p[0+m*nparams]-5*p[1+m*nparams],p[0+m*nparams]+5*p[1+m*nparams]],

’parname’:’Central Frequency’,’step’:0,’mpside’:0,

’mpmaxstep’:(numpy.abs(freq[1]-freq[0])/2.),’tied’:’’, ’mpprint’:1}

if (n == 1):

parinfo[n+m*nparams] = {’value’:p[n+m*nparams], ’fixed’:0, ’limited’:[1,1],

’limits’:[0,5*p[1+m*nparams]], ’parname’:’Frequency Width’,’step’:0,’mpside’:0,

’mpmaxstep’:(numpy.abs(freq[1]-freq[0])/2.),’tied’:’’, ’mpprint’:1}

if (n == 2):

parinfo[n+m*nparams] = {’value’:p[n+m*nparams], ’fixed’:0, ’limited’:[1,1],
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’limits’:[0,20.], ’parname’:’(1,1) Main Optical Depth’,’step’:0,’mpside’:0,

’mpmaxstep’:0.1,’tied’:’’, ’mpprint’:1}

if (n == 3):

parinfo[n+m*nparams] = {’value’:p[n+m*nparams], ’fixed’:0, ’limited’:[1,1],

’limits’:[Tcmb,20.], ’parname’:’Tex’,’step’:0,’mpside’:0, ’mpmaxstep’:0.1,’tied’:’’, ’mpprint’:1}

if (n == 4):

parinfo[n+m*nparams] = {’value’:p[n+m*nparams], ’fixed’:0, ’limited’:[1,1],

’limits’:[Tcmb,40.], ’parname’:’Trot’,’step’:0,’mpside’:0, ’mpmaxstep’:0.1,’tied’:’’, ’mpprint’:1}

return(parinfo)

## Ammonia partition function for column density calculation

def partition(J,trot):

orthopara = numpy.mod(J,3)

S = 1

if (orthopara == 0): S = 2

return( (2*J + 1) * S * numpy.exp(-1.*h*(brot*J*(J+1)+(crot-brot)*J**2)/kB/trot) )

## Kinetic temperature following Rosolowsky

def kinetictemp(results):

return(results[:,:,4]/(1.-results[:,:,4]/42.*numpy.log(1.+1.1*numpy.exp(-16./results[:,:,4]))))

## Column density of (1,1)

def N11(results):

return(4.*(restfreq[’11’]*1e9)**2/(c*1e2)**2 * numpy.sqrt(numpy.pi**3/numpy.log(2.)) * (1./1.) * 1./a11 * results[:,:,2] *

(results[:,:,1]*1e9) * (1. + numpy.exp(-1.*h*(restfreq[’11’]*1e9)/kB/results[:,:,3]))/(

1. - numpy.exp(-1.*h*(restfreq[’11’]*1e9)/kB/results[:,:,3])) / 1e15)

## Total ammonia column density

def NNH3(results):

z11 = partition(1,results[:,:,4])

z = z11

for i in range(2,101): z += partition(i,results[:,:,4])

return(N11(results) * z/z11)

## Completely blind initial guesses for averaged spectrum fit

## We’ll get the line center from the maximum in the data

def initialguesses():

return(numpy.array([0., 1e-4, 5., 5., 20.]))
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Appendix D

Molecular Gas Clumps in IRDC

Sample
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Table D.1:: Clump Properties

Peak Coordinates cprops Herschel Spectral Line Fitting Spitzer

R.A. (J2000) Decl. (J2000) vLSR Reff A0 70 µm 〈σline〉 〈τ0〉 〈TK〉 〈N(NH3)〉 〈τ24µm〉1

hh:mm:ss dd:mm:ss (km s−1) (pc) source? (km s−1) (K) (1023 cm−2)

G010.74-00.13 (ffore = 0.095)2

18:09:45 -19:42:29 28.50 0.17 2.1 N 1.0 7.3 14.1 0.8 0.35

18:09:45 -19:42:07 28.50 0.16 1.2 Y 1.0 8.3 15.1 1.1 0.34

18:09:44 -19:42:06 29.16 0.11 2.1 N 0.7 7.9 14.0 0.6 0.37

18:09:46 -19:41:47 29.82 0.16 2.5 Y 1.0 8.1 14.7 0.9 0.27

G022.56-00.20 (ffore = 0.173)

18:33:00 -09:19:59 74.84 0.15 3.0 Y 1.3 6.7 16.5 1.0 0.20

18:33:01 -09:19:56 76.82 0.09 1.6 N 1.6 6.0 15.7 0.9 0.19

18:33:00 -09:20:04 78.14 0.09 2.8 N 1.6 5.1 16.3 0.7 0.22

G024.60+00.08 (ffore = 0.127)

18:35:40 -07:18:36 52.49 0.12 1.4 Y 1.4 4.5 19.8 0.8 0.19

18:35:39 -07:18:55 53.15 0.17 1.5 N 0.8 6.1 14.0 0.6 0.28

18:35:40 -07:19:06 53.81 0.09 1.2 N 0.6 6.1 14.2 0.4 0.23

18:35:40 -07:18:31 53.81 0.10 1.2 N 1.0 4.5 18.1 0.6 0.15

18:35:41 -07:18:03 53.81 0.03 3.4 N 0.3 8.4 11.7 0.6 0.06

18:35:41 -07:19:08 54.14 0.05 1.6 N 0.4 5.6 16.0 0.4 0.19

G028.23-00.19 (ffore = 0.220)

18:43:31 -04:13:23 79.15 0.09 1.5 N 1.2 12.2 13.9 1.5 0.84

18:43:30 -04:13:09 79.81 0.08 1.3 N 1.0 9.5 13.6 0.8 0.77

18:43:30 -04:12:59 80.14 0.08 1.8 N 1.5 6.2 12.3 0.8 0.70

18:43:29 -04:12:34 80.14 0.05 1.8 N 0.9 4.6 13.8 0.4 · · ·

18:43:29 -04:12:27 80.14 0.06 2.9 N 1.1 3.5 14.6 0.4 0.44

18:43:30 -04:12:30 80.80 0.06 4.4 N 1.1 9.9 13.1 0.9 0.63

18:43:30 -04:13:32 81.13 0.05 1.7 N 0.8 8.5 14.0 0.7 0.67

18:43:29 -04:12:51 81.13 0.04 1.8 N 1.2 13.0 11.4 1.2 0.56

G031.97+00.07 (ffore = 0.328)

18:49:29 -00:48:53 93.85 0.18 1.3 N 1.0 7.6 15.3 0.9 0.15

18:49:26 -00:49:52 94.18 0.09 2.0 N 0.6 7.3 12.9 0.5 0.29

18:49:31 -00:47:09 94.18 0.10 1.2 N 2.3 4.3 18.9 0.9 0.12

18:49:28 -00:48:30 94.51 0.17 1.5 N 1.2 4.7 18.1 0.6 0.18

18:49:29 -00:48:03 94.51 0.17 1.9 Y 1.3 5.5 18.1 0.7 0.18

18:49:30 -00:47:23 94.51 0.07 1.7 N 0.7 6.6 16.4 0.6 0.17

18:49:30 -00:48:18 94.84 0.07 2.9 N 1.0 6.1 16.5 0.5 0.28

18:49:32 -00:48:04 94.84 0.17 1.5 N 1.7 5.4 17.1 0.9 0.29

18:49:30 -00:46:46 94.84 0.08 1.4 N 1.6 4.4 16.9 0.7 0.14

18:49:32 -00:46:29 94.84 0.08 2.3 N 1.8 2.8 19.5 0.6 · · ·

18:49:26 -00:50:28 95.50 0.06 3.4 N 1.1 6.8 12.7 0.8 0.28

18:49:31 -00:47:17 95.50 0.10 1.3 N 1.8 3.6 17.3 0.6 0.25

18:49:33 -00:47:15 95.50 0.16 1.7 N 2.2 5.4 18.4 1.1 0.14

18:49:24 -00:50:07 95.83 0.09 3.3 N 1.0 5.6 13.8 0.5 0.29

18:49:34 -00:46:44 95.83 0.28 1.1 Y 1.8 5.2 18.9 1.2 0.01

18:49:28 -00:49:39 96.49 0.18 2.0 N 0.9 7.2 13.2 0.8 0.28

18:49:33 -00:47:33 96.49 0.25 2.1 N 1.7 6.6 16.7 1.2 0.25

18:49:25 -00:50:09 96.82 0.08 4.7 N 1.5 7.4 12.2 1.0 0.25

18:49:31 -00:46:46 98.47 0.06 2.1 N 1.3 4.1 18.0 0.5 · · ·

18:49:32 -00:46:59 99.46 0.18 1.3 Y 2.0 6.3 18.0 1.2 0.12
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Peak Coordinates cprops Herschel Spectral Line Fitting Spitzer

R.A. (J2000) Decl. (J2000) vLSR Reff A0 70 µm 〈σline〉 〈τ0〉 〈TK〉 〈N(NH3)〉 〈τ24µm〉1

hh:mm:ss dd:mm:ss (km s−1) (pc) source? (km s−1) (K) (1023 cm−2)

18:49:31 -00:46:41 99.46 0.12 2.5 N 0.9 5.4 17.6 0.6 0.05

G032.70-00.30 (ffore = 0.289)

18:52:03 -00:21:09 89.83 0.04 1.3 N 0.5 4.9 10.5 0.5 0.31

18:52:05 -00:20:54 90.16 0.08 3.7 Y 0.8 5.2 14.3 0.5 0.25

18:52:07 -00:20:06 90.82 0.05 2.0 N 0.4 3.6 12.6 0.3 0.32

G034.43+00.24 (ffore = 0.058)

18:53:17 01:23:45 55.86 0.10 2.1 N 1.4 5.7 19.7 0.8 0.01

18:53:17 01:24:32 56.19 0.08 2.0 N 1.6 5.3 18.9 1.3 · · ·

18:53:17 01:26:52 56.19 0.05 1.8 N 0.6 6.5 12.8 0.5 0.01

18:53:18 01:24:51 56.52 0.08 1.1 Y 2.6 4.4 24.6 2.0 · · ·

18:53:18 01:26:37 56.52 0.04 2.8 N 0.4 6.6 11.9 0.5 0.01

18:53:16 01:26:30 56.85 0.04 2.6 Y 1.3 6.5 13.6 0.9 · · ·

18:53:15 01:26:58 56.85 0.02 2.2 N 0.4 9.4 13.1 0.6 · · ·

18:53:17 01:23:59 57.18 0.02 1.9 N 1.2 4.7 13.8 0.7 · · ·

18:53:21 01:23:08 57.51 0.02 2.5 N 0.4 8.6 11.2 0.6 0.00

18:53:18 01:25:25 57.51 0.08 1.4 Y 2.3 4.3 27.9 1.8 · · ·

18:53:19 01:26:27 57.51 0.09 2.5 N 1.0 5.6 14.1 0.7 0.04

18:53:19 01:24:29 57.84 0.14 2.7 Y 1.7 6.1 20.6 1.6 0.01

18:53:18 01:25:37 58.17 0.11 1.2 N 1.5 5.5 19.8 1.3 · · ·

18:53:19 01:23:13 58.50 0.05 2.3 N 1.0 6.7 14.7 0.8 · · ·

18:53:18 01:25:13 58.50 0.06 1.6 N 1.5 6.0 21.3 1.7 · · ·

18:53:19 01:27:49 58.50 0.13 2.9 Y 1.1 6.3 13.9 0.9 0.06

18:53:20 01:28:21 59.49 0.09 1.4 Y 1.2 5.2 20.3 1.1 0.05

18:53:21 01:26:57 59.82 0.02 1.8 N 0.9 5.4 13.8 0.7 0.01

G035.39-00.33 (ffore = 0.131)

18:57:08 02:08:25 42.53 0.09 2.1 N 0.8 7.1 12.8 0.7 0.20

18:57:10 02:07:36 44.84 0.14 1.6 N 0.8 7.9 14.2 0.8 0.34

18:57:09 02:07:08 45.17 0.04 1.9 N 0.4 6.7 11.8 0.5 0.27

18:57:09 02:08:18 45.17 0.09 1.4 Y 1.0 5.2 14.4 0.6 0.23

18:57:07 02:08:41 45.17 0.03 2.0 N 0.7 5.2 14.0 0.7 0.25

18:57:08 02:07:52 45.50 0.10 1.3 Y 0.9 7.4 13.5 0.8 0.32

18:57:09 02:07:52 45.50 0.11 1.8 Y 1.0 5.3 14.5 0.6 0.26

18:57:08 02:08:03 45.50 0.13 1.4 Y 0.7 8.1 13.9 0.7 0.29

G038.95-00.47 (ffore = 0.131)

19:04:07 05:08:47 42.16 0.10 1.3 N 1.2 5.2 17.6 0.9 0.23

19:04:10 05:09:14 42.16 0.04 2.0 N 0.6 4.9 22.9 0.3 0.22

19:04:06 05:08:50 42.49 0.07 1.9 Y 1.3 4.0 13.2 0.6 0.16

19:04:08 05:09:30 42.49 0.10 1.7 Y 1.3 3.8 15.1 0.5 0.16

19:04:10 05:08:43 42.82 0.04 1.1 N 0.6 4.5 13.6 0.5 0.24

19:04:10 05:08:54 42.82 0.05 1.6 N 1.1 3.9 15.0 0.5 0.10

19:04:08 05:08:56 42.82 0.10 2.0 Y 1.3 3.2 15.3 0.5 0.26

19:04:08 05:09:09 42.82 0.11 1.1 N 1.0 3.4 17.1 0.4 0.27

19:04:07 05:09:46 42.82 0.08 1.4 Y 1.1 4.9 18.3 0.8 0.27

19:04:10 05:09:05 43.15 0.04 1.3 N 0.8 4.2 15.0 0.4 0.17

1τ24µm cannot be computed for some clumps because IR emission covers their entire angular
extent or the contrast with the background is too low.

2ffore is the estimated fraction of diffuse galactic IR emission that is foreground to the cloud, and
is used to calculate τ24µm (see §3.4.2).
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Appendix E

Stability of Molecular Gas Clumps
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Table E.1:: Clump Stability

Mcl
1 tff,sph tff,cyl Mvir,sph Mvir,cyl αvir,sph αvir,cyl cs M Bmin

(M�) (Myr) (Myr) (M�) (M�) (km s−1) (mG)

G010.74-00.13

409 0.06 0.10 217 152 0.53 0.37 0.26 3.9 1.37

454 0.05 0.05 171 91 0.38 0.20 0.27 3.5 1.88

112 0.06 0.10 59 41 0.53 0.36 0.26 2.5 0.87

348 0.06 0.12 195 149 0.56 0.43 0.27 3.8 1.36

G022.56-00.20

486 0.05 0.11 287 238 0.59 0.49 0.29 4.4 2.09

162 0.04 0.05 264 158 1.63 0.97 0.28 5.6 1.95

103 0.04 0.10 257 207 2.50 2.01 0.28 5.5 1.33

G024.60+00.08

174 0.05 0.06 271 155 1.56 0.89 0.31 4.5 1.28

243 0.07 0.09 136 80 0.56 0.33 0.26 3.2 0.88

63 0.06 0.06 40 21 0.63 0.33 0.27 2.2 0.72

88 0.05 0.05 119 63 1.36 0.72 0.30 3.5 0.99

6 0.04 0.10 3 3 0.52 0.46 0.24 1.2 0.67

14 0.05 0.06 10 6 0.70 0.42 0.28 1.4 0.59

G028.23-00.19

199 0.03 0.04 156 91 0.78 0.46 0.26 4.5 2.34

80 0.04 0.04 85 46 1.06 0.57 0.26 3.7 1.30

99 0.04 0.05 199 128 2.01 1.30 0.25 6.0 1.73

21 0.03 0.05 41 26 1.93 1.24 0.26 3.3 1.05

24 0.05 0.11 82 67 3.45 2.81 0.27 4.1 0.72

41 0.03 0.12 74 74 1.81 1.81 0.25 4.2 1.31

42 0.03 0.04 32 20 0.77 0.48 0.26 2.9 1.84

28 0.02 0.03 58 38 2.09 1.36 0.24 5.0 2.30

G031.97+00.07

871 0.04 0.05 212 118 0.24 0.13 0.28 3.7 2.89
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Mcl
1 tff,sph tff,cyl Mvir,sph Mvir,cyl αvir,sph αvir,cyl cs M Bmin

(M�) (Myr) (Myr) (M�) (M�) (km s−1) (mG)

103 0.05 0.08 36 24 0.35 0.24 0.25 2.2 1.18

116 0.05 0.05 631 336 5.43 2.89 0.31 7.5 1.14

454 0.05 0.07 301 179 0.66 0.39 0.30 4.1 1.62

408 0.06 0.09 319 210 0.78 0.51 0.30 4.2 1.45

59 0.04 0.05 39 24 0.65 0.41 0.29 2.5 1.37

59 0.04 0.10 87 71 1.46 1.20 0.29 3.5 1.16

551 0.05 0.06 568 335 1.03 0.61 0.29 5.8 1.95

104 0.04 0.04 225 129 2.17 1.25 0.29 5.5 1.77

93 0.04 0.08 300 219 3.21 2.35 0.31 5.7 1.40

96 0.03 0.07 91 80 0.94 0.83 0.25 4.5 2.63

26 0.10 0.11 383 212 14.81 8.20 0.29 6.3 0.28

715 0.04 0.06 895 560 1.25 0.78 0.30 7.2 2.71

109 0.04 0.11 95 84 0.87 0.77 0.26 3.7 1.54

2759 0.05 0.04 1082 536 0.39 0.19 0.31 5.9 3.47

654 0.05 0.08 177 119 0.27 0.18 0.26 3.6 2.00

2110 0.05 0.08 817 566 0.39 0.27 0.29 5.8 3.39

102 0.03 0.13 209 218 2.04 2.13 0.25 6.2 1.78

37 0.04 0.06 104 72 2.84 1.96 0.30 4.2 1.14

826 0.04 0.05 786 436 0.95 0.53 0.30 6.5 2.69

219 0.05 0.09 120 91 0.55 0.41 0.30 3.1 1.59

G032.70-00.30

17 0.03 0.03 9 5 0.54 0.29 0.23 2.0 1.32

79 0.04 0.12 54 50 0.69 0.63 0.27 2.9 1.31

14 0.05 0.08 9 6 0.65 0.44 0.25 1.5 0.54

G034.43+00.24

24 0.10 0.17 222 154 9.27 6.43 0.31 4.5 0.27

59 0.04 0.07 216 149 3.65 2.51 0.31 5.1 1.06

12 0.06 0.09 25 16 2.12 1.36 0.25 2.4 0.39
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Mcl
1 tff,sph tff,cyl Mvir,sph Mvir,cyl αvir,sph αvir,cyl cs M Bmin

(M�) (Myr) (Myr) (M�) (M�) (km s−1) (mG)

96 0.04 0.04 670 342 6.97 3.55 0.35 7.5 1.41

5 0.06 0.14 6 5 1.35 1.09 0.24 1.5 0.31

7 0.04 0.09 71 54 10.43 8.04 0.26 5.0 0.53

3 0.04 0.06 4 3 1.50 1.06 0.26 1.5 0.48

3 0.04 0.06 43 28 16.55 11.03 0.26 4.6 0.42

3 0.04 0.08 5 4 1.98 1.50 0.24 1.8 0.44

59 0.04 0.05 449 254 7.56 4.27 0.37 6.1 1.06

37 0.07 0.14 103 78 2.79 2.10 0.26 3.8 0.48

196 0.06 0.14 489 385 2.49 1.96 0.32 5.4 1.01

116 0.06 0.06 305 163 2.63 1.41 0.31 4.9 0.97

16 0.05 0.09 59 43 3.65 2.64 0.27 3.6 0.58

55 0.04 0.05 156 96 2.86 1.75 0.33 4.5 1.41

116 0.07 0.16 176 144 1.51 1.24 0.26 4.1 0.74

76 0.05 0.06 146 83 1.91 1.09 0.32 3.7 0.93

3 0.03 0.05 20 13 7.53 4.87 0.26 3.5 0.62

G035.39-00.33

58 0.06 0.10 73 50 1.27 0.87 0.25 3.3 0.74

249 0.06 0.07 117 71 0.47 0.28 0.27 3.1 1.23

12 0.05 0.07 9 6 0.78 0.51 0.24 1.7 0.59

55 0.06 0.06 93 52 1.70 0.95 0.27 3.6 0.76

6 0.04 0.07 19 13 3.41 2.33 0.26 2.7 0.55

126 0.05 0.05 107 57 0.84 0.45 0.26 3.6 1.21

106 0.06 0.08 125 79 1.18 0.75 0.27 3.7 0.89

187 0.06 0.07 74 42 0.39 0.23 0.26 2.6 1.05

G038.95-00.47

115 0.05 0.05 173 94 1.51 0.82 0.30 4.2 1.22

1 0.10 0.16 16 11 12.00 8.22 0.34 1.8 0.10

26 0.06 0.10 155 104 5.88 3.93 0.26 5.3 0.50
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Mcl
1 tff,sph tff,cyl Mvir,sph Mvir,cyl αvir,sph αvir,cyl cs M Bmin

(M�) (Myr) (Myr) (M�) (M�) (km s−1) (mG)

71 0.06 0.09 207 129 2.94 1.82 0.27 4.8 0.70

7 0.06 0.05 17 9 2.50 1.27 0.26 2.2 0.38

9 0.07 0.09 75 45 8.59 5.18 0.27 4.1 0.33

55 0.07 0.11 192 130 3.48 2.36 0.28 4.7 0.60

61 0.08 0.07 120 61 1.96 0.99 0.29 3.3 0.50

68 0.05 0.05 112 64 1.65 0.94 0.30 3.6 1.05

6 0.06 0.07 35 19 5.95 3.29 0.27 3.0 0.30

1Clumps appear in the same order as Table 3.4.
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