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Introduction 

 

Natural Language Processing (NLP) is a field of study that combines computer science, 

artificial intelligence, and linguistics to enable computers to process and analyze human language. 

The goal of NLP is to create computer programs that can read, understand, and generate natural 

language which can be applied in a wide range of fields, including healthcare, education, business, 

and more (Allen, 2003). One of the most prominent applications of NLP is in the area of language 

translation, where it has the potential to greatly facilitate communication between individuals who 

speak different languages (Zong & Hong, 2018). However, the implementation of NLP 

applications is not a neutral process determined solely by technical factors, but is instead 

influenced by a range of social and cultural factors. Understanding the interplay between these 

factors is critical to developing NLP applications that are not only effective, but also ethical and 

socially responsible. In this paper, we will explore the influence of social forces and values on 

NLP applications for language translation, drawing on the insights provided by the Social 

Construction of Technology (SCOT) framework. Specifically, we will analyze how different social 

groups and actors shape the development and use of NLP for language translation, how NLP is 

socially constructed, and how the blackboxing of NLP affects its development and use. Ultimately, 

this paper argues that a deeper understanding of the social dimensions of NLP applications for 

language translation is necessary for ensuring that these technologies are developed and used in 

ways that align with broader social goals and values. 

 

Overview of NLP Applications and the SCOT Framework 

 

Applications of Natural Language Processing are designed to enable computers to 

understand and generate natural language. This is achieved through various techniques, including 

statistical models, rule-based systems, and deep learning methods like neural networks. These 



techniques allow computers to recognize patterns in language data and make predictions based on 

those patterns. Some common NLP applications include information retrieval, sentiment analysis, 

speech recognition, and machine translation (Allen, 2003). Information retrieval is involves 

developing search engines that can understand natural language queries, while sentiment analysis 

can be used to analyze social media posts, customer feedback and other text data to determine the 

sentiment or emotion expressed by the author. Speech recognition can help transcribe spoken 

language into text, while machine translation is used to automatically translate text from one 

language to another (Zong & Hong, 2018). 

The Social Construction of Technology (SCOT) framework is a theoretical approach that 

has been widely used to analyze the relationship between technology and society. Proposed by 

Hans Klein and Daniel Lee Kleinman (2002), the SCOT framework emphasizes that technology 

is not a fixed object or objective entity, but is instead shaped by the social and cultural context in 

which it is developed and used. According to SCOT, technologies are the products of social groups 

and actors who negotiate and contest over their meanings, uses, and functions (Klein & Kleinman, 

2002). At the core of the SCOT framework are several key concepts, including interpretive 

flexibility, the role of relevant social groups, and the importance of technological artifacts in 

shaping social relations (Klein & Kleinman, 2002). Interpretive flexibility refers to the idea that 

technologies can be interpreted and used in multiple ways by different social groups depending on 

their needs and interests. Relevant social groups are those who have a stake in the development 

and use of that technology, and ultimately, they have an interest in shaping the outcome of that 

technology. These components of SCOT demonstrate that technological artifacts are not neutral 

tools, but instead are filled with social meanings and values that reflect the interests and 

perspectives of their designers and users. It is essential to analyze these factors when considering 



technologies, and will be critical for assessing the performance and effectiveness of NLP in 

language translation. 

 

The Social Construction of NLP Applications for Language Translation 

 

The development and use of NLP applications for language translation are shaped by a 

range of social groups and actors. These groups have varying levels of influence, and can have 

more say in how the NLP application is shaped. One of the most important social groups are 

language communities (Nwokediuko, 2012). Understandably, language communities play a 

crucial role in shaping an application designed for language translation. These are the people who 

will use the application to communicate with individuals who speak different language. As such, 

they have influence when providing feedback on the effectiveness and usability of these 

applications. For example, Spanish-speaking communities may have different needs and 

preferences than Chinese-speaking communities when it comes to language translation tools. Some 

other language communities by be able to even have unique insights into the effectiveness and 

usability during development of these applications. Language communities can also bring their own 

linguistic and cultural perspectives to the development of NLP applications (Maxwelll-Smith et al., 

2020). These perspectives inform the design of language translation applications and help ensure 

they are culturally and linguistically appropriate. Bilingual speakers, for instance, can provide 

valuable feedback on how well an NLP tool captures the nuances of their language, and whether 

it accurately reflects the way that they speak their language in their daily lives (Maxwelll- Smith et 

al., 2020). These individuals can give input on the translations of slang or inform developers of 

words to avoid that are insensitive or have additional meanings. Language communities could also 

affect which features are prioritized or emphasized during development. A culture that deeply 

values and respects nature may advocate for the development of a precise 



translation tool that can accurately convey the meaning of words associated with the natural world 

(Chi et al., 2023). Incorporating a diverse range of viewpoints can enhance the development of 

NLP applications, ensuring their cultural and linguistic appropriateness. 

Governments and policymakers also play an important role in shaping NLP applications 

for language translation. They can influence the development and use of these applications through 

laws and regulations, funding decisions, and public policies. For example, governments may fund 

research into NLP applications for language translation, or they may require that certain types of 

documents be translated using specific NLP applications (Iriberri & Leroy, 2007). Additionally, 

Technology developers and companies are key actors in the development and deployment of NLP 

applications for language translation. They are responsible for creating the algorithms and software 

that power these applications. They also have a significant influence on the direction and scope of 

NLP research. Technology developers and companies are driven by economic interests and may 

prioritize certain applications based on their potential profitability. However, they can also be 

influenced by broader social values and goals, such as ethical considerations and social 

responsibility. 

The SCOT framework also highlights the concept of interpretive flexibility, referring to 

the idea that different actors can have different interpretations of a technology, and this can lead 

to variations in its development, usage, and impact (Klein & Kleinman, 2002). The social groups 

that were just discussed demonstrate the concept of interpretive flexibility as seen in SCOT. Some 

language communities may place a high value of preserving their language and culture and may 

be resistant to using NLP translation applications (Chang et al., 2019). Others may see these 

applications as a valuable tool for promoting cross-cultural understanding and be more open to 

their use. Some actors may use the application for political purposes, such as in a diplomatic 



context where it is used to facilitate negotiations between countries. For businesses, the focus may 

be placed on producing fast and accurate translations that allow for efficient communication and 

transactions (Gilson & Weyns, 2019). In all of these cases, the interpretive flexibility of NLP 

translation applications demonstrate the ways in which social and cultural factors can shape the 

development and use of its technology. It also shows the importance of considering the 

perspectives and values of different actors in the design and implementation of these technologies. 

 

The Blackboxing of NLP 

 

Blackboxing is a term used to describe the process by which complex systems, such as 

NLP applications, are made to appear as “black boxes” to users, meaning that the inner workings 

of the system are hidden from view (Choudhary et al., 2022). The intent of blackboxing is typically 

to protect intellectual property or trade secrets, where companies or individuals may purposefully 

keep certain aspects of their technology or products hidden from competitors. However, 

blackboxing can also have negative consequences, such as when it is used to conceal bias or 

unethical practices within a system. This can prevent users from understanding how decisions are 

being made or from identifying and addressing potential issues or injustices. In such cases, 

blackboxing can be seen as a way to avoid accountability as it becomes difficult to identify who 

or what is responsible for the decisions made by the system. For example, if an NLP application 

makes an inaccurate translation, it may be unclear who is responsible for the error. This can make 

it difficult to assign blame and to ensure that appropriate action is taken to address the problem. It 

can also limit transparency, as users are unable to understand how the system arrives at its 

decisions. This can lead to mistrust and undermine the user's confidence in the system. Lack of 

transparency can also limit the ability of researchers and developers to identify and address 

potential biases or errors in the system (Tsvetkov et al., 2019). 



NLP applications are often blackboxed through the use of proprietary algorithms and 

closed-source software. Language translation software is no different from many other software 

products developed by companies. Blackboxing is used to protect intellectual property and stop 

replication of ideas by competitors, but it can create problems. In addition to the previously 

mentioned accountability and transparency issues, the blackboxing of NLP applications can raise 

ethical considerations, such as concerns about bias, fairness, and privacy (Yanbo, 2020). 

A major ethical concern of nearly all NLP applications is bias. If the algorithms and 

decision-making processes within an NLP application are not transparent, it can be difficult to 

determine whether they are biased against certain groups or individuals. For example, if an NLP 

application used to screen job candidates has been trained on historical data that reflects biases 

against certain groups, the application may unfairly disadvantage those groups in the screening 

process. Blackboxing the application can make it difficult to get to the root of this issue (Tsvetkov 

et al., 2019). Similarly, the blackboxing of NLP applications can also raise concerns related to 

fairness. If an NLP application is making decisions that affect people's lives, such as decisions 

related to credit scoring or healthcare, it is important that those decisions are made in a fair and 

transparent manner. Blackboxing can make it difficult to ensure that the decisions being made are 

fair and unbiased (Grandvoinnet et al., 2015). There can also be issues related to privacy created 

by blackboxing. If the data being processed by an NLP application is not transparently and securely 

handled, it can put people's personal information at risk. This can be particularly concerning in 

cases where the data being processed is sensitive or personal, such as in healthcare or financial 

applications (Grandvoinnet et al., 2015). Unfortunately, blackboxing is not an entirely negative 

process. There are significant benefits of it that were mentioned before, and it can be hard to justify 



that companies should stop doing so. As such, the issues it can produce are important to understand 

as they may be here to stay. 

 

Case Studies 

 

NLP language translation applications have become an integral part of our daily lives. 

These apps have made it easier than ever before to communicate and interact with people from 

different parts of the world, breaking down language barriers and fostering greater global 

connectivity. However, these applications are not without their issues. Even the most popular 

applications have had their share of ethical concerns. Google Translate has been a widely used 

NLP application for language translation since its inception in 2006. However, it has been 

criticized for perpetuating gender stereotypes in its translations. This issue formed due to how 

Google Translate has been “trained”, referring to how the algorithm learns from data given to it. 

Google Translate has been trained on vast amounts of text from the internet, which reflects the 

biases and stereotypes present in society. In many cases, the text used to train Google Translate 

contains gender-specific language that reinforces stereotypes about gender roles and professions. 

For example, a 2016 study (Bolukbasi et al., 2016) found that Google Translate consistently 

assigned gender to certain professions. For instance, the study found that doctors and engineers 

were frequently to be male, and nurses and teachers were assigned to be female. Additionally, the 

study also found that certain adjectives were associated with specific genders as well. “Strong” 

and “powerful” were translated to male in many languages, while “weak” and “passive” were 

translated to female (Bolukbasi et al., 2016). 

To address these issues, Google has taken steps to improve the gender sensitivity of its 

translations. In 2018, it introduced gender-specific translations for a limited set of languages, 

allowing users to choose between masculine and feminine translations for certain phrases. It also 



began using machine learning to detect and reduce gender bias in translations, and worked with 

linguists to identify and address gender-specific issues in different languages (Fitria, 2021). 

However, Google is not the only company to experience issues with their NLP applications. 

In 2016, a popular NLP application called “Tay” was launched by Microsoft. Tay was an 

experimental chatbot designed to learn and interact with users via Twitter, with the aim of 

improving its conversational skills over time. However, within 24 hours of its launch, Tay began 

to produce racist and offensive content in its responses to users (Victor, 2016). Tay’s responses 

included a range of offensive and racist comments, including references to Hitler, support for 

genocide, and racist slurs. These extreme responses were not values that Microsoft designed Tay 

to have. Tay’s machine learning algorithms were designed to learn from interactions with other 

Twitter users, and to adjust its responses based on the language and content of those interactions. 

However, as users began to interact with Tay, they intentionally fed it with offensive content and 

Tay learned from those users. 

The developers of Tay had not anticipated the extent to which users would intentionally try 

to manipulate the chatbot, and as a result, Tay's responses were not properly monitored or 

controlled (Wolf et al., 2017). As a result, Tay's learning algorithms were influenced by the 

harmful biases and prejudices present in the interactions it had with users, ultimately leading to its 

inappropriate responses. This case highlights the importance of careful monitoring and control in 

the development of NLP language applications. Machine learning algorithms can be powerful tools 

for improving the accuracy and effectiveness of these applications, but they are also vulnerable to 

the biases and prejudices of the people who interact with them (Yanbo, 2020). As such, it is 

essential to consider the potential risks and challenges involved in the development of these tools, 

and to take steps to mitigate these risks as much as possible. 



Conclusion 

 

The study of natural language processing applications for language translation through the 

lens of the social construction of technology theory provides valuable insights into the social, 

cultural, and political factors that shape the development and use of these applications. We have 

explored the social construction of NLP applications, which are not neutral tools but rather 

products of social groups and actors that bring their own interests, values, and perspectives to the 

table. Additionally, we have discussed the blackboxing of NLP, which creates significant 

challenges for ensuring accountability, transparency, and ethical considerations in the 

development and use of these applications. Through the studies of Google Translate and 

Microsoft’s Tay, we have seen the real-world implications of the issues surrounding NLP 

applications for language translation. As technology continues to advance and become more 

integrated into our lives, it is essential that we critically examine and understand the ways in which 

these tools are designed, developed, and deployed. Only then can we work towards ensuring that 

NLP applications for language translation are developed and used in a socially responsible and 

ethical manner. 
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