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ABSTRACT 

 

As cloud computing, online services and user storage continue to grow, large companies continue 

building data center facilities to serve end user requirements. These large data center facilities are 

warehouse-scale computers in their own right and the cost efficiency of such data centers is critical 

for both cloud and enterprise business. Data center infrastructure can be partitioned logically into 

IT infrastructure (server and network), Critical Environment infrastructures (power, cooling) and 

management infrastructure that coordinates all the other infrastructures. Although the IT 

component of the data center is crucial for applications to run, almost one-third of the total cost of 

ownership in a data center is spent towards building and operating the critical environment 

infrastructure. Data center operators strive to reduce the cost of the critical environment 

infrastructure, in order to increase the server portion of the capital expense investment. However, 

reduction of this cost usually comes at the expense of increase in failures or unavailability of the 

server infrastructure. In this work, we explore the impact of data center infrastructure on server 

availability ï we first characterize server component failures with respect to temperature (Cooling 

System), evaluating the relationship between server hard disk drive failures and temperature in 

detail. We then evaluate power availability events and their impact on data center power 

provisioning (Power System). We then focus on the critical management infrastructure that 

coordinates all of the infrastructure, and propose a novel, low-cost, wireless-based management 

solution for data center management (Management System). We also present a new class of 

failures in data centers (Soft Failures), which results in service unavailability, but does not need 

actual hardware replacements. 

  



ii  

 

  



iii  

 

Acknowledgements  

I would like to thank my advisor, Professor Sudhanva Gurumurthi, for his guidance and 

mentorship throughout these years. He motivated me to continue my PhD and supported me 

throughout this process. Without his encouragement and tireless efforts, this work would not have 

been possible. He allowed me to research with independence and appreciated my ideas, never 

dismissing them, providing me with all the support to pursue them successfully. He has taught me 

a lot and I am fortunate to have him as my research advisor. I would like to also thank my 

committee who have provided me with feedback and guidance on my work continuously. I would 

like to thank the Department of Computer Science and the University of Virginia for allowing me 

to work on my PhD while working in Seattle. I would like to also mention the office staff from the 

Department of Computer Science and SEAS, who have patiently assisted me with numerous 

questions on countless occasions. 

I have been blessed with great friends, from undergrad in CEG, to University of Virginia and 

in Microsoft. They have stood by me through peace and war, thick and thin ï the Single Singham 

gang deserves a special mention, they have been my source of strength for the PhD and beyond, 

and I am looking forward to many years of such friendship. I would also like to specifically 

mention Microsoft and the support that the company provides to its employees to pursue education 

goals. I would like to thank my managers throughout this period ï Kushagra Vaid, Badriddine 

Khessib and David Gauthier, who encouraged me and provided me with technical guidance and 

mentorship.  

My parents have always supported me in all my efforts, and I would not be where I am without 

them. They have supported me throughout my education creating multiple opportunities for me 



iv 

 

from primary school to TVS Academy and DAV. From humble beginnings in our native village, 

Malluppatti, it is a true testament to their vision and dedication that I completed my PhD. My sister 

is the true doctor, she can treat people and cure them of their ailments, and I am looking forward 

to her future contributions to the society. My wife has been my constant source of strength and 

support, she moved cities to help me finish my PhD. I have spent weekends and nights working 

on my PhD and she has been extremely patient with the PhD journey. She took care of all the other 

hundred things to do, so I can focus on my work. I am lucky to have her in my life. 

Finally, I would like to dedicate this dissertation to my grandparents who have been 

encouraging and supportive throughout my formative years. I would like to thank all my friends 

and family who stay closer to me in spirit though separated through geographic distance.  

  



v 

 

 

1 TABLE OF CONTENTS 

1. Introduction ............................................................................................................................. 1 

1.1 Data center Total Cost of Ownership ............................................................................... 3 

1.2 Major Contributions ......................................................................................................... 5 

2 Overview of Data Center Infrastructure .................................................................................. 9 

2.1 Cooling Infrastructure ...................................................................................................... 9 

2.2 Power Infrastructure ....................................................................................................... 10 

2.3 Management Infrastructure ............................................................................................ 12 

2.4 IT Systems ï Server & Network Infrastructure ............................................................. 14 

2.5 Related Work.................................................................................................................. 15 

3 Cooling Infrastructure - Impact of Temperature on Hard Disk Drive Reliability ................. 20 

3.1 Experimental Infrastructure............................................................................................ 23 

3.1.1 Temperature Measurement Infrastructure ............................................................... 23 

3.1.2 Server Test Configuration ....................................................................................... 24 

3.1.3 Workloads ............................................................................................................... 25 

3.2 Real Data center Case Study .......................................................................................... 26 

3.2.1 Hard Disk Drive Failure Determinants ................................................................... 27 

3.2.2 Correlation of Disk Failures with Average Temperature ....................................... 29 

3.2.3 Impact of Variations in Temperature on Failures ................................................... 34 

3.2.4 Impact of Workload on Temperature and Failures ................................................. 36 

3.2.5 Summary of Observations from Data center data ................................................... 40 

3.3 Evaluation of Temperature Control Knobs .................................................................... 40 

3.3.1 Workload Knobs ..................................................................................................... 40 

3.3.2 Chassis Knobs ......................................................................................................... 43 

3.4 Model for Hard Disk Reliability .................................................................................... 45 

3.4.1 Arrhenius Model for Acceleration Factor ............................................................... 46 

3.4.2 Application to Data Center Setpoint Selection ....................................................... 48 

3.5 Cost Analysis of Temperature Optimizations ................................................................ 50 

3.6 Summary ........................................................................................................................ 53 

 



vi 

 

4 Power Infrastructure ï Power Availability Provisioning ...................................................... 55 

4.1 Background on Power Redundancy ............................................................................... 57 

4.1.1 Power Delivery Infrastructure................................................................................. 57 

4.1.2 MTBF versus MTTR .............................................................................................. 59 

4.1.3 Number of Nines Metric ......................................................................................... 60 

4.1.4 Types of Power Availability Events ....................................................................... 61 

4.2 Power Workloads and Characterization ......................................................................... 63 

4.2.1 Power Utilization Traces......................................................................................... 64 

4.2.2 Power Availability Characterization ....................................................................... 65 

4.2.3 Putting it all together ............................................................................................... 67 

4.3 Power Availability Provisioning .................................................................................... 68 

4.3.1 Methodology Description ....................................................................................... 69 

4.3.2 Performance Model ................................................................................................. 70 

4.3.3 N-M Generator Capacity Sizing ............................................................................. 73 

4.3.4 Cost Impact ............................................................................................................. 76 

4.4 Summary ........................................................................................................................ 77 

5 Management Infrastructure ï Wireless Data Center Management ....................................... 78 

5.1 The Case for Wireless Data Center management........................................................... 80 

5.1.1 Cost Comparison with Wired DCM ....................................................................... 80 

5.1.2 Choice of Wireless - IEEE 802.15.4 ....................................................................... 82 

5.1.3 Radio Environment inside Racks ............................................................................ 83 

5.2 CapNet Design Overview............................................................................................... 85 

5.2.1 The Power Capping Problem .................................................................................. 85 

5.2.2 Power Capping over Wireless DCM....................................................................... 87 

5.2.3 A Naive Periodic Protocol ...................................................................................... 88 

5.2.4 Event-Driven CapNet.............................................................................................. 88 

5.2.5 Power Capping Protocol ......................................................................................... 89 

5.3 Experiments .................................................................................................................... 93 

5.3.1 Implementation ....................................................................................................... 93 

5.3.2 Experimental Setup ................................................................................................. 94 

5.3.3 Results ..................................................................................................................... 97 

5.4 Engineering Limitations ............................................................................................... 107 



vii  

 

5.5 Summary ...................................................................................................................... 109 

6 New Failure Trends in Data Centers ................................................................................... 110 

6.1 Soft Failure Characterization ....................................................................................... 111 

6.1.1 Percentage of Soft Failures ................................................................................... 111 

6.1.2 Downtime due to Soft Failures ............................................................................. 113 

6.1.3 Recurrent Soft Failure Probability ........................................................................ 114 

6.1.4 Next Fix After a Soft Failure ................................................................................ 115 

6.1.5 Probability of Soft Failures Leading to an Actual Failure .................................... 116 

6.2 Possible Architectural Approaches to Counter Soft Failures ....................................... 116 

6.2.1 Process Modifications ........................................................................................... 117 

6.2.2 Hardware Modifications to Handle Soft Failures ................................................. 117 

6.2.3 Software Approaches for Soft failures .................................................................. 118 

6.3 Summary ...................................................................................................................... 119 

7 Conclusions and Future Work ............................................................................................. 120 

Bibliography ............................................................................................................................... 125 

 

  



viii  

 

List of Tables 

Table 3.1: Data center workload characteristics ï Random access with short inter-arrival times.

....................................................................................................................................................... 25 

Table 3.2: HDD temperature and corresponding AFR (40C is baseline) ..................................... 48 

Table 3.3: Choosing Data center Setpoint for a) HDDs in Front, b) Buried HDDs ..................... 49 

Table 4.1: Example MTBF hours and MTTR hours of power infrastructure components .......... 59 

Table 4.2: Typical ride-through timing for energy storage components in the data center power 

infrastructure ................................................................................................................................. 62 

  



ix 

 

List of Figures 
 

Figure 1.1: Data center infrastructures - Power, Cooling, Network, Server and Management ...... 3 

Figure 1.2: Data center Total Cost of Ownership (5 year server & 15 year infrastructure 

amortization) ................................................................................................................................... 4 

Figure 2.1: Traditional data center cooling system based on CRAC units ................................... 10 

Figure 2.2: Typical power infrastructure in data centers .............................................................. 11 

Figure 2.3: Management infrastructure in data centers (MC - Management controller, S1- S48 

are servers, AggS - Aggregation Switch and TOR - Top Of Rack switch) .................................. 13 

Figure 2.4: Typical data center network with racks ...................................................................... 14 

Figure 3.1: Breakdown of hardware component errors in a large data center (2 years failure data)

....................................................................................................................................................... 21 

Figure 3.2: Dense Storage configuration and layout .................................................................... 24 

Figure 3.3: Temperature shows better correlation to HDD failures than workload utilization .... 28 

Figure 3.4: Failure rates at different hard disk drive temperatures ............................................... 29 

Figure 3.5: Correlation of failures across location granularities ................................................... 33 

Figure 3.6: Correlation between AFR (failure rate) and CoV (Coefficient of Variation) ............ 36 

Figure 3.7: Temperature at increasing read and write intensities at all disk drives ...................... 37 

Figure 3.8: Correlation between workload intensities and failure rates ....................................... 39 

Figure 3.9: Temperature of 34 drives at different workload intensities ....................................... 42 

Figure 3.10: Impact of running different workload profiles on disk temperature ........................ 42 

Figure 3.11: Empty slots with temperature of zero creates a dip in temperature of the drive 

directly behind the slot (after 7 places) ......................................................................................... 44 

Figure 3.12: Increasing fan speeds reduces temperature of disk drives ....................................... 45 

Figure 3.13: Cost comparison between reducing temperature and increase in failures ................ 52 

Figure 4.1:  Expected downtime associated with each tier and corresponding cost to construct the 

data center per square foot (lower downtime implies higher availability) ................................... 56 

Figure 4.2: Power infrastructure with dual utility, 2N distributions, N+1 component in each 

distribution .................................................................................................................................... 58 

Figure 4.3: ITIC Curve showing operation region as a function of nominal voltage and duration 

of event.......................................................................................................................................... 62 

Figure 4.4: CDF of duration of power events from the two data centers ..................................... 65 

Figure 4.5: Inter-arrival time CDF for power events from two data centers ................................ 67 

Figure 4.6: Generator capacity provisioning for different redundancy levels (lower capacity 

implies cost savings) ..................................................................................................................... 68 

Figure 4.7: Performance model for WebSearch (QPS = queries per second, measured at power 

caps from 100% to 60%)............................................................................................................... 72 

Figure 4.8: Performance model for Cosmos (Performance is normalized from execution time for 

Cosmos jobs) ................................................................................................................................. 72 

Figure 4.9: Performance impact of power events with N-M generator capacity for WebSearch . 75 

Figure 4.10: Performance impact of power events with N-M generator capacity for Cosmos .... 75 

Figure 5.1: System cost comparison and scalability ..................................................................... 82 

https://d.docs.live.net/a3918050fa85b7ad/PhD/ThesisFormatted.docx#_Toc386412422
https://d.docs.live.net/a3918050fa85b7ad/PhD/ThesisFormatted.docx#_Toc386412426
https://d.docs.live.net/a3918050fa85b7ad/PhD/ThesisFormatted.docx#_Toc386412426
https://d.docs.live.net/a3918050fa85b7ad/PhD/ThesisFormatted.docx#_Toc386412427
https://d.docs.live.net/a3918050fa85b7ad/PhD/ThesisFormatted.docx#_Toc386412428
https://d.docs.live.net/a3918050fa85b7ad/PhD/ThesisFormatted.docx#_Toc386412429
https://d.docs.live.net/a3918050fa85b7ad/PhD/ThesisFormatted.docx#_Toc386412430
https://d.docs.live.net/a3918050fa85b7ad/PhD/ThesisFormatted.docx#_Toc386412431
https://d.docs.live.net/a3918050fa85b7ad/PhD/ThesisFormatted.docx#_Toc386412432
https://d.docs.live.net/a3918050fa85b7ad/PhD/ThesisFormatted.docx#_Toc386412433
https://d.docs.live.net/a3918050fa85b7ad/PhD/ThesisFormatted.docx#_Toc386412434
https://d.docs.live.net/a3918050fa85b7ad/PhD/ThesisFormatted.docx#_Toc386412435
https://d.docs.live.net/a3918050fa85b7ad/PhD/ThesisFormatted.docx#_Toc386412436
https://d.docs.live.net/a3918050fa85b7ad/PhD/ThesisFormatted.docx#_Toc386412436
https://d.docs.live.net/a3918050fa85b7ad/PhD/ThesisFormatted.docx#_Toc386412437
https://d.docs.live.net/a3918050fa85b7ad/PhD/ThesisFormatted.docx#_Toc386412440
https://d.docs.live.net/a3918050fa85b7ad/PhD/ThesisFormatted.docx#_Toc386412440
https://d.docs.live.net/a3918050fa85b7ad/PhD/ThesisFormatted.docx#_Toc386412449


x 

 

Figure 5.2: CDF of RSSI at a receiver at bottom of sled under a) different Tx Power (Top) and b) 

different channels (Bottom) .......................................................................................................... 84 

Figure 5.3: Trip curve of Rockwell Allen-Bradley 1489-A circuit breaker at 40C. ..................... 86 

Figure 5.4: CapNet's event-driven protocol flow diagram ........................................................... 91 

Figure 5.5: Performance of event-driven protocol on 60 servers for 4 weeks (a) CDF of lower 

bound stack (b) CDF of alarm slots (in detection phase) and (c) Packet Loss Rate ..................... 99 

Figure 5.6: CDF of lower bound slack under event-driven protocol for increasing number of 

servers ......................................................................................................................................... 101 

Figure 5.7: LB slack for multi-iteration capping under event-driven protocol ï (a) LB slack for 

120 servers and (b) LB slack for 480 servers ............................................................................. 102 

Figure 5.8: Miss rates for varying server counts for multi-iteration capping ............................. 103 

Figure 5.9: Sensitivity to different power cap levels (120 servers, 4 weeks trace) a) LB miss rates 

and b) UB miss rates ................................................................................................................... 104 

Figure 5.10: Sensitivity to interfering cluster - (a) Capping latencies observed and (b) Miss rates

..................................................................................................................................................... 106 

Figure 6.1: Percentage of Soft failures in data centers ............................................................... 112 

Figure 6.2: Average days for fixing a failure .............................................................................. 113 

Figure 6.3: Probability of machines to have recurrent No Problem Found failures ................... 114 

Figure 6.4: Next fix and Average days to next fix, following an NPF event ............................. 115 

Figure 6.5: Subsequent fix type after a Soft Failure ................................................................... 116 

Figure 7.1: Spectrum (512-698 MHz) inside a data center ......................................................... 122 

 

https://d.docs.live.net/a3918050fa85b7ad/PhD/ThesisFormatted.docx#_Toc386412451
https://d.docs.live.net/a3918050fa85b7ad/PhD/ThesisFormatted.docx#_Toc386412459
https://d.docs.live.net/a3918050fa85b7ad/PhD/ThesisFormatted.docx#_Toc386412460
https://d.docs.live.net/a3918050fa85b7ad/PhD/ThesisFormatted.docx#_Toc386412462
https://d.docs.live.net/a3918050fa85b7ad/PhD/ThesisFormatted.docx#_Toc386412463


1 

 

1. INTRODUCTION  

 

Traditional computer applications are transitioning to online services, and user data is being 

stored increasingly in the cloud. According to an International Data Corporation (IDC) publication, 

digital data is expected to grow at an exponential pace and the storage needs for cloud computing 

is projected to double almost every three years [28]. This shift from enterprise software to cloud 

services is more pronounced than ever, and large cloud providers are building massive data center 

facilities for coping up with this transition. Even in the HPC domain, these large data centers make 

it possible for ordinary customers to rent a top fifty  supercomputing resource for under $2600/hour 

or $0.05/core hour [39]. In terms of scale and computing power, most of the large data centers are 

designed to provide significantly high end computing resource and a large storage capacity in one 

of the many variants of cloud offerings for end users, including Microsoftôs Azure, Amazonôs S3 

and Rackspace Cloud. Cloud computing enables businesses to start quickly by offering a share of 

large computing resources to the customer. For the cloud providers themselves, large data centers 

take up a significant upfront capital investment and hence are a financial liability. In contrast to 

enterprise software business, cloud computing relies heavily on the efficiency of infrastructure 

operation for increasing financial profits. Thus, optimizing the capital expenditure and operational 

logistics of the data center is a valuable contribution in the cloud domain because of their 

immediate cost savings potential. 

The large scale data centers that provide cloud computing services should not be treated just 

as a collection of servers, but the data center itself resembles a warehouse-scale computer [41]. 

For instance, a look inside Microsoftôs large data center facility at Chicago [65] presents a 700,000 
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square foot facility with the potential to hold 300,000 servers. The facility also includes 11 diesel 

generators each supplying 2.8 MW of power, 11 electrical substations and power rooms, 12 chillers 

each with a capacity of 1260 tons and several network switches and cables. There are several inter-

dependent infrastructure elements, including power, cooling, network and management 

infrastructures, in addition to service personnel, that keep the data center running at optimum 

levels. As with any large system, such data centers are subject to failures and inefficiencies in each 

of its component systems. Hence, managing cloud-scale data center infrastructure becomes a 

challenging task. This dissertation focuses on characterizing availability issues that can impact 

server operation in a large scale data center as a result of inefficiencies at critical infrastructure 

granularities and proposes solutions that can address these issues in a cost-efficient and reliable 

manner compared to state-of-the-art techniques. 

Data center infrastructure can be broadly classified into server, network, power, cooling and 

management infrastructures as shown in Figure 1.1. Although the server and network components 

(termed as IT infrastructure) of a data center are important due to the fact that applications run on 

server and network infrastructure, the optimal working behavior of the other interacting systems 

is critical to normal server operation. The power, cooling and the management systems are critical 

systems that play a very important role in keeping the data center running at optimum levels. Each 

of these infrastructure elements are deeply linked with each other to ensure that the data center 

operates at its maximum efficiency. A mismatch in any infrastructure can lead to undesirable 

consequences including data center unavailability. For instance, a failure in the cooling system 

might shutdown servers due to high processor temperatures, and might lead to service 

unavailability. A circuit breaker in the power system might fail and lead to an entire row of racks 

becoming unavailable.  Understanding the interdependency between these systems and server 
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availability would enable us to address the failure modes that affect server operation more 

effectively. 

 

Figure 1.1: Data center infrastructures - Power, Cooling, Network, Server and Management 

 

1.1 DATA CENTER  TOTAL COST OF OWNERSHIP 
 

In order to understand the impact of data center infrastructure on server availability, we need 

to understand the cost metric which is commonly used in data centers. Total Cost of Ownership 

defines the overall cost that a large enterprise might incur to build and operate a large data center. 

In addition to capital expenditure costs, the TCO model incorporates the operational costs of 

maintaining the data center. Hence TCO is a holistic representation of the total cost incurred for a 

data center. We use the TCO model [40] with the following assumptions: We use a large scale data 

center with 10MW critical power capacity, and a Power Usage Effectiveness (PUE) of 1.25. PUE 

refers to the fraction of power consumed by the entire facility including cooling divided by power 

consumed by IT equipment alone. A PUE closer to 1 denotes a very efficient data center facility 
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(1.25 PUE is typical of traditional data centers). We use a cost of $0.10c/KWhr for utility power 

costs. We assume that the total cost of an individual server is $2000 and each server has a typical 

power draw of 200W to calculate the Server Capital Expenditure. Hence this data center can host 

a total of 50000 servers. We assume a 5 year server amortization and a 15 year data center 

amortization for computing the amortization costs (Large companies amortize their capital 

investment over several years in order to fully realize the value of their investment). We can 

reconstruct the TCO chart given in this section using the above assumptions. When we reduce 

amortization of the servers to 3 years, the proportional cost of the TCO contributed by the server 

would increase. Using the same model, the proportion for server contribution increases from 43% 

to 61% of TCO. We assume a typical 5 year amortization number for servers in this study.  

 

Figure 1.2: Data center Total Cost of Ownership (5 year server & 15 year infrastructure amortization) 

 

As can be seen from Figure 1.2, 43% of the total cost of ownership of a data center is 

contributed by the actual cost of the server and network. This is desirable, since we want to spend 

as much as possible in allocating additional servers into the data center. However, ~36% of the 
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cost is contributed by the critical environment infrastructure. Data center designers aim to reduce 

this cost and make tradeoffs accordingly, so that they can deploy additional servers into the data 

center for the same cost. For example, one methodology is to increase the temperature at which 

the data center operates, and hence reduce the amount of cooling overhead. However, this 

methodology comes with a consequence ï it increases failures in the data center due to the high 

temperature operation, and makes it necessary to purchase more servers or repair the servers that 

failed. We need to stock additional hardware components in our supply and maintain a larger team 

of technicians to replace failing components, thereby increasing the TCO of the data center. 

Analyzing this tradeoff between cooling and failures is the topic for our first major contribution in 

this dissertation. Similar tradeoffs exist in other systems including power, management and IT 

infrastructures. If we reduce cost in one component, it might increase cost in another related 

infrastructure, and we explore these tradeoffs throughout our contributions in the later sections.   

1.2 MAJOR CONTRIB UTIONS 
 

Failures can occur at different granularities in a cloud-scale data center infrastructure. In 

order to understand the impact of different critical infrastructures on failure modes in data center 

operation, our work focuses on characterizing failures with the help of case studies from real data 

centers. As part of this effort, we identify knobs in each component system that has an impact on 

data center operation. We utilize data collection infrastructures to gather long term data and we 

correlate this with actual failures from the data center. Specifically, for the impact of cooling 

infrastructure on server operation, we evaluate a case study of the impact of temperature on hard 

disk drive failures from a data center hosting more than thousands of servers with 80000 hard disk 

drives. Hard disk drives are one of the server components with the lowest operating limit with 
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respect to temperature, and are also one of the dominant failing components in the data center. 

With respect to the impact of power infrastructure on data center availability, we evaluate case 

studies from multiple data centers, with special emphasis on power quality events, and its impact 

on the corresponding redundant power infrastructure design present in data centers today. Using 

the data collected from this case study, we show that current metrics used for data center design 

with respect to power availability are not helpful for the cloud paradigm. We propose changes to 

the power infrastructure to ensure reliability and at the same time optimize cost without impacting 

server availability. Following this, we identify the limitations of traditional management solutions 

and propose that commodity wireless devices be used in cloud-scale infrastructures, providing a 

flexible management topology. We address protocol design for implementing a time-critical and 

mission-critical functionality (power capping) in data centers. We show that wireless data center 

management solution has an order of magnitude lower cost than existing management solutions. 

To summarize, our major contributions from this dissertation are: 

1. Impact of Temperature on Hard Disk Reliability:  Previous work does not establish a 

clear relationship between temperature and failures. In our first contribution, we focus on 

data center temperature, and analyze the impact on hard disk drive failures in large data 

centers, with a real data center study of close to 80000 disk drives. We show that average 

temperature does have correlation to failures, and that variations in temperature or 

workload show minimal correlation to failures. We also present an Arrhenius model for 

hard disk reliability (Cooling System Impact). This work has been published in DSN 2011 

[78] and TOS 2013 [80]. 

2. Power Availability Provisioning: In our next contribution, we focus on power 

infrastructures and highlight a tradeoff between power capacity utilization, power 
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availability and performance targets in a data center. We propose a workload-driven 

approach to provisioning redundant power equipment in data centers and term this new 

approach as Power Availability Provisioning. We characterize power availability data from 

two data centers, and present application-driven performance and power models to enable 

N-M redundancy mode, which is a lower-cost, unique provisioning methodology in data 

centers. This work has been accepted for publication in CF 2014 [78]. 

3. Wireless Data Center Management (Wireless DCM): Our next contribution deals with 

the management infrastructure in data centers. We propose a novel wireless-based, low-

cost management solution, which also satisfies the performance and reliability 

requirements of data center management functions. We chose a time-critical DCM 

application (power capping) and present a protocol design and implementation (CapNet) 

that can achieve time sensitive power capping functionality. We show that our solution has 

potential for 12X-18X (an order of magnitude) improvement in cost over existing 

management solutions.  

4. New Failure Modes - Soft Failures: While traditional component failures exist in the data 

centers, over the course of our work, we discovered a new class of problems in the data 

centers. These failures caused service disruptions, resulting in a physical touch, but no 

actual component failed in the system. We term these events to be ñsoft failuresò, since 

they caused an actual failure, but did not result in a hardware replacement in the data center. 

We characterized these failures, analyzing occurrence patterns and present possible 

approaches to solve this new problem in data centers. This work was published in CAL 

2013 [81]. 
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The organization of the rest of the dissertation is as follows. The next chapter provides a brief 

overview of data centers focusing on the critical infrastructure systems. Chapter 3 presents the 

impact of temperature on hard disk drive failures, while Chapter 4 presents the power availability 

provisioning methodology. Chapter 5 discusses the wireless data center management solution and 

Chapter 6 presents Soft Failures, a new trend in data center availability. Chapter 7 concludes this 

dissertation. 
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2 OVERVIEW OF DATA CENTER INFRASTRUCTURE 

 

This section briefly describes each infrastructure component in order to provide background 

information on the systems that impact data center operation and server availability. 

2.1 COOLING INFRASTRUCTURE 
 

A traditional data center cooling infrastructure consists of several CRAC (Computer Room 

Air Conditioner) units or CRAH (Computer Room Air Handler) units. CRAC units are refrigerant 

based and are connected to condensing units outside the building, whereas CRAH units use chilled 

water. These systems are responsible for moving air through the data center typically by the use 

of large fans. There are also humidifiers and chillers that support this operation. Figure 2.1 presents 

a cooling solution based on CRAC units. The traditional cooling philosophy was to maintain a 

consistent temperature inside the data center by having stable chilled water loops and 

predetermined data center setpoint temperature. The air is circulated through the floor plenum 

where it is cooled by the water loop. This air then passes through the floor vents, where it is routed 

through the servers by server fans and hot air rises up to the return plenum. More recently, data 

centers are moving to an economical cooling option based on adiabatic cooling [35]. The 

underlying principle is that data centers can be cooled by outside air for most parts of the year, but 

for the few hours during which external air gets warmer, evaporative cooling is used through the 

air flow path to cool the incoming air. This methodology still uses air handlers and fans to move 

air through the data center. 

Cooling infrastructure efficiency determines power drawn by the cooling equipment, and 

directly factors into PUE (Power Usage Effectiveness) of the data center (PUE is defined as the 
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ratio between power consumed by the data center to the power consumed by the IT infrastructure 

alone). Cooling also has a direct impact on server components, since each server component has 

temperature specifications within which it operates as expected. Outside of the specification, the 

behavior of the component is not guaranteed and it might even fail or shutdown causing server 

unavailability. In our contributions (Chapter 3), we identify hard disk drives as one of the dominant 

failing components, and measure the impact of temperature on HDD failures in a large data center 

facility. 

 

2.2 POWER INFRASTRUCTURE 
 

Power infrastructure is an essential piece of data center design, and the power budget 

determines the number of servers that can be housed within a data center. Data center power 

consumption is also becoming a growing concern for several reasons, including the fact that this 

will be close to 2% of the entire electricity consumption of the world [58]. The power infrastructure 

needs to support the critical power capacity of the data center, and does this with the help of several 

Figure 2.1: Traditional data center cooling system based on CRAC units 
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power infrastructure components including Electrical Substations, Transformers, Diesel 

Generators, Uninterruptible Power Supplies (UPS), Automatic Transfer Switches, Remote Power 

Panels, and the Power Cords running to each server. Figure 2.2 shows a typical power 

infrastructure layout in data centers. Any event impacting power delivery is crucial since it can 

impact the server operation directly. A typical data center consists of two kinds of power sources: 

1. Utility source (Primary) and 2. Diesel generator source (Alternate), which acts as secondary 

backup in the event that Utility source has a power failure. The automatic transfer switch is used 

to switch between these two sources. However, it takes a short duration of time (10s of seconds) 

for the diesel generators to start up. Hence, battery powered UPS are used to bridge this gap 

between the transfer from utility to diesel generators. Several remote power panels are connected 

to the UPS devices, and transfer power to the actual racks through PDUs (Power Distribution 

Units). The servers themselves get power through the PSUs (Power Supply Units).  

 

Figure 2.2: Typical power infrastructure in data centers 
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Within this complex power hierarchy in the data centers, there are several events that impact 

power quality and also eventual server operation. For instance, the Utility or the Diesel Generator 

can experience failures, potentially leading to the entire data center experiencing a blackout. The 

UPS could fail, thereby leading to a scenario where there is no switching mechanism, and leading 

to a power interruption of short duration. There are also sags and swells, which are brief reduction 

or increase in voltage typically lasting few cycles to a second, but still significant in the data center 

since it can impact server operation, unless the UPS can take over. There could also be transient 

voltage spikes that can occur due to external machinery operating on the same supply line or also 

from the utility supply itself. These events are typically filtered from the servers through the 

transformers and the UPS circuit. However, UPS and diesel generator costs are steep, and most 

data centers that can tolerate failures are moving to a model where they eliminate the diesel 

generators, and move to smaller UPS enabling better fault isolation. In our work (Chapter 4), we 

evaluate power events with real data and propose a novel power provisioning approach that is cost-

efficient.  

2.3 MANAGEMENT INFRASTRUCTURE 
 

Traditional server management approaches in the data center can be classified into two types: 

1) management through the primary network path and 2) management through an out-of-band 

management network. Figure 2.3 shows both the options for management in a data center. Server 

management can be performed through the network by issuing commands to a management agent 

running on the server. The primary network path is a cost efficient approach, since it does not need 

any additional infrastructure added for management purposes. This management approach might 

rely on the operating system for management functionalities (in-band) or use an external path 
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inside the chip to communicate with the baseboard management controller (side-band). However, 

the major drawback of using the primary network path is the reliance of management commands 

on network connectivity. If there is a failure in the network path to the server, then there is no 

management path to that server. This is highly undesirable, since the management system does not 

know if the server itself is not functional or if the network path is down. In addition to management 

unavailability, such failures result in a service ticket being issued, and an actual technician 

identifying the root cause of such failures, which prevents this from being a fully automated and 

reliable mode of operation. Though this approach incurs minimal capital expense, the operational 

expenses due to link failures could turn out to be really costly. 

 

Figure 2.3: Management infrastructure in data centers (MC - Management controller, S1- S48 are servers, AggS - Aggregation 

Switch and TOR - Top Of Rack switch) 

On the other hand, a separate out-of-band management system needs extra capital expense 

to be installed, but it provides a completely distinct path to control the server, even when the 

network link is down. This solution allows for BIOS setting manipulation, reinstallation of 

operating systems, and managing boot options. This methodology provides an alternate 
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management path, and it is a necessary solution in data centers, due to the mission-critical nature 

of operation for these large facilities.  In our work (Chapter 5), we illustrate that traditional out-of-

band management solutions in data centers are expensive and difficult to scale, and propose a 

flexible, order of magnitude lower cost solution based on wireless management in data centers.  

2.4 IT  SYSTEMS ï SERVER &  NETWORK INFRASTRUCTURE 
 

Data centers rely on their network and server infrastructure to support the large volume of 

customer requests coming into the data center and the data responses that go out of the data center. 

In addition, to perform typical cloud computing jobs, there is a significant amount of network 

communication between servers even within the data center. Together, the servers and network are 

crucial for the applications to run.  

 

Figure 2.4: Typical data center network with racks 

A typical data center network consists of top of the rack (TOR) switches at its lowest layer. 

The TOR is connected through Ethernet cables to the servers. These TORs are connected to 
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aggregation switches (Aggs), which aggregate traffic from the rack level. The Aggs then connect 

to several Access routers that aggregate traffic from several thousands of servers, and send it to 

Core switches which connect to outside internet. Failures in the network infrastructure typically 

affect the server operation, since communication to any server is done through this infrastructure. 

Network failures in a data center are addressed in previous work, where the authors provide a 

comprehensive overview of the different failure types and scenarios in a large data center [30]. It 

should be noted however, that for an external agent, network failures and server failures look alike, 

since if an agent is not able to reach the server, it doesnôt know whether the link to the server failed 

or the server itself failed. Hence this becomes important to the management architecture. In 

general, network failures are of two types, link failures (between server and TOR, or between TOR 

and Aggs, etc) and device failures (TOR failure, Aggs failure, etc). Both these failure types affect 

communication with the server, and hence there is already certain level of redundancy designed 

within the system. Server design is a significant consideration in the design of the data center, and 

we provide detailed insights into online services server engineering in our previous work on this 

subject in an IEEE Micro article [59]. Detailed treatment of these two infrastructure designs itself 

is outside the scope of our dissertation, however we refer to existing previous work across our 

contributions wherever it is relevant, and illustrate knobs from this infrastructure that can help 

optimize data center systems holistically.  

2.5 RELATED WORK  
 

Temperature and Hard Disk Failures: Server component failures and reliability are yet to be 

understood completely. Previous research in this field has generated conflicting results, especially 

in relation to subjects like the impact of temperature on disk drive failures. With respect to large 
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scale installations, Gray et al [34] observed failure rates ranging from 3.3-6% in two large web 

properties at Microsoft. Schwartz et al [88] report failure rates of 2-6% in the drive population at 

the Internet Archive. Elerath et al [20] report that end-user failure rates can be as much as ten times 

higher than what the drive manufacturer might expect in their study on server class disk drives. 

Schroeder et al [86] find that in the field, annual disk replacement rates typically exceed 1%, with 

2-4% common and up to 13% observed on some systems. The authors also present interesting per-

component failure percentages for three different types of systems that they considered. They also 

report a significant overestimation of mean time to failure by manufacturers. Schroeder et al [84] 

in their study of failures in petascale computers, review sources of failure information for compute 

clusters and storage systems, and project corresponding failure rates. Others explore the tradeoffs 

between workload characteristics and temperature with the help of simulation [55], but do not 

consider reliability impacts. Our work considers the inter-relationship between workload, 

temperature and disk drive reliability. 

One of the most closely related works to this study is by Pinheiro et al [71], which identified 

correlation between disk errors and SMART attributes from a large population of serial and 

parallel ATA drives. This work also concluded that temperature and activity levels had less 

correlation to disk failures and was a surprising result when compared to previous studies [14][98]. 

Recently, El-Sayed et al [21] show that temperature correlation to failures are weaker than 

expected in a diverse population of disks, and point out there might be other factors that are more 

dominant than temperature, whereas we try to eliminate the impact of diverse factors by selecting 

controlled environments. Yang et al [98] establish that a 25 C delta in temperature derates the 

MTTF by a factor of 2 in their study on Quantum hard disk drives. Cole et al [14] from Seagate, 

present thermal de-rating models showing that MTTF could degrade by close to 50% when going 
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from operating temperatures of 30C to 42C. Our model based on data center study matches the 

observations made by Cole. Our measured failure rates also exceed the AFR rates that 

manufacturers mention in their datasheets. Also interestingly, Vishwanath et al [93] report no 

correlation between failures and location of servers within a rack. We find in our case study in 

Section 3 that temperature does have a strong correlation to failures (within chassis, racks and 

across racks). We propose that temperature impacts for data center scale environments should be 

factored in knowing the server configuration and data center inlet temperature range. 

Power Availability Provisioning: In contrast to power consumption management, provisioning 

is an activity that is typically performed before the servers are installed in the data center. There 

are several power management works that deal with shutting down servers, hibernating using 

power states, DVFS, and using intelligent workload migration techniques. In the realm of power 

provisioning itself, previous work [23][24][31][33][74] focused mainly on power capacity 

provisioning and rarely looked at power availability as a function of adding additional capacity to 

the data center. For instance, CPU utilization correlation to power utilization was shown by Fan et 

al. [23], and they also presented a provisioning methodology to allocate power capacity based on 

workload power usage. Power management at the level of blade ensembles was discussed by 

Ranganathan et al [74]. Recently, researchers look at software techniques to provision data center 

infrastructures [95], which leverage battery storage and application throttling techniques to 

implement provisioning. While these provisioning methodologies are orthogonal, there is very 

little work in understanding the relationships among availability, power capacity, and data center 

performance. To the best of our knowledge, our work is one of the first to propose a workload-

driven power availability provisioning methodology to reduce the cost incurred in power 

infrastructures that also are provisioned for availability. 
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Wireless Data Center Management: Data center management infrastructure itself has not been 

a topic of considerable research previously. However, protocols for management have been 

implemented, including Intelligent Platform Management Interface (IPMI) [52], which is the 

interface standardization defined for platform management in servers. Specifically for datacenters, 

Intel and Microsoft also developed DCMI (Datacenter Management Interface) [15] which is a 

subset of IPMI and is compatible with IPMI specifications. There are several implementations of 

IPMI, including HPôs Integrated Lights-Out [43], Dellôs DRAC [4] and IBMôs Remote Supervisor 

Adapter [46]. There are also processor side implementations of IPMI including AMIôs MegaRAC 

[62] and Intelôs Active management technology [50]. In addition, the management functionalities 

have been well represented. For instance, power capping is a functionality that is used to reduce 

the capital spending on data centers, and enterprise data centers use an over-subscription approach 

as studied in [23][27][61][70], which is similar to over-booking in airline reservations. Server 

vendors and data center solutions providers have started to offer power capping solutions [42][50]. 

Power capping using online self-tuning methodology [31] and feedback control algorithms [97] 

has been studied for individual servers. In contrast, our work concentrates on using power capping 

as a higher level functionality that is achieved by innovating on the infrastructure design itself. 

Power capping has been studied before [25][57][61][75][94][96][100], and all existing solutions 

rely on wired network for controller-server communication. In contrast, we focus on wireless 

management solution for power capping in Chapter 5. 

Previous work on using wireless network in data centers exists, for example, on 

applications needing high bandwidth (e.g. with 60GHz radio) production data network [101]. In 

contrast, our work is targeted at data management functions that typically have lower bandwidth 

requirement while demanding real-time communication through racks. RACNet [60] is a passive 
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monitoring solution in the data center that monitors temperature or humidity across racks where 

all radios are mounted at the top of the rack. Our solution enables active control and requires 

communication through racks and server enclosures, and hence encounters fundamentally different 

challenges. RACNet also does not have real-time features. In contrast, our solution is designed to 

meet the real-time requirements in power capping. We believe that our work is one of the first to 

present an active control solution, in contrast to passive monitoring solutions that has been 

prevalent in this space. 

Soft Failures: Most of the previous studies in the failure domain only look at actual hardware 

replacements to compute failure rates. For instance, a study on disk failures in large scale 

infrastructure at Google looks specifically only at failed disk drives [71], and a recent study at 

Microsoft also looks only at hardware replacements [78]. Other large scale studies that look at 

hardware replacements include work on memory failures at Google [87], and failures at HPC 

clusters [84]. Hardware reliability for data centers was studied in [93] with emphasis on failure 

trends and the authors note successive failure probabilities, but do not investigate transient failures 

in depth. Transient failures are not an unknown issue at microprocessor scale [66]. However, such 

a phenomenon is not typically being looked at as a systemic issue in large scale data centers. Our 

work illustrates this new trend, and we describe patterns and possible approaches to handle this 

trend in Chapter 6.  
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3 COOLING INFRASTRUCTURE - IMPACT OF TEMPERATURE 

ON HARD DISK DRIVE  RELIABILITY  

 

Server components are typically composed of commodity electrical and mechanical parts, and 

hence they are prone to failures. Frequent failures reduce infrastructure availability and increase 

the cost of data center operations. In addition, the server design in itself could be a major catalyst 

for a large portion of the server component failures. For instance, we found that a particular drive 

location in a dense storage configuration, under a fairly constant workload was continuously 

exposed to high temperature conditions, even under nominal inlet temperature to the server. We 

found a higher number of drives in this location failing more often, thereby showing strong 

correlation to operating conditions. Understanding the reason behind such failures enabled us to 

address design issues, thereby increasing the availability of machines for the particular online 

service. Availability of online services is a key differentiator in todayôs competitive market. Higher 

server reliability ensures that online services can have increased availability. Increasing the 

number of available servers also delays the need for provisioning new server deployments in data 

centers. New server deployments have a longer delay cycle, and might cause a high impact launch 

to be delayed, thereby causing significant financial damage to the enterprise. Hence, having more 

servers that are readily available benefits the financials of a large enterprise. 
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 Server component failures have indeed been recognized as important and prior works have 

studied individual component reliability, such as for hard disks [71][86] and memory [87]. Figure 

3.1 presents actual data on the different kinds of failure types that result in component 

replacements, observed over a period of two years from typical large-scale data centers housing 

more than 100,000 servers. We see clearly that hard disk drives account for 71% of the known 

failures, making them the dominant failing part. This is in part due to the mechanical moving parts 

of the disk drives and in part due to the extensive use of commodity SATA drives in large 

deployments. SATA disk drives are known for failing more often than SAS drives, but are also 

cheaper for storage capacity per dollar [44]. At the time of this study [79], SSDs did not contribute 

to a large proportion of failure rates due to the introductory state of such technology in data centers. 

Memory failures constitute about 5.2% of the total failures, including configuration errors. The 

actual percentage of memory that was replaced to correct memory failures was 4%. This is close 

to numbers reported by Schroeder et al [87]. Some errors like Network cable errors and NIC issues 

are also worth noting. It shows that hardware and network configuration issues do result in service 

 

Figure 3.1: Breakdown of hardware component errors in a large data center (2 years failure data) 
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issues on the data center floor. The óothersô category includes storage/power backplane issues, 

wrong wiring, and other issues that do not fit into the major component buckets. Understanding 

dominant server component failures is critical to choosing the correct characterization work in our 

study.  

In this section, we establish the different aspects of correlation between temperature and disk 

drive failures observed from the large data center case study. In addition to temperature impact at 

different granularities, our work quantitatively evaluates the impact of variations in temperature 

as measured in a live production environment. We also explore whether workload variations cause 

temperature behavior to be impacted, and also if workload intensity has correlation to failures 

observed in the data center. We conduct experimental studies to validate our observations from 

real data. 

In summary, our major contributions in this chapter are: 

1. We show strong correlation between temperature observed at different location 

granularities and failures. Specifically, we establish correlation between temperatures and 

failures observed at the following location granularities: a) inside drive locations in a server 

chassis, b) across server locations in a rack and c) across multiple racks in a data center. 

2. Although average temperature shows a correlation to disk failures, we show that variations 

in temperature or workload changes do not show significant correlation to failures observed 

in drive locations. 

3. We corroborate our findings from the data center study through an experimental evaluation 

and show that chassis design knobs (disk placement, fan speeds) have a larger impact on 

disk temperature than tuning workload knobs (intensity, different workload patterns). 
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4. With the help of Arrhenius equation-based temperature models and the data center cost 

model, we quantify the proposed benefits of temperature optimizations and increased hard 

disk drive reliability. We show that data center temperature control has a significant cost 

advantage over increased fan speeds. 

3.1 EXPERIMENTAL INFRASTRUCTURE 

We conduct real data center measurements and also experiments in this study, and hence it 

is important to understand the differences between multiple infrastructures that we use. For 

instance, we use large scale data centers housing several thousands of servers, and several tens of 

thousands of hard disk drives. We collect data from these large facilities to identify patterns from 

them. In addition, we have an experimental facility that houses a controlled set of servers and 

equipment needed to control temperature. We describe this in more detail in this section. 

3.1.1 Temperature Measurement Infrastructure 

We perform our data measurements on a population measuring thousands of servers and 

ten of thousands of hard disk drives. All the servers in this study are identical, with dual CPUs and 

an additional storage enclosure containing up to 40 SATA drives in a RAID 1+0 configuration. In 

our server chassis, we are able to fit 5 disk drive columns (3.5ò SATA HDD) across the length of 

the server. The traditional data center racks have a cold aisle from which cold air is pulled across 

the server and exhausted out in the hot aisle [41]. Hence the air gets preheated by the time it reaches 

the interior hard disk drives and leads to higher temperatures for those hard disk drives. 

The temperature measurements are collected by SMART counters (counters monitored as 

part of every disk driveôs self-monitoring facility) from a sensor included in the HDD enclosure in 

every hard disk drive. The SMART counters for temperature are logged every 20 minutes by the 
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array controller at a local controller log along with several other SMART counters. Every day this 

local server log is shipped to a central server and archived. Since the population is in a live 

production environment and there are various data that are collected, the duration of sampling is 

limited to 20 minutes on account of data storage limitations. 

3.1.2 Server Test Configuration 

For evaluating the impact of server chassis design parameters including placement of disk 

drives and fan speeds, we use a dense storage disk enclosure along with a standard enterprise server 

(Leading manufacturers have similar configurations [45]). This dense storage enclosure is setup to 

mimic the actual production setup as close as possible. However, this does not directly reflect any 

production storage configurations for proprietary reasons. The test server has a controller that can 

log instantaneous temperature at each disk drive. The storage enclosure has five columns of hard 

disk drives arranged from right to left as shown in Figure 3.2. For this enterprise configuration, 

there are 34 disk drives present in an enclosure that can hold up to 35 disk drives. This presents an 

opportunity on which disk bay to leave empty, and we explore this tradeoff in later sections. The 

 

Figure 3.2: Dense Storage configuration and layout 
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logical drive is made up of all the 34 disk drives in a RAID 1+0 configuration that is typical of an 

enterprise RAID setup. 

3.1.3 Workloads 

For analyzing workload behavior and its resultant impact on varying temperatures, we use 

real data center storage workloads obtained from trace characterization. Enterprise storage systems 

are designed to support multiple concurrent users in order to amortize the cost of data access over 

a large number of users. Hence enterprise workloads are typically composed of random IO 

operations, with high inter-arrival rates. Table 3.1 shows the four workloads that we consider being 

representative of large scale data center workloads. 

Table 3.1: Data center workload characteristics ï Random access with short inter-arrival times. 

Workload 

Rd:Wr 

Ratio Random % 

Dominant 

Block Size 

Average Inter-

arrival (ms) 

Email 1.4 83% 8K 1.48 

UserContent 7.0 91% 4K 22.22 

Exchange 2.0 66% 32K 0.71 

Messenger 9.6 99% 8K 0.30 

A denser storage solution typically acts as backend storage for applications that require large 

amount of data storage, like Email and OLTP applications, since denser solutions makes it possible 

to pack more storage in lesser space. Hence for testing such a high density storage solution, we 

use storage profiles of an Email backend server (Email), a large scale file system server at 

Microsoft (UserContent), Exchange server (Exchange) and an OLTP backend profile (Messenger) 

that represents user meta-data for a large online service. The trace characterization framework is 

based on ETW (Event Tracing for Windows) [69] and it captures the disk IO events at the OS 

level. This ensures that if we design a system that is configured similarly, regenerating IOs as 
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captured during the trace will be truly representative of a data center workload. We use publicly 

available disk IO generator like IOMeter [51] to replay the workload for our experiments. 

From the table, we observe that all workloads have short inter-arrival times. UserContent is 

a file server workload with minimal storage requests, and has a larger inter-arrival time of 22.2 

milliseconds between IO requests. Note that the other applications including Email, Exchange and 

Messenger (OLTP) workloads have less than 2 milliseconds between each IO request. Also, note 

that all these workloads are mostly random (66%-99%). Random IO requests require disks to seek 

to particular locations on the disk drive, consuming additional power as a result, and hence could 

result in possible increase in temperature. Since most of these workloads are random, the disk 

drives are continuously performing seek activity and they do not have time to shut down or save 

power and inter-arrival times are relatively short. In addition, seek activity is composed mainly of 

short-distance seeks [55] for enterprise workloads and hence there is minimal impact on 

temperature. We use this observation in the later sections to motivate our experimental evaluation 

to select different knobs that have an impact on temperature. 

3.2 REAL DATA CENT ER CASE STUDY  

In this section, we present a case study with data collected from a live data center facility. 

We analyze the major determinants of hard disk failures, and explore temperature correlation in 

depth. The hard disk drive failures that are considered here denote actual hardware replacements 

as viewed from the data center management perspective. Detailed failure analysis that can identify 

sub-component errors or false positives (similar to manufacturer lab analysis) is not typical in such 

high security environments. Throughout this section, we define failures as events leading to system 
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downtime that was fixed by a replacement of the component in the data center floor except when 

specified. 

3.2.1 Hard Disk Drive Failure Determinants 

There are a number of factors that can influence hard disk drive failures, including age of 

the disk drive, utilization on the hard disk drive (general wear and tear due to use), temperature of 

operation, and vibration.  

3.2.1.1 Age of the Disk Drive 

Several previous studies have established different failure rates with respect to the age of 

the disk drive population [71]. A typical failure curve across age resembles a Weibull bathtub 

shaped curve with a large number of infant mortality, stable mid-life curve and steady increase in 

failures again at older age. In our study, most of the disk drives are of similar age since all the 

servers were deployed around similar timeframe when the data center became operational, and are 

past the infant mortality stage. Hence the age factor does not become a major determinant for our 

study. This is beneficial to help isolate the impact of other factors on failure rates in data centers.  

3.2.1.2 Vibration and SMART Monitors 

Dense storage can cause significant vibration; however modern hard disk drives balance 

internal vibration through vibration compensation techniques in the servo mechanism of the hard 

disk drives [36]. Vibration impact on failures is a topic of future work. We do collect several 

SMART data from the disk drive population, including Reallocated Sector count, Seek errors, Spin 

up time, ECC errors, Temperature etc. Though we see SMART counters being indicative of some 

failures, a predictive methodology is hard to obtain. For one of our large populations, such a 

methodology would have been able to account for less than 20% of all disk failures. Previous 
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conclusions made by Pinheiro et al. [71] also suggest that other SMART counters do not provide 

a confident way of predicting hard disk drive failures. 

3.2.1.3 Utilization vs Temperature 

 The remaining two significant failure determinants are disk utilization and temperature. 

We need to isolate the impact of these two metrics that are location dependent. One of the primary 

factors that can cause more wear on the hard disk drive is disk utilization (we use utilization as a 

proxy for workload duty cycle), which denotes the amount of activity on the hard disk drive. 

According to the volume and data layout, certain disks might be more stressed than other disks 

(for instance, a data volume in SQL might have higher level of activity than a Backup volume). 

We conducted a preliminary investigation to determine which of these two metrics is correlated 

closely to hard disk drive failures.  

Figure 3.3 presents the results of the analysis on a total of 10000 hard disk drives spread 

across two clusters. We correlated the ósectors read/ minuteô and ósectors write/ minuteô 

experienced by the disk drive in a particular location as seen by the controller over its entire 

lifetime, to the failures observed in that location over a year. On the other hand, we also correlated 

Figure 3.3: Temperature shows better correlation to HDD failures than workload utilization 
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the temperature observed in those disk locations to the number of failures. We plot the resulting 

coefficient of correlation, which shows that the read and write activity on the disk drives correlate 

minimally with the failures. However, drive temperature inside the chassis shows stronger 

correlation to disk failures in the particular location within the chassis (R value for temperature is 

above the critical R value line, at df=30 for a two-tailed test at level of significance = 0.01). Hence 

for the remainder of the work, we concentrate on disk drive temperature and do an in-depth 

temperature measurement and correlation analysis across disk drive locations inside chassis, 

location of a server within a rack and locations of racks in a data center. 

3.2.2 Correlation of Disk Failures with Average Temperature 

We present a case study where specific data center design parameters and a dense storage 

chassis design resulted in higher number of disk failures, under high operating temperature. The 

case study was conducted in a raised-floor data center, containing tens of thousands of hard disk 

drives in a dense storage server and failure data was collected for a period of 1 year.  

 

Figure 3.4: Failure rates at different hard disk drive temperatures 
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The result of our study is surprising since earlier studies [71] establish that disk drive 

failures do not increase with increase in temperature in the field. Figure 3.4 shows the actual HDD 

temperature in increments of one degree and the corresponding AFR for our entire population. We 

see clearly that with increase in HDD temperature, the AFR rate increases. There are some data 

points at the end of the spectrum that have smaller number of samples and hence a higher skew. 

For the major part of the distribution (shown by PDF columns), we see that AFR steadily increases 

as HDD temperature increases. Interestingly, we found that certain disk locations in the heavy 

storage enclosure were exposed to high temperature for a longer duration even under nominal inlet 

operation temperatures. We also observed a significant difference between the inlet temperatures 

measured at different locations in the data center. In the next section, we present our analysis and 

observations categorized by location granularity. We divide our correlation analysis into three 

distinct temperature impact zones: Drive locations inside the server chassis; Server locations 

within a rack and Rack locations across the data center. There are different factors that come into 

play for each of these temperature zones. We shall discuss each in more detail in the following 

sections. 

3.2.2.1 Correlation inside the Server Chassis 

Server design is an important factor in determining the availability of machines in a data 

center. Depending on the placement of the hard disk drives, there could be significant variation in 

drive temperature. This is especially true in the case of dense storage, since cold air flows from 

the front of the storage enclosure to the back. Given that the workload running on the disk drives 

are similar (no significant duty cycle variations), we can establish the correlation if there are more 

failures for drives which experienced higher operating temperatures. We present the layout of a 

dense storage device in Figure 3.2 that was used in our case study. There are five hard disk drives 
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columns where HDDs are arranged one behind the other from the front of the enclosure to the 

back. Hence the air gets preheated by the time it reaches the interior hard disk drives and leads to 

high temperatures for those drives. This results in an increase in number of failures observed in 

that location. 

Figure 3.5 (a) shows the average temperature observed in each hard disk drive column (1 

through 5) across all the machines under this study. Note that the temperatures increase from 27 C 

in the front-most hard disk drive (HDD1) to 39 C in the fourth hard disk drive column (HDD4). 

This is just the average temperature measurement, and there were hard disk drives that were at 

temperatures greater than 45 C in hotter parts of the data center as shown in Figure 3.4. The last 

drive (HDD5) closer to the hot aisle has a reduced temperature due to heat dissipation at the outlet. 

The corresponding total failures observed across the entire server population over a period of 1 

year are denoted by the AFR line. Note that we present Annual Failure Percent (which is a 

measured population-based value and should not be considered as the Annualized Failure Rate, 

which is a calculated metric that manufacturers provide) for our population that is on continuous 

mode of operation throughout the year (For a discussion on different annual failure rates, please 

see [20]). The failure rates measured here are not reflective of manufacturer quoted rates, and 

should be considered only as number of failures out of the population under deployment.  Out of 

the hard disk drives that were in the front-most part of the server chassis (HDD1), only 4% failed, 

whereas, for the fourth hard disk drive (HDD4) around 6% of the total disks failed. This is almost 

1.5X the number of failures compared to the front of the chassis. This result shows a strong 

correlation between temperatures observed through the SMART logs collected at the machines 

and the observed failures reported in this data center. In fact, the correlation coefficient measured 

across the entire population for (average temperature for drive locations inside the chassis, 
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number of failures) pair is R = 0.79, which is significantly high. Our experience with this dataset 

does point out that lower temperature locations do have lower failures, and as system designers it 

is a strong motivation for reducing temperature impact inside a chassis design. Fan speed and 

airflow management helps reduce such temperature impact. 

Observation: There is a significant correlation (r = 0.79) between actual hard drive temperature 

inside a server chassis design and the number of drive failures. Hence chassis design should 

incorporate temperature reduction optimizations. 

3.2.2.2 Correlation across Servers in a rack 

A data center rack consists of multiple server chassis arranged on top of each other. The 

cool air comes through vents closer to the bottom of the rack and rises upwards. It is pulled across 

the server as it rises up in a horizontal direction (as shown in Figure 3.2). However as it moves up 

through the vertical direction, there is an increase in air temperature due to heat dissipation. There 

are also other mechanical impacts such as the differences in air pressure (cfm) at different server 

locations within a rack. In this section we explore whether the server location and inlet temperature 

observed at each location correlates with the number of disk failures observed at that server 

location.  

From Figure 3.5 (b), we see that the cooler servers (Location 9, 10, 11, 12) that are on the 

bottom of the rack have lesser number of failures (closer to 5%) as compared to hotter servers 

(Location 2) at 6% failure rate. This shows a strong correlation between server locations inside a 

rack and the number of failures. This reiterates our observation that temperature and air movement 

across a rack are significant determinants for server failures. The correlation coefficient computed 

for (inlet temperature for server location within rack, number of failures) pair is R = 0.91. 
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Observation: There is a significant correlation (R = 0.91) between the inlet temperatures 

observed with respect to the position of the server in the rack and number of failures for that 

server. The higher the average inlet temperature at a server location within a rack, the higher 

the number of failures. 

 

3.2.2.3 Correlation across multiple rack location 

We observed earlier that drive bay location and server location temperatures are indeed 

major determinants for number of failures observed in that location. Following that, we also 

determine whether the temperatures observed across rack locations inside the data center are 

 

a) Within Server Chassis    b) Within a rack 

 

 

c) Across rack locations within data center 

 

Figure 6: Correlation across different location granularities 
Figure 3.5: Correlation of failures across location granularities 
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correlated to the number of failures observed. Figure 3.5 (c) presents the temperature observed at 

the particular rack location (averaged across the servers in the rack). Every cluster in the data 

center has columns of multiple racks. Each column has an inlet cold aisle and a corresponding hot 

aisle. Every rack has 12 servers. 

  One important observation from this figure is that we would expect the Temperature line 

to be fairly horizontal at a fixed data center set-point temperature. However this is not the case and 

there is significant variation in temperatures across the data center floor. This is possible due to a 

variety of reasons including inefficient hot aisle/cold aisle containment, other networking or server 

gear venting hot air into the cold aisle and hot air recirculation around the edges. There are other 

significant patterns observable from the figure, especially that the rise in temperature is 

accompanied by rise in failures, however we note that there are several places in the figure where 

this is not the case. However, the correlation coefficient for the entire set of data (temperature at 

data center location, failures at that location). There is indeed a positive correlation and is 

statistically significant. Also, it is clear that the lower temperature racks have lower failures and 

hence the motivation to be temperature-aware in data center and server design is still valid. 

Observation: There can be varying degrees of deviation from the Data center set-point 

temperature in different parts of the data center floor. Hence hot and cold aisle containment 

solutions are needed for higher efficiency in traditional data centers. 

3.2.3 Impact of Variations in Temperature on Failures 

We observed that the failures are correlated with average temperature measured at different 

granularities. In this section, we explore whether variations in the temperature experienced by the 

disk drive has any correlation with failures. Instead of just comparing variance or standard 

deviation which has no reference to the mean around which the variation occurs, we use the 
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coefficient of variation as a representative metric. This metric is a normalized measure of 

dispersion of a probability distribution and it computes the variation of temperatures relative to the 

mean (CV = ů/Õ). We saw that average temperature experienced by disk drives already has a strong 

correlation to failures. We also want to explore whether large variations in temperature impact 

failure rates. 

Figure 3.6 shows the correlation between CoV (Coefficient of variation) clustered into 

discrete buckets (each with 0.001 CoV) and the corresponding AFR for all disks falling into this 

bucket. We also plot the PDF of the distribution to show temperatures with high frequencies in the 

distribution. As can be seen from the figure, the actual variation of temperature measurements is 

around 0.8% - 3.4% of the mean for most of the hard disk drives. This number in itself is relatively 

small, since typical average temperature ranges between 35C-40C and this variation amounts to a 

small deviation from this mean. This is due to the fact that in a traditional data center, inlet 

temperature to the servers is tightly controlled by a chilled water loop [68], and is expected to 

show less variation. Moreover, the temperature difference that we observe is between different 

disk drive locations across the chassis and rack and is not localized to each disk drive. This also 

agrees with our observation that workload variations (seek requests) are expected to cause minimal 

variation to individual disk drive temperature. 
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From the figure, we observe that there is no significant correlation between the CoV and 

the resulting AFR (R value of 0.21 is lower than critical value of R required for statistical 

correlation), though there is a slight uptrend and a positive correlation at certain CoV. For 

comparison purposes, correlation coefficient of average temperature at different chassis and rack 

locations with failures was in the 0.8-0.91 range. This population is from an identical server design, 

housing a homogeneous load-balanced data center application, and hence has little variation in 

terms of age, disk drive model or workload intensities. 

Observation: This analysis shows that 1) temperature variation relative to average temperature 

in large data centers is minimal (less than 5%) and 2) temperature variation does not show a 

strong correlation to hard disk drive failures in the population under study.   

3.2.4 Impact of Workload on Temperature and Failures 

In the above section, we identified that variations in temperature do not correlate with 

failures. However, we also want to independently see whether workload variations were the cause 

 

Figure 3.6: Correlation between AFR (failure rate) and CoV (Coefficient of Variation) 
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of either temperature change or failures. In this section, we compare workload measurements to 

temperature and failure measurements separately. 

3.2.4.1 Workload Intensity and Temperature 

The collected data set also contains the total number of read and write operations done on 

the disk drive at every collection interval. This is a useful metric to have, since we can figure out 

the disks that were stressed more when compared to other disks. We can then correlate the 

observed temperature at the disk drive to see whether the disk that had a higher number of 

workload requests was at a higher temperature than other disks. 

 

 

Figure 3.7: Temperature at increasing read and write intensities at all disk drives 
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In Figure 3.7, we plot the workload intensity at each drive and the corresponding average 

temperature experienced by the drive at that particular workload intensity. We plot both read and 

write intensities. These intensities are measured for a 20 minute interval due to data center data 

collection limitations. However, we expect heavily accessed disks to have consistently high access 

rates during the entire period of operation, since intensity is the sum of all requests over a 20 

minute window. To have a sum that is large, the individual intensity measured every second (IO 

operations per second or IOPS) should have been large. From the figure, we are able to note that 

for both read and write operations, increasing intensities do not show a relative increase in 

temperature of the drive. As we move to the higher write and read intensities, we see temperature 

swings that are very high ï this is due to the fact that the sample size at those high intensities is 

low and averaging them yields skewed temperature numbers. We show this data in the graph for 

completeness, but at most intensities where there is sufficient number of samples; we see no direct 

correlation between temperature and intensities. This confirms our earlier hypothesis that 

enterprise workloads have very little idle time [37] and the resulting continuous operation typically 

shows little or no change in temperature behavior of the disk drive [38], such that it deviates by a 

significant amount from the average temperature experienced throughout. 

Observation: Workload variations do not impact temperature variations significantly for our 

load-balanced data center application. 

3.2.4.2 Workload Intensity and Failures 

In this section, we correlate workload intensity experienced at each disk drive, with the 

failures experienced by disk drives. Figure 3.8 shows the correlation between average reads/ 

average writes and the corresponding failures for disk drives having the read/write intensity. In 

both the charts, X-axis plots read and write intensities measured per 20 min. Y-Axis plots the 
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failure rate for all disk drives that experienced that intensity. We also plot the pdf to show the 

distribution of read and write intensities over the measured population. We see from both the charts 

that there is no correlation between the read or write intensity to the failures experienced by the 

disk drives. This conclusively shows that workload variation in itself does not impact hard disk 

drive failure at data centers. 

 

Observation: There is no significant correlation between workload intensities and failure rates 

in the data center population. 

 

 

Figure 3.8: Correlation between workload intensities and failure rates 
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3.2.5 Summary of Observations from Data center data 

In summary, we see that average temperature has a strong correlation to disk failures at 

different locations inside chassis, rack and across data center floor. However, we do not observe a 

significant correlation between variations in temperature and disk failures. The variations in 

temperature are within 5% of the average and hence are not significant enough a concern for data 

center design. We also see that workload variations have minimal impact on temperature variations 

or hard disk drive failures in the data center. 

3.3 EVALUATION OF TEMPERATURE CONTROL KNOBS 

The results of the data center study showed significant correlation between temperature and 

failure rates. In this section, we evaluate the validity of our observations through controlled lab 

experiments. We control knobs that can influence temperature and experimentally quantify the 

benefit of each knob. This evaluation is done on a real system resembling the actual production 

system in a controlled lab environment. We evaluate the following temperature control knobs in 

this section: 

¶ Workload knobs (Intensity, Different workloads) 

¶ Chassis design knobs (Disk placement, Fan speeds) 

3.3.1 Workload Knobs 

In the earlier section, we saw that workload variations have minimal impact on 

temperature. We want to validate this with the help of an experiment, where we control two 

workload knobs ï we modulate the workload intensity by controlling inter-arrival rates; and we 

also run different workloads that have different access patterns on the same experimental system. 

We then compare the impact of these two knobs on disk drive temperature. 
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3.3.1.1 Impact of Workload Intensity on disk temperature 

We modulate the inter-arrival rate of the workload by delaying the time between every IO 

request. We simulate various inter-arrival rate from 1 ms, 10 ms, 100 ms, 1000 ms, up to 10000 

ms. We also simulate an artificial workload with 0 inter-arrival time ï basically, the workload 

sends as much requests as it can limited by the queue size specified (1024 in this case). Figure 3.9 

plots the temperature measured by our thermal sensors in each of the 34 drives in our experimental 

setup. As can be seen from the figure, different workload intensities do not impact the drive 

temperature at each drive. The reason for this can be attributed to the fact that the spindle motor 

contributes to a significant portion of the power consumption of the disk drive [82] and as long as 

there is any activity on the Voice Coil Motor (VCM) that moves the read/write heads, the intensity 

of the operation does not have an impact on temperature. 

3.3.1.2 Impact of workload patterns on disk temperature 

In order to identify whether there is a difference between workload access patters we run 

our suite of different workloads on the experimental system. We do not change the RAID 1+0 

partitions to maintain uniform infrastructure for all our experiments. Figure 3.10 shows the drive 

temperature for the different workloads. As we can see from the chart, there is no significant 

change in temperature experienced by the disk drives running different workloads. The maximum 

difference is a delta of 3C between Email and Messenger (OLTP) workloads. OLTP workloads 

have a higher read:write ratio and has a higher inter-arrival time compared to Email. They are also 

largely random and hence has a slightly higher seek activity that can result in the minor difference 

between temperatures. 
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In this section, we saw that workload intensities or variations in actual profiles do not cause 

significant changes in temperature behavior at the disk drive. This agrees with our observations 

from our data center study that shows low correlation between workload behavior and temperature 

of the hard disk drives. Given this low correlation at the disk drives, we believe that investing in 

workload modulation to control temperature at disk drives would yield minimal benefit with 

respect to reducing temperature or increasing reliability. Compared to CPU temperature control 

using DVFS schemes or power states in processors [31], workload modulation achieves lower 

reduction in disk temperatures. 

 

Figure 3.9: Temperature of 34 drives at different workload intensities 

 

Figure 3.10: Impact of running different workload profiles on disk temperature 
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3.3.2 Chassis Knobs 

Server chassis is composed of several components including the sheet metal casing that 

includes all the individual components like the CPU, motherboard, power supply, fans, memory 

and the hard disk drives, in addition to cables connecting the different components. The layout of 

each component on the chassis is deliberated and positioned in a way that optimizes the floor plan, 

signal integrity and cost of the overall solution. The thermal behavior of each component in the 

server system is impacted by the position of the system relative to inlet temperature at the cold 

aisle and also the cooling solution employed. CPUs have heat sinks that absorb heat produced from 

the processor. Hard disks however do not contain heat sinks in the typical enterprise scenario; 

however they are cooled by chassis level fans that move air through the chassis. The pressure 

difference maintained across the chassis by the rotating fans results in air flow that removes heat 

from the system. Typically, the components closer to the cold aisle have a lower temperature, and 

due to the preheating effect and the direction of air flow, the components at the back of the chassis 

have higher temperature. In Section 3.2.2.1, we saw the impact of difference in temperature across 

the chassis impact disk failures differently. In this section, we measure the impact of control knobs 

that can impact temperature differences across the chassis, including disk placement and fan 

speeds, on the temperature experienced by disk drives. 

3.3.2.1 Impact of disk placements inside the chassis  

In our experimental system, there are a total of 35 disk bays where disk drives could be 

connected. However, there is a requirement for only 34 disk drives in our system. We use the one 

available open slot to experiment the impact of disk placement on temperature experienced by the 

disk drives. We use the column positions 1 till 5 to place the empty slot in the middle of the chassis. 

Figure 3.11 shows the impact of an empty slot in the system. We denote the temperature of the 
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empty slot to be 0 in the chart. Note that whenever there is a sharp dip in the series, after 7 

consecutive positions, there is another small dip in temperatures. Since there are 7 disk drives 

arranged in each column, the second dip in each series corresponds to the disk drive directly behind 

the empty slot. This experiment shows that the position of hard disk drives and empty slot influence 

air flow and can result in reducing temperature in storage enclosures. We see that an empty slot 

can reduce the temperature experienced by the disk drive behind the empty slot by close to 5C-7C. 

Hence based on the requirement of enterprise applications, it might be beneficial to allow empty 

slots with the purpose of cooling disk drives that experience a higher temperature.  

 

 

3.3.2.2 Impact of fan speeds on disk temperature 

Server fans are a common solution that is used for moving cold air across the server chassis 

to cool hard disk drives. In this section, we measure the impact of different fan RPMs on the 

temperature of disk drives in our experimental setup. An increase in fan RPM results in increase 

in power consumed by the fans since power is proportional to the cube of the RPM.  Hence we 

 

Figure 3.11: Empty slots with temperature of zero creates a dip in temperature of the drive directly behind the slot (after 7 

places) 
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need to evaluate the benefit of reducing temperature on reliability compared to the cost of increased 

power for increasing fan RPM. Figure 3.12 shows the relationship between fan speeds and 

temperature. In our setup, we can control the fan speed RPM from 7000 RPM (denoted by 7000-

wkld) to 12000 RPM (denoted by 12000-wkld) and we increase the fan RPM in steps of 1000. We 

see a drop in temperature of 5C when we increase fan speed from 7000 RPM to 12000 RPM. 

 

3.4 MODEL FOR HARD DISK RELIABILITY  

From our real data center study and experimental evaluation, we identify that average 

temperature has stronger correlation to disk failures. In order to quantify the impact of different 

data center inlet temperatures experienced by the servers, we had to develop a model for measuring 

the reliability of the hard disk drives. We used a physical Arrhenius model and estimated the 

activation energy based on the failures from the field. Earlier studies have estimated that duty cycle 

has a negative effect on AFR (higher duty cycles have higher accelerated failures) [14]. We factor 

 

Figure 3.12: Increasing fan speeds reduces temperature of disk drives 

 

 

 












































































































































































