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ABSTRACT

As cloud computing, online services and user stocagénue togrow, large companiesontinue
building data centefacilities to serve end user reqgments. These largiata centefacilities are
warehousescale computers in their own right and the cost efficiency of datzhcentexis critical

for bothcloudand enterprisbusinessData centemfrastructure can be partitioned logically into

IT infrastructure ¢erver andetwork), Critical Environmeninfrastructuregpower, cooling and
managementinfrastructure that coordinates all the other infrastructuddthough theIT
component of thelata cateris crucial for applications to run, almost ettérd of the total cost of
ownership in adata centeiis spent towards building and operating tréical environment
infrastructure Data center operators strive to reduce twost of thecritical envionment
infrastructurein order to increasthe server portion of the capital expense investment. However,
reduction ofthis costusuallycomes at the expense of increase in failures or unavailability of the
server infrastructurdn this work, we explorghe impact of data center infrastructure on server
availabilityT we first characterize server component failures with respect to temperature (Cooling
System), evaluating the relationshiptween server hard disk drive failui@sd temperature in
detail. We then evaluate power availability events and their impact on data center power
provisioning (Power System). We then focus on the critical management infrastructure that
coordinatesall of the infrastructure, and propose a novel,-mst, wirelesdased ranagement
solution for data center management (Management System). We also presswtclass of
failuresin data center(Soft Failure¥, which resuls in service unavailability, but égsnot need

actual hardware replacements



APPROVAL SHEET

The dissertation
is submitted in partial fulfillment of the requiremanits
for the degree of
Doctor of Phikosophy

Srifam  Savkar
AUTHOR

The dissertation has been read and approved by the examining committes;

Sudhanva Gurumurthi

Sdvisor

Kevin Skadron

Marty Humphrey

Paul F. Reynolds

Kamin Whitehouse

Mircea R. 5tan

Accepted for the School of Enginesring and Applied Science;

N A/

Dwan, Schoal of Engineering and Applied Scdence

May
2014



ii
Acknowledgements

| would like to thank my advisor, Professor Sudhanva Gurumurthi, for his guidance and
mentorship throughout these years. He motivated me to continue my PhD and supported me
throughout this process. Without his encouragement and tireless efforts, this watkeblohve
been possible. He allowed me to research with independence and appreciated my ideas, never
dismissing themproviding me with all the support to pursue them successk#ihas taught me
a lot and | am fortunate to have him as my research @udvisvould like to also thank my
committee who have provided me with feedback and guidance on my work continuously. | would
like to thank the Department of Computer Science and the University of Virginia for allowing me
to work on my PhD while working iBeattle. | would like to also mention the office staff from the
Department of Computer Science and SEAS, who have patiently assisted me with numerous

guestions omountlesccasions.

| have been blessed with great friends, from undergrad in CEG, to bityvarVirginia and
in Microsoft. They have stood by me through peace and war, thick andttierSingle Singham
gang deserves a special mention, they have been my source of strength for the PhD and beyond,
and | amlooking forward tomany yearsof such friendshipl would also like to specifically
mention Microsoft and the support that the company provides to its employees to pursue education
goals. | would like to thank my managers throughout this pédrisdishagra Vaid, Badriddine
Khessib andavid Gauthier, who encouraged me and provided me with technical guidance and

mentorship.

My parents have always supported me in all my efforts, and | would not be where | am without

them.They havesupported me throughout my educat@eating multipleopportunities for me



from primary school to TVS Academy and DANrom humble beginnings in our native village,
Malluppatti, it is a true testament to their viseomd dedicatiothat | completed my PhMy sister

is the true doctor, she can treat people @amée them of their ailments, and | am looking forward

to herfuture contributions to the societyly wife has been my constant sourcesioéngth and
support, she moved cities to help me finish my PhD. | have spent weekends and nights working
on my PhD and she has besxtremely patient with the PhD journ&hetook care of all the other

hundred things to dso | can focus on my workam lucky to have her in my life.

Finally, 1 would like to dedicate this dissertation to my grandparents who bese
encouraging ah supportive throughout my formative years. |1 would like to thank all my friends

and family who stay closer to me in spirit though separated through geographic distance.



1 TABLE OF CONTENTS

IO | 1 £ To 18 o 1o o T PR TPPPPPP 1
1.1 Data center Total Cost of OWNErship.......cccooeiiieiiiiiiieeci e 3
22 Y/ - T o g @] a1 1o 0 1] o 0P 5

2 Overview of Data Center INfraStrUCTUIE.............uuuuiiiiiiiieeeiiii e 9
2.1 Co0liNG INfraStrUCLUIE........ciiiiieiiiiiiiit ettt e e e e e e e e e e e e eenne s 9
2.2 POWET INfraSIrUCTUIE......cce et eeee e e e e e e e e e ennnes 10
2.3 Management INfraStIUCTUIE.............uuiiiiiiiiii et e e 12
2.4 IT Systemd Server & Network InfrastruCture..............cccciviiviimmmnniiiiievieeee 14
2.5 REIAIE WOTK.. .ottt e e e e e e e e e e e e e e s s e e e e e e e e e e as 15

3 Cooling Infrastructure Impact of Temperature on Hard Disk Drive Reliability........... 20
3.1  Experimental INfrastiCIUrE.............ovuiuiuiiiii it e e erreres e e e e e e e aeeees 23

3.1.1 Temperature Measurement INfrastrUCIUre..............cceiiiiiiecciviiiiicie e 23
3.1.2 Server Test Configuration.............ccooiiiiiiiiieen e 24
I 00 G T VLY o 4 [0 = T PSP 25
3.2 Real Data center Case StUAY.......cccuuiiiiiiiiiiiieeeeeeeeee e 26
3.2.1 Hard Disk Drive Failure DeterminantsS............ccccceeeeeieseeeeiennnnennnnneeeeeeeeeeeeeens 27
3.2.2 Correlation of Disk Failures with Average Temperature.................cceevvceee.. 29
3.2.3 Impact of Variations in Temperature on Failutes................ccvvvemeeveeeevinnnns 34
3.2.4 Impact of Workload on Temperature and Failures..............cccoeeeveeeeeiiieenennn. 36
3.2.5 Summary of Observations from Data center data................cccvveeeveeeeinnnnnn. 40
3.3 Evaluation of Temperature Control KNnabs...........ccooooeiiiiiieeeiiiiiee 40
G TRC 700 M VAY o 1 4 o = To I 1 [0 o L3S 40
3.3.2  ChassSiS KNODS......uiiiiiiei e eeeeeee ettt e emennne 43
3.4  Model for Hard Disk Relability............ccuviiiiiiiiiiiie e 45
3.4.1 Arrhenius Model for Acceleration FacCtQr...............ueiiiiiiiecceeiiiiiiiieeeeeeeeeeeens 46
3.4.2 Application to Data Center Setpoint SeleCtion..............ccovvviviiccciiiinieerieiiinnn 48
3.5 Cost Analysis of Temperature OptimiZations............covvvvviiiiieeeieieeeeeiiee e e e eeannanns 50

G 2N G S T U1 0 4= 1Y P 53



Vi

4  Power Infrastructuré Power Availability Provisioning..............ccovvviviiiiiiniieeeeeeeinnnnnnd 55
4.1 Background on Power RedundancCy.............oooeviiiiiimmmeeiiieieieiiiiiiii s 57
4.1.1  Power Delivery INfraStrUCIUIE...........uvuviiiiiiis it 57
4.1.2 MTBF VEISUS MT TR ..o e a9
4.1.3  Number of NINES MELHC....cuuiiiiiiiiiiieie e 60
4.1.4 Types of Power Availability EVENTS.........ccooiiiiiiiiicciceeeccciie e eeeeeeeeeeeeee 61
4.2 Power Workloads and Characterization...............oooiiiiiemeee e sessciivveveeeees 63
4.2.1  PoOWer ULIIZAtiON TraCES . ....uuuuuuuuiiiiaeeee e e eeeeiiiiesa s ae s e e e e e e e eeeeeanensa s s e e e e e eeaaeeeeees 64
4.2.2 Power Availability Characterization..............cccccviiiiieemiiiiiieeeeeeeee e 65
4.2.3  PUtting it @ll OGELBI.......coviiiiiiiiee e 67
4.3 Power Availability ProviSIONING...........uueeiiiiiiiiiiiieeeiiiiieieee e 68
4.3.1 Methodology DeSCHPLION.......ccciiiieieeeeiiiiemme e 69
4.3.2  Performance MOUEL.........cccouiiiiiiiiiieeeiiiiiiee e e e e e e e e e e e e e e e e e e 70
4.3.3 N-M Generator Capacity SiZiNG..........uuuuuruiiiiiiiiieeeriiiiiisa e e e e e e e e e ieeenaa e eas 73
N O 0 153 [ 0] 0 - o3 SO 76
S 10 [ 101 0 = PP PPPPPRRRRRPPSY & 4
5 Management InfrastructuieWireless Data Center Management................cccevvvueeenns 78
5.1 The Case for Weless Data Center management............ccoeeeviiiiccceeeeeeeeeeeeeeees 80
5.1.1 Cost Comparison With Wired DCM..........cccueiiiiiiiiiiieemiiieiieeeeeee e 80
5.1.2 Choice of WireleSSIEEE 802.15.4........ouueiiiiiiiiiiiiiiieeieeeeeeeeeeeeeeeeee e 82
5.1.3 Radio Environment inSide RACKS............cccocuuiiiiimmmniiiiiiiieiieeeeece e 83
5.2  CapNet DeSIgN OVEIVIEW..........c.coveieiiiiiiiemmee ettt e e emras s e e e e aeaaaaas 85
5.2.1 ThePower Capping Problem.............oiiiiiiii i reeeee e 85
5.2.2 Power Capping over WiIreleSS DCM..........cciiiiiiiiiieceeeciieeee e eeeeeeeeeeveeen 87
5.2.3 A Naive PeriodiC ProtOCOL..........uuuuiiiiiieee e eeeen e e e e e e 38
5.2.4  EVENEDNVEN CAPNEL........uuiiiiiiiiiiii et 88
5.2.5 Power Capping ProtoCal...........coooiiiiiiiiiiicce e 89
IR T = q o= 410 1T o] £ PP PP PP PP PPRUPPPPPPP 93
R 70 A [0 o o1 [T g g =T €= (o o PSP 93
5.3.2  EXperimental SEUD...........oiiiiiiiiiii e 94
5.3.3  RESUIS. ... ennn e e e 97

5.4 ENngineering LIMItatiONS........cooiiiiiiiiiii e cieeee s erene e 107



Vil

5.5 SUMMIAIY ..o eee e e e ettt e e e e e e et e e ameee e e e e e ennna e eeas 109

6 New Failure Trends in Data C@NS$............coeveiiiiiiiiiiiireeeeeeeiiiie e eeee s 110
6.1 Soft Failure CharacterizatiQn...............uuuuuuummiiccrieeeeiiiiiirs e 111
6.1.1 Percentage of SOft FAIlUIES...........coviiiiiiiiiiee e 111
6.1.2 Downtime due to Soft Failures.............oooooiiiiiimmmnc e 113
6.1.3 Recurrent Soft Failure Probability................ccooiiiiiieeciiiiiee e, 114
6.1.4 Next Fix After a SoffFailure............coooiiiiiiiiiiieee e 115
6.1.5 Probability of Soft Failures Leading to an Actual Failure...................coeeeee. 116

6.2 Possible Architectural Approaches to Counteft Failures.............cooevvviiviiieee... 116
6.2.1  Process MOAIfICAIONS..........uuuuuuniiiiis i s ettt e e e e e e e e e ennmrsn s e e e e e e e e e e eeees 117
6.2.2 Hardware Modifications to Handle Soft Failures.............cccovvvvviieeneeeeenneee. 117
6.2.3  Software Approaches for Soft faillutes...........ceeeeeeiiiiieeei e 118

LG T [0 0] =TV PSPPSR 119

7 ConclusioNS and FULUIE WHO..........uuuiiiiiiiiiiiiiis ettt e e e 120

BIDlIOGIraPNY ... e ——————————— 125



viii

List of Tables

Table 3.1: Data center workload characteristi€andom acceswith short intefarrival times.

......................................................................................................................................... 25
Table 3.2: HDD temperature and corresponding AFR (40C is baseling)......................... 48
Table 3.3: Choosing Datcenter Setpoint for a) HDDs in Front, b) Buried HDDs.............. 49

Table 4.1: Example MTBF hours and MTTR hours of power infrastructure componentss9
Table 4.2: Typical ridehrough timing for energy storage components in the data center power
1= TS (0 od (1 =P PPPY 62



List of Figures

Figure 1.1: Data centenfrastructures Power, Cooling, Network, Server and Management3
Figure 1.2: Data center Total Cost of Ownership (5 year server & 15 year infrastructure

=0 00 U1 1o ] ) PP PPUPP 4
Figure 2.1: Traditional data center cooling system based on CRAC.UNItS.............ccco..e.. 10
Figure 2.2Typical power infrastructure in data CeNterS..............uvvviiiiiieeeiiiiiiiiieieeeeeeeeeeen 11
Figure 2.3: Management infrastructure in data centers{M&nagement controller, S48

are servers, AggSAggregation Switch and TORTop Of Rack switch)...............eiiiiinnee 13
Figure 2.4: Typical data center network With racks...........ccccccooiiiimac e, 14
Figure 3.1: Breakdown of hardware component errors in a large data center (2 years failure data)
......................................................................................................................................... 21
Figure 3.2: Dase Storage configuration and layQuL..................eeeiiieeeiiiiiiiiiiiieiiieieee e 24
Figure 3.3: Temperature shows better correlation to HDD failures than workloadtiaiiz. 28
Figure 3.4: Failure rates at different hard disk drive temperatures..............cccccoeeeeeeninnn, 29
Figure 3.5: Correlation of failures across location granularnities...............ccccovceee e 33
Figure 3.6: Correlation between AFR (failure rate) and CoV (Coefficient of Variation)....36
Figure3.7: Temperature at increasing read and write intensities at all disk.drives........... 37
Figure 3.8: Correlation between workloadeinsities and failure rates..............ccoceeeeeieeeenens 39
Figure 3.9: Temperature of 34 drives at different workload intensities..............c..ceeceeee. 42
Figure 3.10: Impact of running different workload profiles on disk temperature..............42
Figure 3.11: Empty slots with temperature of zero creates a dip in temperature of the drive
directly behind the slot (after 7 places).........uvciiiiiiiiccceccir e A4
Figure 3.12: Increasing fan speeds reduces temperature of disk.drives................ccc...... 45
Figure 3.13: Cost comparison between wag temperature and increase in failures......... 52
Figure 4.1: Expected downtime associated with each tier and corresponding cost to construct the
data center per square foot (lower downtime imgligher availability)...............ccccccviiiin. 56
Figure 4.2: Power infrastructure with dual utility, 2N distributions, N+1 component in each

[0 15T o 10 1 o] o PP 58
Figure 4.3: ITIC Curve showing operation region as a function of nominal voltage and duration
(0] =Y T o | 62
Figure 4.4: CDFof duration of power events from the two data centers...............cccvvveeenn, 65
Figure 4.5: Intesarrival time CDF for power events from two data centers....................... 67
Figure 4.6: Generator capacity provisioning for different redundancy levels (lower capacity
IMPIIES COST SAVINGS). ...uuutvttttiiiiiiiiitieeieeeteeeee ettt et e e e e e e e e e e s ammmt e e e e e e e e e e e e e e e e s s saannne s s e s s e nnnnned 68
Figure 4.7: Performance model for WebSearch (QPS = queries per seeasdyed at power

caps from 1000 t0 BOUD).........ceeeeeuuinrritiieees et e e e e eeesserbereeeeeeeeeeeeeeeeeesemereeeeeeeees d 2
Figure 4.8: Performance model for Cosmos (Performance is normalized from execution time for
(70157 1 0101535 o] o 1= TP 12

Figure 4.9: Performance impact of power events will ijenerator capacity for WebSear@h
Figure 4.10: Performance impact of power events witd ienerator capacity faosmos...75
Figure 5.1: System cost comparison and scalability...............ccooiiieeeiiiiiiiiiiii s 82


https://d.docs.live.net/a3918050fa85b7ad/PhD/ThesisFormatted.docx#_Toc386412422
https://d.docs.live.net/a3918050fa85b7ad/PhD/ThesisFormatted.docx#_Toc386412426
https://d.docs.live.net/a3918050fa85b7ad/PhD/ThesisFormatted.docx#_Toc386412426
https://d.docs.live.net/a3918050fa85b7ad/PhD/ThesisFormatted.docx#_Toc386412427
https://d.docs.live.net/a3918050fa85b7ad/PhD/ThesisFormatted.docx#_Toc386412428
https://d.docs.live.net/a3918050fa85b7ad/PhD/ThesisFormatted.docx#_Toc386412429
https://d.docs.live.net/a3918050fa85b7ad/PhD/ThesisFormatted.docx#_Toc386412430
https://d.docs.live.net/a3918050fa85b7ad/PhD/ThesisFormatted.docx#_Toc386412431
https://d.docs.live.net/a3918050fa85b7ad/PhD/ThesisFormatted.docx#_Toc386412432
https://d.docs.live.net/a3918050fa85b7ad/PhD/ThesisFormatted.docx#_Toc386412433
https://d.docs.live.net/a3918050fa85b7ad/PhD/ThesisFormatted.docx#_Toc386412434
https://d.docs.live.net/a3918050fa85b7ad/PhD/ThesisFormatted.docx#_Toc386412435
https://d.docs.live.net/a3918050fa85b7ad/PhD/ThesisFormatted.docx#_Toc386412436
https://d.docs.live.net/a3918050fa85b7ad/PhD/ThesisFormatted.docx#_Toc386412436
https://d.docs.live.net/a3918050fa85b7ad/PhD/ThesisFormatted.docx#_Toc386412437
https://d.docs.live.net/a3918050fa85b7ad/PhD/ThesisFormatted.docx#_Toc386412440
https://d.docs.live.net/a3918050fa85b7ad/PhD/ThesisFormatted.docx#_Toc386412440
https://d.docs.live.net/a3918050fa85b7ad/PhD/ThesisFormatted.docx#_Toc386412449

Figure 5.2: CDF of RSSI at a receiver at bottom of sled under a) different Tx Power (Top) and b)

different channels (BOIOML)..........ooviiiiiiiimme e et e e e e e e e e e e e eneer e e as 84
Figure 5.3: Trip curve of Rockwell AlleBradley 1489A circuit breaker at 40C.................. 86
Figure 5.4: CapNet's evedtiven protocol flow diagram..............cccevvvvriiiemee e, 91

Figure 5.5: Performance of evetiven protocol on 60 servers for 4 weeks (a) CDF of lower
bound stack (b) CDF of alarm slots (in detection phase) and (c) Packet Loss.Rate........ 99
Figure 5.6: CDF of lower bound slack under evamen protocol for increasing number of

1< AT T PP P PP UPPPTRTRPPIN 101
Figure 5.7: LB slack for muHiteration capping under evedtiven protocol (a) LB slackfor

120 servers and (b) LB slack fOor 480 SEIVEIS.........uuuuiiiiiiii et ereee e 102
Figure 5.8: Miss rates for varying server counts for mitdtation capping.............ccc.eeeee.e. 103
Figure 5.9: Sensitivity to different power cap levels (120 servers, 4 weeks trace) a) LB miss rates
AN D) UB MISS FAES. ...ttt e ee ettt e ettt e e e e e e e e e s ammr e e e e e e e aeeeens 104
Figure 5.10: Sensitivity to interfering clustefa) Cappingatencies observed and (b) Miss rates
........................................................................................................................................ 106
Figure 6.1: Percentage of Soft failures in data Centers..............evvvivieeeiiiiiiieiiiiiieeeeeeeen 112
Figure 6.2: Average days for fixXing a faillure..........cccooooeiiiiiieeeiii e 113
Figure 6.3: Probability of machinés have recurrent No Problem Found failures............ 114
Figure 6.4: Next fix and Average days to next fix, following an NPF event................... 115
Figure 6.5: Subsequent fix type after a Soft Fallure...........cccooooiiiieeeiiiiiiiiii e 116

Figure 7.1: Spectrum (51898 MHz) inside a data Center..............cceeevvviiieeeiee e, 122


https://d.docs.live.net/a3918050fa85b7ad/PhD/ThesisFormatted.docx#_Toc386412451
https://d.docs.live.net/a3918050fa85b7ad/PhD/ThesisFormatted.docx#_Toc386412459
https://d.docs.live.net/a3918050fa85b7ad/PhD/ThesisFormatted.docx#_Toc386412460
https://d.docs.live.net/a3918050fa85b7ad/PhD/ThesisFormatted.docx#_Toc386412462
https://d.docs.live.net/a3918050fa85b7ad/PhD/ThesisFormatted.docx#_Toc386412463

1. INTRODUCTION

Traditional computer applications are transitioning to online services, and user data is being
stored increasingly in the clouiccording to arinternaional Data Corporation (IDQublication,
digital datais expectedo grow at an exponentiphce and the storage needs foud computing
is projected to dable almost every three yed28]. This shift fromenterprise software to cloud
services is more pronounced than ever, and large cloud providers are building ofetssoenter
facilities for coping up with this transition. Even in the HPC domain, thesedatgeenter make
it possible for ordinary ciemers to rent a tofifty supercomputing resource for unde68@/hour
or $0.05/core houB9]. In terms of scale and computing power, most of the kdatg centerare
designed tgrovide significantly highed computing resource and a large storage capacity in one
of the many variants of c¢cloud offerings for
andRackspace Cloud. Cloud computing enables businesses to start tpyiciffgringa share of
largecomputing resources to the custontar. the cloud providers themselves, ladg¢a centey
take up a significant upfront capital investment and hence are a financial liability. In contrast to
enterprise software business, cloud computing relies heavitheoefficiency of infrastructure
operation for increasing financial profits. Thus, optimizing the capital expenditure and operational
logistics of thedata centelis a valuable contribution in the cloud domain because toéir

immediate cost savings potei.

The large scaldata center that provide cloud computing services should not be treated just
as a collection of servers, but ttata centeitself resembles warehousascale computej41].

Forinstancea | ook i ns i d edatddentefaalisy atChicags]65] peesegtea 700,000



square foot facility with the potential to hold 300,000 servers. The facility also includes 11 diesel
generators each sugmg 2.8 MW of power, 11 electrical substations and power rooms, 12 chillers
each with a capacity of 1260 tons and several network switches and cables. There are several inter
dependent infrastructure elements, including power, cooling, network and meardge
infrastructuresin addition to service personn¢hat keep thedata centerunning at optimum

levels. As with any large system, sutdita centey aresubjectto failures and inefficiencies in each

of its component systems$lence managing clougcak data centeinfrastructure becomes a
challenging taskThis dissertatiorfocuses on characterizirgvailability issueghat can impact
serveroperationin a large scaledata centemas a result of inefficiencies atitical infrastructure
granularities am proposes soluti@that can address these issues in a-eftient and reliable

manner compared to staté-the-art techniques.

Data centeinfrastructure can be broadly classified into server, network, power, cooling and
management infistructures ashown inFigurel.l. Although the serveand networlkcomponerd
(termed as IT infrastructuref adata centeareimportant due to the fact that applications run on
serverand networkinfrastructure the optimal wrking behavior of the other interacting systems
is critical to normal server operatiofhe power, cooling anithe management systsm@recritical
systems thgblaya very important role in keeping tdata centerunningat optimum levelsEach
of theseinfrastructure elements are deeply linked with each other to ensure tltataheenter
operates at itsnaximumefficiency. A mismatch in any infrastructure can lead to undesirable
consequences includirgata centeunavailability. For instance, a failui@ the cooling system
might shutdown servers due to high processor temperatures, and might lead to service
unavailability. Acircuit breaker in the power systamght fail and lead to an entirew of racks

becoming unavailable. Understanding the intpethelency between thesgstems and server



availability would enable us to address the failure modes that affect sepeeationmore

effectively.

-
-

1 Cooling

‘:':- - | ~ 1] q
=N IS
Network

Figure 1.1: Data centelinfrastructures Power, Cooling, Mtwork, Server and Management

1.1 DATA CENTER TOTAL COST OF OWNERSHIP

In order to understand the impactaita centeinfrastructureon server availabilitywe need
to understand the cost metric which is commonly usathia centey. Total Cost of Ownershi
defines the overall cost that a large enterprise might incur to build and operatedatargenter
In addition to capital expenditure costs, the TCO model incorporates the operational costs of
maintaining thedata centerHenceTCO s a holistic repgsentation of th&otal costincurred for a
data centerWe use the TCO modgl0] with the following assumptions: We use a large sdata
centerwith L0MW critical power capacity, and a Power Usage Effecéssr{PUE) of 1.25. PUE
refers to the fraction of power consumed by the entire facility including cooling divided by power

consumed by IT equipment alone. A PUE closer to 1 denotes a very effiatantentefacility



(1.25 PUE is typical of traditionalaa centes). Weusea cost of $0.10c/KWhr for utility power

costs. We assume that the total cost of an individual server is $2000 and each server has a typical
power draw of 200W to calculate the Server Capital Expenditure. Henaathisentecan host

a total of 50000 servers. Wassume a 5 yeaerver amortization and a JMear data center
amortization for computing the amortization cog¢tsarge companies amortize their capital
investment over several years in order to fully realize the value ofithveistment) We can
reconstruct the TCO chart given in this section using the above assumpiomswe reduce
amortization of the servers to 3 ygahe proportional cost of the TCO contributed by the server
would increase. Using the same model, thegrton for server contribution increases from 43%

to 61% of TCO. We assume a typical 5 year amortization number for serdeisstudy.

Total Cost of Ownership Proportion

m Servers & Network
m Power & Cooling
Infrastructure

Power

B Other Infrastructure

Figure 1.2: Data centerTotal Cost of Ownershifb year server &5 year infrastructure amortization)

As can be seen fromigure 1.2, 43% of the total cost of ownership ofdata centers
contributed by the actual cost of the seraed network This is desirable, since we wdo spend

as much as possible allocating additionakervers into thelata centerHowever, ~8% of the



costis contributed bythe critical environmennfrastructure Data centedesignersaimto reduce

this cost and make tradeoffs accordingly thathey candeploy additionakervers into thelata
centerfor the same cosfFor example, one methodology is to increase the temperature at which
the data centemperates, and hence reduce the amount of cooling overhead. However, this
methodology comes with consequenceit increases failures in thdata centedue tothe high
temperature operation, and makes it necessary to purchase more servers or repair the servers that
failed.We need to stockdditionalhardware components in our supply and maintdanger team

of technicians to replace failing componentsereby increasing the TCO of the data center
Analyzing tistradeoff between cooling and failuneshe topic for our first major contribution in

this dissertationSimilar tradeoffs exist in ber systems including powemanagement and IT
infrastructures|f we reduce cost in one component, it might increase cost in another related

infrastructure, aneve explorethese tradeoffthroughout our contributionsn the later sections

1.2 MAJOR CONTRIBUTIONS

Failures can occur at different granularities in a clecaledata centemfrastructure. In
order to understand the impact of differeritical infrastructure on failure modesn data center
operation, our work foceson characterizing failusewith the help of case studies from réata
centes. As part of this effort, we identify knobs in each component system that has an impact on
data centepperation. We utilize data collection infrastructures to gather long term data and we
correlate ths with actual failures from thdata centerSpecifically, for the impact of cooling
infrastructure on server operation, we evaluate a case study of the impact of temperature on hard
disk drive failures from data centehosting more thathousands o$ewvers with 80000 hard disk

drives. Hard disk drives are one of the server components with the lowest operating limit with



respect to temperature, and are also one of the dominant failing componentsataticenter
With respect to the impact of power riastructure ordata centeavailability, we evaluatease
studiesfrom multiple data centes, with special emphasis on power quality events, and its impact
on the corresponding redundant power infrastructure design presiattainentey today. Using
thedata collected from this case study, we show that current metrics ustatdarentedesign
with respect to power availability are not helpful for the cloud paradWepropose changes to
the power infrastructure Ensureeliability and at the samentie optimize cost without impacting
server availabilityFollowing this, we identify the limitations of traditional management solutions
andpropose that commodity wireless devitesusedn cloudscale infrastructures, providing a
flexible management topagy. We addresgrotocol design for implementing a tireeitical and
missioncritical functionality(power cappingin data centerdNe show that wireless data center

management solutidmasan order of magnitude lower cost than existing managementoswuti

To summarize, our major contributions from this disserteadien

1. Impact of Temperature on Hard Disk Reliability: Previous work does not establish a
clear relationship between temperature and failures. In our first contripwtdocus on
data centetemperature, andnalyzethe impact on hard disk drive failures in large data
centerswith a real data center study of close to 80000 disk driWksshow that average
temperature does have correlation to failures, #rad variations in temperature or
workload show minimal correlatioto failures We alsopresent an Arrhenius model for
hard disk reliability (Cooling System ImpacThis work has been published in DSN 2011
[78] and TOS 201330].

2. Power Availability Provisioning: In our next contribution, we focus on power

infrastructures and highlight a tradeoff between power capacity utilization, power



availability and performance targets in a data center. We proposorkloaedriven
approach to provisioning redundant power equipment in data camerserm this new
approach aBower Availability ProvisioningWVe characterize power availability data from
two data centers, and present applicatiamen performancand power models to enable
N-M redundancy mode, which isl@awver-cost,unique provisioning methodology in data
centers. Thisvork has been accepted for publicatiarCF 2014[78].

. Wireless Data Center Managemen(Wireless DCM): Our next contribution deals with

the management infrastructure in data centers. We propose a novel viededs low

cost managemensolution which also satisfies the performance and reliability
requirements of data center managememctions. We chose a tinmitical DCM
application(power cappingand present a protocol design and implementqt@apNej
thatcan achieve time sensitive power capping functionag.show that our solution has
potential for 12X-18X (an order of magtude) improvementin cost over existing
management solutions.

. New Failure Modes- Soft Failures: While traditional component failures exist in the data
centers, over the course of our work, we discovered a new class of problems in the data
centers. Thes&ilures caused service disruptions, resulting in a physical touch, but no
actual component failed in the system. We
they caused an actual failure, but did not result in a hardware replacement in the data cent
We characterizd these failures, analyzingccurrence patterns and present possible
approaches to solve thiew problemin data centers. This work was published in CAL

2013[81].



The organization of the resf the dissertation is as follows. The next chaptevides a brief
overview of cata centergocusing onthe critical infrastructure systems. Chapter 3 presents the
impact of temperature on hard disk drive failures, while Chapter 4 presents the panedlay
provisioning methodology. Chapter 5 discusses the wireless data center management solution and
Chapter 6 presentoft Failuresa newtrendin data center availability. Chapter 7 concludes this

dissertation.



2 OVERVIEW OF DATA CENTER INFRASTRUCTURE

This section briefly describes each infrastructure compadnemterto provide background

informationon the systems that impact data center operatidnserver availability

2.1 COOLING INFRASTRUCTURE

A traditionaldata centecooling infrastructug consists of several CRAC (Computer Room
Air Conditioner) units or CRAH (Computer Room Air Handler) units. CRAC units are refrigerant
based and are connected to condensing ounitsde the buildingvhereas CRAH unitgsechilled
water. These systems aesponsible for moving air through thata centetypically by the use
of large fans. There are alsorhidifiers ancthillers that support this operatidrigure2.1 presents
a cooling solution based on CRAC wiThe traditional cooling philosophy was to maintain a
consistent temperature inside tliata centerby having stable chilled water loops and
predeterminediata centesetpoint temperatur@he air is circulated through the floor plenum
where it is coolethy the water loopThis airthen passes through the floor vents, where it is routed
through the servers by server fans and hot air rises up to the return pMargrecently data
centes are moving toan economical cooling option based on adiabaticlingo[35]. The
underlying principle is thadata centex can be cooled by outside air for most parts of the year, but
for the few hours during which external air gets warmer, evaporative cooling is used ttim@ugh
air flow path to cool the incoming air. This methodology still uses air handlers and fans to move

air through thalata center

Cooling infrastructure efficiency determines power drdwy the cooling equipment, and

directly factors into PUE (Power Usagé#fectiveness) of theata cente(PUE is defined as the
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ratio between power consumed by ttada centeto the power consumed by the IT infrastructure
alone). Cooling also has a direct impact on server components, since each server component has
temperatre specifications within which it operates as expected. Outside of thécgien, the

behavior of the component is not guaranteed and it might even fail or shutdown causing server
unavailability. In ourcontributions Chaptei3), we identify hard diskirivesasone of the dominant

failing componerg, and measure the impact of temperature on HDD failures in adatgeenter

facility.

-“--lllllnlb_
* Return Air

a

=ujp Hot
==lp- Cold

Chilled Water Supply

Figure 2.1: Traditional data center cooling stsm based on CRAC units

2.2 POWER INFRASTRUCTURE

Power infrastructure is an essential piecedafa centerdesign, andhe power budget
deternines the number of servers that can be housed witliiata centerData center power
consumptions also becoming a growing concern for several reasons, including the fatighat
will be close to 2% of the entire electricity consumption of the wéB§l The power infrastructure

needs to support the critical power capacity ottt centerand does this with the help of several
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power infrastructure components Iumding Electrical Substations, Tansformers Diesel
GeneratorsUninterruptible Power Supplies (UR®utomatic TansferSwitches, Remote Power
Panels, and thd”ower Cords running to each serveFigure 2.2 shows a typical power
infrastructure layout in datcentersAny event impacting power delivery is crucial since it can
impact the server operation directly. A typidalta centeconsists of two kinslof power sources

1. Utility source(Primary)and 2. Diesel generator sour@dternate) which acts asecondary
backup in the evenhatUtility source has a power failure. The automatic transfer switch is used
to switch between these two sources. However, it takes a short duration of tevod g&6onds)

for the diesel generators to start tfence,battery poweredUPS are used to bridge this gap
between the transfer from utility thesel generators. Several remote power panels are connected
to the UPS devices, and transfer power to the actual racks through PDUs (Power Distribution

Units). The serverthemselves get power through the PSUs (Power Supply Units).

Diesel
Generator

Figure 2.2: Typical power infrastructure idata centes
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Within this complex power hierarchy in tdata centes, there are several events thgpact
power quality and also eventual server operationifaance, the Utility or the Diesele@Gerator
can experience failures, potentially leading to the edtta centeexperiencing a blackout. The
UPS could fail, thereby leading to a scenario whieeee is no switching mechanism, and leading
to a power interruptioof short durationThere are also sags and swells, which are brief reduction
or increase in voltage typically lasting few cycles to a second, but still significantdatdneenter
since it can impact server operation, unless the UPS can take over. There could also be transient
voltage spikes that can occur due to external machinery operating on the same supply line or also
from the utility supply itself. These events are typicallyefiétd from the servers through the
transformers and the UPS circuit. However, UPS and diesel generator costs are steep, and most
data centey that can tolerate failures are moving to a model where gheynate the diesel
generators, anchove tosmaller UFS enabling better fault isolatiotn our work(Chapter4), we
evaluatgpower eventsvith real dataand propose a novel power provisionagproactihatis cost

efficient.

2.3 MANAGEMENT INFRASTRUCTURE

Traditional server management approaches iddkeecetercan be classifieshto two types:
1) management througlné primary network path and 2)amagement through an eatband
management networkigure2.3 shows both the options for managemerd @tata centerServer
management can be performed through the network by issuing commands to a management agent
running on the server. The primary network path is a cost efficient approach, since it does not need
any additional infrastructure added for managemenposesThis managemerpproachmight

rely on the operating system for management functionalitiebaimal) or use an external path
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inside the chip to communicate with the baseboard management controlldygsajeHowever,

the major drawback of using the iary network path is the reliance of management commands

on network connectivity. If there is a failure in the network path to the server, then there is no
management path to that server. This is highly undesirable, since the management system does not
know if the server itself imotfunctional or if the network path is dowin.addition to management
unavailability, sich failures result in a service ticket being issued, and an actual technician
identifying the root cause of such failures, which prevdnssftom beinga fully automated and

reliable mode of operatiohough this approach incurs minimal capital expense, the operational

expenses due to link failures could turn out to be really costly.

_—] AggS [—— _
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— = In-band — through Primary N/W path, and OS
———— Out-of-band — through external path to system

Figure 2.3: Management infrastructure idata centes (MC- Management controller, S548 are servers, Agg3\ggregation
Switch and TOR Top Of Rack switch)

On the other hand, a separate-ofiband management system needs extra capital expense
to be installd, but it provides a completely distinct path to control the server, even when the
network link is down. This solution allows for BIOS setting manipulation, reinstallation of

operating systems, and managing boot options. This methodology provides amteltern



14

management patlandit is anecessargolution in data centers, due to the misszatical nature
of operation for these large facilitieB our work Chapter5), we illustrate that traditional cuof-
band management solutions in data cerdee expensive and difficult to scale, and propose a

flexible, order of magnitude lower cost solution based on wireless managerdetd centers

2.4 IT SYSTEMST SERVER & NETWORK |NFRASTRUCTURE

Data centes rely on their networland servemfrastructure to syport the large volume of
customer requests coming into theta centeand the data resporsdbat go out of thelata center
In addition, to perform typical cloud computing jobs, there is a significant amount of network
communicatiorbetween servemvenwithin thedata centefTogether, the servers and network are

crucial for the applications to run.

Internet

Rack =™ TOR

Figure 2.4: Typical data centenetwork with racks

A typical data centenetwork consists of top of theaka(TOR) switches at its lowest layer.

The TOR is connected through Ethernet cables to the servers. These TORs are connected to
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aggregation switches (Aggs), which aggregate traffic from the rack level. The Aggs then connect
to several Access routers thaigaegate traffic from several thousands of servers, and send it to
Core switches which connect to outside internet. Failures in the network infrastructure typically
affect the server operation, since communication to any server is done through thisiaténaest
Network failures in aata centeare addressedn previous work where the authors provide a
comprehensive overview of the different failure types and scenarios in al&egeentef30]. It

should 2 noted however, that for an external agent, network failures and server failures look alike,
since i f an agent is not able to reach the ser
or the server itself failed. Hence this becomes importarthe management architecture. In
general, network failures are of two types, link failures (between server and TOR, or between TOR
and Aggs, etc) and device failures (TOR failure, Aggs failure, etc). Both these failure types affect
communication with tb server, and hence there is alreadstainlevel of redundancy designed
within the systemServer desigis a significant consideration in the design of the data center, and
we providedetailedinsights into online serviceserverengineering irour prevouswork on this
subject inan IEEE Micro article[59]. Detailed treatment of these two infrastructure designs itself

is outside the scope of our dissertation, however we refer to existing previous workoagross
contributionswherever it is relevanpand illustrate knobs from this infrastructure that can help

optimize data center systems holistically.

2.5 RELATED WORK

Temperature and Hard Disk Failures: Server component failures and reliability are yet to be
understood completely. Previous research in this fiekbleaerated conflicting results, especially

in relation to subjects like the impact of temperature on disk drive failures. With respect to large
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scale installations, Gray et 4] observed failure rates ranging from -8% in two large web
properties at Microsoft. Schwartz et[&8] report failure rates of-B% in the drive population at

the Internet Archive. Ekath et a[20] report that endiser failure rates can be as much as ten times
higher than what the drive manufacturer might expect in their study on server class disk drives.
Schroeder et 486] find that in the field, annual disk replacement rates typically exceed 1%, with
2-4% common and up to 13% observed on some systems. The authors also present interesting per
component failure percentages for three differegmesyof systems that they considered. They also
report a significant overestimation of mean time to failure by manufacturers. Schroed&4ét al

in their study of failures in petascale computers, review soofdagure information for compute
clusters and storage systems, and project corresponding failureéOthiesexplore the tradeoffs
between workload characteristics and temperature with the help of simyE&iprout do not
consider reliability impacts. Ouwork considers the interelationship between workload,

temperature and disk drive reliability.

One of the most closely related works to this study is by Pinheir¢7gt]alvhich identified
correlation between disk errors and SMART attributes from a large population of serial and
parallel ATA drives. Thiswork also concluded that temperature and activity levels had less
correlation to disk failures and wasuarprising result when compared to previous styd}98].
Recently, E{Sayed et a[21] show that temperature corréta to failures are weaker than
expected in a diverse population of disks, and point out there might be other factors that are more
dominant than temperature, whereas we try to eliminate the impact of diverse factors by selecting
controlled environmest Yang et al[98] establishthat a 25 C delta in temperature derates the
MTTF by a factor of 2 in their study on Quantum hard disk drives. Cole[&#plrom Seagate,

present thermal deating models showing that MTTF could degrade by close to 50% when going
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from operating temperatures of 30C to 42C. @Gwdelbased on data center stuaitclesthe
observations made by Cole. Our measured failure rates also exceedFfheaafes that
manufactuers mention in their datasheefdso interestingly, Vishwanath et §3] report no
correlation between failures and location of servers within a rack. We find in our casénstudy
Sectbn 3that temperature does have a strong correlation to failures (within chassis, racks and
across racks). We propose that temperature impactiafarcentescale environments should be

factored in knowing the server configuration alada centemlet temperature range.

Power Availability Provisioning: In contrast to power consumption management, provisioning
is an activity that igypically performed before the servers are installed in the data c&éhene

are several power management works that dathl shutting down serversiibernating using
power stated)VFS, and using intelligent workload migration techniques. In the realm of power
provisioning itself, pevious work [23][24][31][33][74] focused mainly on power capacity
provisioning and rarely looked at power availability darection of adding additional capacity to
the data center. For instance, CPU utilization correlation to power utilization was shown by Fan et
al. [23], and theyalso presented @rovisioningmethodology to allcate power capacity based on
workload power usage. Power management at the level of blade ensembles ussedify
Ranganathan et ff4]. Recently, researchers look at software techniques to provision déta ce
infrastructures[95], which leveragebattery storage and application throttling techniques to
implement provisioningWhile these provisioning methodologies are orthogotiadre is very
little work in undestanding the relationships among availability, power capacitydatadcenter
performance. To the best of our knowledge, wark is one of the first to propose a worklead
driven power availability provisioning methodology to reduce the cost incurredpawer

infrastructures that also are provisioned for availability.
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Wireless Data Center ManagementData center management infrastructure itself has not been
a topic of considerable research previouspwever, potocols for management have been

implemented, including Intelligent Platform Management Interface (IP§&2], which is the

interface standardization defined for platform management in servers. Specifically for datacenters,

Intel and Microsoft also devgbed DCMI (Datacenter Management Interfalddy] which is a

subset of IPMI and is compatible with IPMI specifications. There are several implementations of

| PMI, i ncluding -BR[E3, IDetldgMba tDERIAICBE Mgt Remot e

S

Adapter[46]. There are also processor si dMegaRAQ | e men

[62land I nt el 6s A ediolegg50ma additgretheenartagement functionalities
havebeen well represented. For instance, power cappinduisciionality that is usetb reduce
the capital spending on data centargjenterprisalata centers use an ox&rbscription apmach

as studied if23][27][61][70], which is similar to ovebooking in airline reservations. Server
vendors and data center solutions providers have started to offer power capping 4dRi{iodks
Power capping using online sélining methodology31] andfeedback control algorithm97]

has been studied for individual servers. In contmstworkconcentrates on usiqpwer capping

as a higher level functionality that is achieved by innovatinghe infrastructure design itself
Power cappinghas been studied befoi@s][57][61][75][94][96][100], andall existing solutions
rely on wired network for controlleserver communication. In contrast, we focus on wireless

management solutidior power cappingn Chaper 5.

Previous work on using wireless network in data centers existsexample,on
applicationsneedinghigh bandwidth (e.g. with 60GHz radio) production data netWbok]. In
contrast,our workis targetedat data management functions thgtically have lower bandwidth

requirement while demanding reahe communication through racks. RACN@0] is a passive
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monitoring solution in the data center that monitersperature or humidity across racks where

all radios are mounted at the top of the rack. Our solution enables active control and requires
communication through racks and server enclosures, and hence encounters fundamentally different
challenges. RACNet atsdoes not have reéime features. In contrasiyr solutionis designed to

meet the realime requirements in power cappiye believe that our work is one of the first to
present an active control solution, in contrast to passive monitoring solutiansids been

prevalentn this space.

Soft Failures: Most of the previous studies the failure domaironly look at actual hardware
replacements t@wompute failure rates. For instance, a study on disk failures in large scale
infrastructure at Google lookspecifically only at failed disk drivelg1], and a recent study at
Microsoft also looks only at hardware replacemgrig. Other large scale studies that look at
hardware replacements include work on memory failures at G¢8g]e and failures at HPC
clusters[84]. Hardware reliability fordata centexr was studied if93] with emphasis on failure

trends and the authors note successive failure probabilities, but do not investigate transient failures
in depth. Transient failures are not an unknown issue at microprocessg66tatowever, such

a phenomenon is not typically being looked at as a systemic issue in larggasaatentes. Our

work illustrates thismewtrend, and we describe patterns and possible approachasdtethis

trend in Chapter®.
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3 COOLING INFRASTRUCTURE - IMPACT OF TEMPERATURE
ON HARD DISK DRIVE RELIABILITY

Server components are typically composed of commodity electrical and mechanical parts, and
hence they are prone to failures. Frequent failures reduce inbtas&availability and increase
the cost oflata centeoperations. In addition, the server design in itself could be a major catalyst
for a large portiorof the server component failures. For instance, we found that a particular drive
location in a densstorage configuratignunder a fairly constant workload was continuously
exposed to high temperature conditions, even under nominal inlet temperature to the server. We
found a higher number of drives in this location failing more often, thereby showor str
correlation to operating conditions. Understanding the reason behind such failures enabled us to
address design issues, thereby increasing the availability of machines for the particular online
service. Availability of online servicesisa key diffetlten at or i n todayds compet
server reliability ensures that online services can have increased availability. Increasing the
number of available servers also delays the need for provisioning new server deploymiatats in
centes. New servedeployments have a longer delay cycle, and might cause a high impact launch
to be delayed, thereby causing significant financial damage to the enterprise. Hence, having more

servers that are readily availalblenefitsthe financials of a large enterprise
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Figure 3.1: Breakdown of hardware component errors in a large data center (2 years failure data)

Server component failures have indeed been recognized as important and prior works have
studied individual component reliability, such as for hard disk§86] and memory87]. Figure
3.1 presents actual data on thifferent kinds of failure typeghat result in component
replacementspbserved over a period of two years froypical largescaledata centex housing
more than 100,000 servers. We see clearly that hard disk drives account fof #E/&nown
failures, making therthe dominant failing part. This is in part due to the mechanical moving parts
of the disk drives ahin part due to the extensive use of commodity SATA drives in large
deployments. SATA disk drives are known for failing more often than SAS drives, but are also
cheaper for storage capagqigr dollarf44]. At the time of this study79], SSDs did not contribute
to a large proportio of failure rates due to the introductory staiteuch technologi data centers
Memory failures constitute about 5.2% of the totdlufas, including configuration errors. The
actual percentage of memory that was replaced to correct memory failures was 4%. This is close
to numbers reported by Schroeder ¢8@]. Some errors like Network bk errors and NIC issues

are also worth noting. It shows that hardware and network configuration issues do result in service
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issues on thelata centefloor. The O6ot hersé category includes
wrong wiring, and other issues thdo not fit into the major component buckets. Understanding
dominant server component failures is critical to choosing the correct characterization work in our

study.

In this section, we establish the different aspects of correlation between temperdtdisk
drive failures observed from the lardata centecase study. In addition to temperature impact at
different granularities, ouwvork quantitatively evaluates the impact of variations in temperature
as measured in a live production environment.afge explore whether workload variations cause
temperature behavior to be impacted, and also if workload intensity has correlation to failures
observed in thelata centerWe conduct experimental studies to validate our observations from

real data.

In summaty, our major contributions this chapteare:

1. We show strong correlation between temperature observed at different location
granularities and failures. Specifically, we establish correlation between temperatures and
failures observed at the followihgcation granularities: a) inside drive locations in a server
chassis, b) across server locations in a rack and c) across multiple radietarcanter

2. Although average temperature shows a correlation to disk failures, we show that variations
in temperéure or workload changes do not show significant correlation to failures observed
in drive locations.

3. We corroborate our findings from thata centestudy through an experimental evaluation
and show thathassis design knobs (disk placement, fan spded® a larger impaan

disk temperaturéhan tuningvorkload knobs (intensity, different worldd patterns)

S
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4. With the help of Arrheniugquatiorbased temperature models and diaga centecost
model, we quantify the proposed benefits of temperaturen@gatiions and increased hard
disk drive reliability We show thatdata centetemperature control has a significant cost

advantage over increased fan speeds.

3.1 EXPERIMENTAL |INFRASTRUCTURE

We conducteal data centaneasurements and also experiments ingtudy, and hence it
is important to understand the differences between multiple infrastructures that we use. For
instance, we use large scale data centers housing several thousands of servers, and several tens of
thousands of hard disk drives. We colleatadfrom these large facilities to identify patterns from
them. In addition, we have an experimental facility that houses a controlled set of servers and

equipment needed to contteimperatureWe describe this in more detail in this section.

3.1.1 Temperature Measurement Infrastructure

We perform our data measurements on a population measuring thousands of servers and
tenof thousands of hard disk drives. All the servers in this study are identical, with duab@&#Us
an additional storage enclosure containipgo 40 SATA drives in a RAID 1+0 configuration. In
our server chassis, we are able to fit 5 disk
the server. The traditiondhta centeracks have a cold aisle from which cold air is pulled across
the ®rver and exhausted out in that aislg41]. Hence the air gets preheated by the time it reaches

the interior hard disk drives and leads to higher temperatures for those hard disk drives.

The temperature measments are collected by SMART counters (counters monitored as
part of ev e r-ypondoring facility)rfronvaesénsor isckided in the HDD enclosure in

every hard disk drive. The SMART counters for temperature are logged every 20 minutes by the
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array controller at a local controller log along with several other SMART counters. Every day this
local server log is shipped to a central server and archived. Since the population is in a live
production environment and there are various dataatieaiollected, the duration of sampling is

limited to 20 minutes on account of data storage limitations.

3.1.2 Server Test Configuration
For evaluating the impact of server chassis design parameters including placement of disk
drives and fan speeds, we use a dstmsage disk enclosuadong with a standard enterprise server

(Leading manufacturers have similar configurati@#g). This dense storage enclosure is setup to

Air
Flow ’
HDD1 | HDD2 | HDD3 | HDD4 | HDDS
Cold | Server Chassis : H.ot
. i Aisle
Aisle '

Figure 3.2: Dense Storage adiguration and layout
mimic the actual production setup as close as blesdtlowever, this does not directly reflect any

production storage configurations for proprietary reasons. The test server has a controller that can
log instantaneous temperature at each disk dfikre.storage enclosure hiage columns of hard

disk drives arranged fromght to left as shown ifigure3.2. For this enterprise configuration,

there are 34 disk drives present in an enclosure that can hold up to 35 disk drives. This presents an

opportunity on which 8k bay to leave empty, and we explore this tradeoff in later sections. The



25

logical drive is made up of all the 34 disk drives in a RAID 1+0 configuration that is typical of an

enterprise RAID setup.

3.1.3 Workloads

For analyzing workload behavior and its reanttimpact on varying temperatures, we use
realdata centestorage workloads obtained from trace characterization. Enterprise storage systems
are designed to support multiple concurrent users in order to amortize the cost of data access over
a large numhbreof users. Hence enterprise workloads are typically composed of random 10
operations, with high intearrival ratesTable3.1 shows the four workloads that we consider being

representative of large scalata ceter workloads.

Table3.1: Data centeworkloadcharacteristicss Random access with short intarrival times.

Rd:Wr Dominant Average Inter-
Workload | Ratio Random % | Block Size arrival (ms)
Email 1.4 83% 8K 1.48
UserContent 7.0 91% 4K 22.22
Exchange 2.0 66% 32K 0.71
Messenger 9.6 99% 8K 0.30

A denser storage solution typically aatbackend storage for applications that reqglairge
amountof data storage, like Email and OLTP applications, since dens#iosg makes it possible
to pack more storage in lesser space. Hence for testing such a high density storage solution, we
use storage profiles ain Email backend server (Email), a large scale file system server at
Microsoft (UserContent), Exchange ser(fexchange) and an OLTP backend profile (Messenger)
that represents user matata for a large online service. The trace characterization framework is
based on ETW (Event Tracing for Window§p] and it capture the disk IO events at the OS

level. This ensures that if we design a system that is configured similarly, regenerating 10s as



26

captured during the trace will be truly representative ddita centeworkload. We use publicly

available disk IO generatokk I0Meter[51] to replay the workload for our experiments.

Fromthe tablewe observe thaill workloads have short intarrival times. UserContent is
a file server workload with minimal storage requests, laala larger intearrival time of 22.2
milliseconds between 10 requests. Note that the other applications including Email, Exchange and
Messenger (OLTP) workloads have less than 2 milliseconds between each 10 request. Also, note
that all these workloadsemostly random (66%99%). Random 10 requests require disks to seek
to particular locations on the disk drivaansuming additional power as a resaitd hence could
result in possible increase in temperature. Since most of these workloads are rarddisk th
drives are continuously performing seek activity #mely do not havéime to shut down or save
powerandinter-arrival times are relatively short. In addition, seek activity is composed mainly of
shortdistance seek$55] for enterprise workloadsfind hence there is minimal impact on
temperature. We use this observation in the later sections to motivate our experimental evaluation

to select different knobs that haaeimpact on temperature.

3.2 REAL DATA CENTER CASE STUDY

In this section, we present a case study with data collected from datizeentefacility.
We analyze the major determinants of hard disk failures, and explore temperature correlation in
depth. The hard disk drive failures that are com®d here denote actual hardware replacements
as viewed from thdata centemanagement perspective. Detailed failure analysis that can identify
subcomponent errors or false positives (similar to manufacturer lab analysis) is not typical in such

high secuty environments. Throughout trssction we define failures as events leading to system
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downtime that was fixed by a replacement of the component uhatiaecentefloor except when

specified.

3.2.1 Hard Disk Drive Failure Determinants
There are a number &dctors that can influence hard disk drive failures, including age of
the disk drive, utilization on the hard disk drive (general wear and tear due to use), temperature of

operation, and vibration.

3.2.1.1 Age of the Disk Drive

Several previous studies have ebsdied different failure rates with respect to the age of
the disk drive populatiofi7l]. A typical failure curve across age resembles a Weibull bathtub
shaped curve with a large number of infant mortality,|lstabd-life curve and steady increase in
failures again at older age. In our study, most of the disk drives are of similar age since all the
servers were deployed around similar timeframe wheddtecentebecame operational, and are
past the infant maeality stage. Hence the age factor does not become a major determinant for our

study. This is beneficiab helpisolate the impact of other factors on failure ratedata centes.

3.2.1.2 Vibration and SMART Monitors

Dense storage can cause significant vibrathowever modern hard disk drives balance
internal vibration through vibration compensation techniques in the servo mechanism of the hard
disk drives[36]. Vibration impacton failuresis a topic of future wd. We do collect several
SMART data from the disk drive population, including Reallocated Sector count, Seek errors, Spin
up time, ECC errors, Temperature etc. Though we see SMART counters being indicative of some
failures, a predictive methodology is haual obtain. For one of our large populations, such a

methodology would have been able to account for less than 20% of all disk failures. Previous
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conclusions made by Pinheiro et[&ll] also suggest thatherSMART counters do not provide

a confident way of predicting hard disk drive failures.

3.2.1.3 Utilization vs Temperature

The remaining two significant failure determinants are disk utilization and temperature.
We need to isolate the impact of these two methiasare location dependent. One of the primary
factors that can cause more wear on the hard disk drive is disk utilization (we use utilization as a
proxy for workload duty cycle), which denotes the amount of activity on the hard disk drive.
According to he volume and data layout, certain disks might be more stressed than other disks
(for instance, a data volume in SQL might have higher level of activity than a Backup volume).
We conducted a preliminary investigation to determine which of these two nistcoselated

closelyto hard disk drive failures.
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Figure 3.3: Temperature shows better correlation to HDD failures thankload utilization

Figure3.3 presents the results of the analysis on a total of 10000 hard disk drives spread
across t wo clusters. We <correlcatoed twhet &k ean
experienced by the disk drive in a particular location as seen by the controller over its entire

lifetime, to the failures observed in that location over a year. On the other hand, we also correlated
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the temperature observed in thosskdocations to the number of failures. We plot the resulting
coefficient of correlationwhich shows thathe read and write activity on the disk drives correlate
minimally with the failures. However, drive temperature inside the chassis shows stronger
correlation to disk failures in the particular location within the chassis (R value for temperature is
above the critical R value linat df=30 for a twetailed test at level of significance = 0.0Hence

for the remainder of th&ork, we concentrate onigk drive temperature and do andapth
temperature measurement and correlation analysis across disk drive locations inside chassis,

location of a server within a rack and locations of racksdata center

3.2.2 Correlation of Disk Failures with Average Temgerature
We present a case study where specific datder design parameters and a dense storage

chassis design resulted in higher number of disk failures, under high operating temperature. The
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Figure 3.4: Failure rates at differentdrd disk drive temperatures

case study was conducted in a raifledr datacenter, containg tens of thousands of hard disk

drives in a dense storage server and failure data was collected for a period of 1 year.
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The result of our study is surprising since earlier stufiié$ establish that disklrive
failures do not increase with increase in temperature in the Figidre3.4 shows the actual HDD
temperature in increments of one degree and the corresponding AFR for our entire population. We
see clearlyhat with increase in HDD temperature, the AFR rate increases. There are some data
points at the end of the spectrum that have smaller number of samples and hence a higher skew.
For the major part of the distribution (shown by PDF columns), we see thadtA&&Rly increases
as HDD temperature increases. Interestingly, we found that certain disk locations in the heavy
storage enclosure were exposed to high temperature for a longer duration even under nominal inlet
operation temperatures. We also observejmificant difference between the inlet temperatures
measured at different locations in the dagater. In the next section, we present our analysis and
observations categorized by location granularity. We divide our correlation analysis into three
distinct temperature impact zones: Drive locations inside the server chassis; Server locations
within a rack andRack locations across the danter. There are different factors that come into
play for each of these temperature zones. We shall discuss eacierdetail in the following

sections.

3.2.2.1 Correlation inside the Server Chassis

Server design is an important factor in determining the availability of machines in a data
center. Depending on the placement of the hard disk drives, there could be sigvafiiEgitn in
drive temperature. This is especially true in the case of dense storage, since cold air flows from
the front of the storage enclosure to the back. Given that the workload running on the disk drives
are similar (no significant duty cycle vai@ts), we can establish the correlation if there are more
failures for drives which experienced higher operating temperatures. We present the layout of a

dense storage devicehiigure3.2 that was used in our castudy. There are five hard disk drives
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columns where HDDs are arranged one behind the other from the front of the enclosure to the
back. Hence the air gets preheated by the time it reaches the interior hard disk drives and leads to
high temperatures fohbse drives. This results in an increase in number of failures observed in

that location.

Figure3.5 (a) shows the average temperature observed in each hard disk drive column (1
through 5) across all the machineslar this study. Note that the temperatures increase from 27 C
in the frontmost hard disk drive (HDD1) to 39 C in the fourth hard disk drive column (HDD4).
This is just the average temperature measurement, and there were hard disk drives that were at
temperatures greater than 45 C in hotter parts of theadatter as shown iRigure3.4. The last
drive (HDD5) closer to the hot aisle has a reduced temperature due to heat dissipation at the outlet.
The correspondingptal failures observed across the entire server population over a period of 1
year are denoted by the AFR line. Note that we present Annual Failure Percent (which is a
measued populatiorbased value and should not be considered as the Annualized Ralere
which is a calculated metric that manufacturers provide) for our population that is on continuous
mode of operation throughout the year (For a discussion on different annual failure rates, please
see[20]). The failure rates measured here are not reflective of manufacturer quoted rates, and
should be considered only as number of failures out of the population under deployment. Out of
the hard disk drives that were in the frombst part of the server ctss (HDD1), only 4% failed,
whereas, for the fourth hard disk drive (HDD4) around 6% of the total disks failed. This is almost
1.5X the number of failures compared to the front of the chassis. This result shows a strong
correlation between temperatures etved through the SMART logs collected at the machines
and the observed failures reported in this dataer. In fact, the correlation coefficient measured

across the entire population faaveragetemperature fordrive locations inside the chassis,
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numbe of failureg pair isR = 0.79 which is significantly high. Our experience with this dataset
does point out that lower temperature locations do have lower failures, and as system designers it
is a strong motivation for reducing temperature impact ingid¢bassis design. Fan speed and

airflow management helps reduce such temperature impact.

Observation: There is a significant correlation (r = 0.79) between actual hard drive temperature
inside a server chassis design and the number of drive failures. Hamaessis design should

incorporate temperature reduction optimizations.

3.2.2.2 Correlation across Servers in a rack

A data centerack consists of multiple server chassis arranged on top of each other. The
cool air comes through vents closer to the bottom ofetble and rises upwards. It is pulled across
the server as it rises upa horizontal directiofas shown irFigure3.2). However as it moves up
through the vertical direction, there is an increase in air temperde to heat dissipation. There
are also other mechanical impacts such as the differences in air pressure (cfm) at different server
locations within a rack. In this section we explatgetherthe server location and inlet temperature
observed at each latton correlates with the number of disk failures observed at that server

location.

FromFigure3.5 (b), we see that the cooler servers (Location 9, 10, 11, 12) that are on the
bottom of the raclkhave lesser numbef failures (closer to 5%) as compared to hotter servers
(Location 2) at 6% failure rate. This shows a strong correlation between server locations inside a
rack and the number of failures. This reiterates our observation that temperature and air movement
across a rack are significant determinants for server failures. The correlation coefficient computed

for (inlet temperature foserver location within rack, number of failujgzair isR =0.91.
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Observation: There is a significant correlation (R = 0.91)ebween the inlet temperatures
observed with respect to the position of the server in the rack and number of failures for that

server. The higher the average inlet temperature at a server location within a rack, the higher

the number of failures.
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Figure 3.5: Correlation of failures across location granularities
3.2.2.3 Correlation across multiple rack location
We observed earlighat drive bay location and server location temperatures are indeed
major determinants for number of failures observed in that locafiollowing that we also

determine whether the temperatures olesgracross rack locations inside the degater are
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correlated to the number of failures obsenkdure3.5 (c) presents the temperature observed at
the particular rack location (averaged across the servereimatk). Every cluster in thadata
centerhas columns of multiple racks. Each column has an inlet cold aisle and a corresponding hot

aisle.Every rack has 12 servers.

One important observation frothis figureis that we would expect the Temperature lin
to be fairly horizontal at a fixedata centesetpoint temperature. However this is not the case and
there is significant variation in temperatures acrosslétt@ centefloor. This is possible due to a
variety of reasons including inefficient hotlaisold aisle containment, other networking or server
gear venting hot air into the cold aisle and hot air recirculation around the edges. There are other
significant patterns observable from thegdre, especially that the rism temperatureis
accompared by risen failures, however we note that there are several places in the figure where
this is not the case. However, the correlation coefficient for the entire set ¢fedaperature at
data centerlocation, failures at that location)There is inde@ a positive correlation and is
statistically significant. Also, it is clear that the lower temperature racks have lower failures and

hence the motivation to be temperatamare indata centeand server design is still valid.

Observation: There can be wging degrees of deviation from th®ata centersetpoint
temperature in different parts of theata centerfloor. Hence hot and cold aisle containment

solutions are needed for higher efficiency in traditiondata centes.

3.2.3 Impact of Variations in Temperature on Failures

We observedhatthe failuresare correlatewith average temperature measured at different
granularitiesIn this sectionye explore whether variations in the temperature experienced by the
disk drive has any correlation with failures.stead of just comparing variance or standard

deviation which has no reference to the mean around which the variation occurs, we use the
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coefficient of variation as a representative metric. This metric is a normalized measure of
dispersion of a probabilitgistribution and it computes the variation of temperatures relative to the
mean (CV = a/0). We saw that average temperatu
correlation to failures. We also want @éaplore whethetarge variations in tempexae impact

failure rates.

Figure 3.6 shows the correlation between CoV (Coefficient of variation) clustered into
discrete buckets (each with 0.001 CoV) and the corresponding AFR for all disks falling into this
budket. We also plot the PDF of the distribution to shemperatures withigh frequencies in the
distribution. As can be seen from the figure, the actual variation of temperature measurements is
around 0.8% 3.4% of the mean for most of the hard disk dsivEhis number in itself is relatively
small, since typical average temperature ranges betweeA@5@nd this variation amounts to a
small deviation from this mean. This is due to the fact that in a traditdatal centerinlet
temperature to the semgeis tightly controlled by a chilled water lo¢p8], and is expected to
show less variation. Moreover, the temperature difference that we observe is between different
disk drive locations across the chassid eack and is not localized to each disk drive. This also
agrees with our observation that workload variations (seek requests) are expected to cause minimal

variation to individual disk drive temperature.
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Impact of Coefficient of Variation
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Figure 3.6: Correlation between AFR (failure rate) and CoV (Coefficient of Variation)

From the figure, we observe that there is noifigant correlation between the CoV and
the resulting AFR (R value of 0.21 is lower than critical value of R required for statistical
correlation), though there is a slight uptrend and a positive correlation at certain CoV. For
comparison purposes, corrida coefficient ofaveragetemperature at different chassis and rack
locations with failures was in the @B91 rangeThis population is from an identical server design,
housing a homogeneous lekdlanceddata centeapplication, and hence has littlanation in

terms of age, disk drive model or workload intensities.

Observation: This analysis shows that 1) temperature variation relative to average temperature
in large data centes is minimal (less than 5%) and 2) temperature variation does not show a

strong correlation to hard disk drive failures in the population under study.

3.2.4 Impact of Workload on Temperature andFailures
In the above sectigrwe identified that variations in temperature do not correlate with

failures. However, we also want to inéelently see whether workload variations were the cause
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of either temperaturehangeor failures. In this section, we compare workload measurements to

temperature and failure measurements separately.

3.2.4.1 Workload Intensity and Temperature

The collected dataes also contains thtal number of read and writperations done on
the disk drive at every collection interval. This is a useful metric to have, since we can figure out
the disks that were stressed more when compared to other disks. We can thete dbaela
observed temperature at the disk drive to see whether the disk thatHgioer number of

workload requests was at a higher temperature than other disks.
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In Figure3.7, we plot the workload intensity at éadrive and the corresponding average
temperature experienced by the drive at that particular workload intensity. We plot both read and
write intensitiesThese intensities are measured for a 20 minute interval diegdccentedata
collection limitatiors. However, we expect heavily accessed disks to have conyisightaccess
rates during the entire period of operation, simtensity is thesum of all equests over a 20
minute window. D have a sum that is large, the individual intensity measury eecond (10
operations per second or IOPS) should have been large. From the figure, we are able to note that
for both read and write operations, increasing intensities do not show a relative increase in
temperature of the drive. As we move to the higheate and read intensities, we see temperature
swings that are very highthis is due to the fact that the sample size at those high intensities is
low and averaging them yields skewed temperature numbers. We show this data in the graph for
completenesdgut at most intensities where there is sufficient number of samples; we see no direct
correlation between temperature and intensities. This confirms our earlier hypothesis that
enterprise workloads have very little idle tif8&] and the resulting continuous operation typically
shows little or no change in temperature behavior of the disk [@8}esuch that it deviates by a

significant amount from the average temgiare experienced throughout.

Observation: Workload variations do not impact temperature variations significantly for our

load-balanceddata centerapplication.

3.2.4.2 Workload Intensity and Failures

In this section, we correlate workload intensity experient¢ezheh disk drive, with the
failures experienced by disk driveSigure 3.8 shows the correlation between average reads/
average writes and the corresponding failures for disk dhaesg theread/write intensityIn

both the charts, >axis plots read and write intensities measured per 20 mAxi¥ plots the
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failure rate for all disk drives that experienced that intensity. We also plot the pdf to show the
distribution of read and write intensities over the meagpopulation. We see from both the charts
that there is no correlation between the read or write intensity to the failures experienced by the
disk drives. This conclusively shows that workload variation in ige#fs not impact hard disk

drive failureat data centes.
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Figure 3.8: Correlation between workload intensities and failure rates

Observation: There is no significant correlation between workload intensities and failure rates

in the data centempopulation.
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3.2.5 Summary of Observations from Data centerdata

In summary, we see that average temperature has a strong mrredatlisk failures at
different locations inside chassis, rack and acdesa centefloor. However, we do not observe a
significant correlation between variations in temperature and disk failures. The variations in
temperature are within 5% of the aage and hence are not significant enough a concedatar
centerdesign. We also see that workload variations have minimal impact on temperature variations

or hard disk drive failures in thaata center

3.3 EVALUATION OF TEMPERATURE CONTROL KNOBS

The resuls of thedata centestudy showed significant correlation between temperature and
failure rates In this sectionwe evaluate the validity of our observations through controlled lab
experimentsWe control knobs that can influence temperature and expeatlyequantify the
benefit of each knob. This evaluation is done on a real system resembling the actual production
system in a controlled lab environment. We evaluate the following temperature control knobs in

this section:

1 Workload knobs (Intensity, Diffent workloads)

1 Chassis design knobs (Disk placement, Fan speeds)

3.3.1 Workload Knobs

In the earlier sectignwe saw that workload variations have minimal impact on
temperature. We want to validate this with the help of an experiment, where we control two
workload knobg we modulate the workload intensity by controlling irderival rates; and we
also run different workloads that have different access patterns on the same experimental system.

We then compare the impact of these two knobs on disk drive teomeerat
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3.3.1.1 Impact of Workload Intensity on disk temperature

We modulate the intearrival rate of the workload by delaying the time between every 10
request. We simulate various ingarival rate fom 1 ms, 10 ms, 100 ms, 1000 ms, ua@000
ms. We also simuta an artificial workload with O inteairrival timei basically, the workload
sends as much requests as it can limited by the queue size specified (1024 in thHtgycas8)9
plots the temperature measured by thermal sensors in each of the 34 drives in our experimental
setup. As can be seen from the figure, different workload intensities do not impact the drive
temperature at each drive. The reason for this can be attributed to the fact that the spimdle moto
contributes to a significant portion of the power consumption of the disk[8&yand as long as
there is any activity on théoice Coil Motor Y CM) that moves the read/write heads, the intensity

of the opeation does not have an impact on temperature.

3.3.1.2 Impact of workload patterns on disk temperature

In order to identify whether there is a difference between workload access patters we run
our suite of different workloads on the experimental system. We dohaoige the RAID 1+0
partitions to maintain uniform infrastructure for all our experimerigure3.10 shows the drive
temperature for the different workloads. As we can see from the chart, there is no significant
change in temperature experienced by the disk drives running different workloads. The maximum
difference is a delta of 3C between Email and Messenger (OLTP) workloads. OLTP workloads
have a higher read:write ratio and has a higher-antéval time compard to Email. They are also
largely random and hence has a slightly higher seek activity that can result in the minor difference

between temperatures.
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Impact of Workload Intensities on Temperature
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Figure 3.9: Temperature of 34 drives at different workload intensities
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Figure 3.10: Impact of running different workload profiles on disk temperature

In this section, we saw that workload intensities or variations in actual profiles do not cause
significant changes in temperature behavior at the disk drive. This agrees with our observations
from ourdata centestudy that shows low correlation between workload behavior and temperature
of the hard disk drives. Given this low correlation at the disk drivedelieve that investing in
workload modulation to control temperature at disk drives would y@ldmal benefit with
respect to reducing temperature or increasing reliability. Compared to CPU tempeoatuoé
using DVFS schemes or power stait@gprocessorg31], workload modulation achieves lower

reduction in disk temperatures.
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3.3.2 Chassis Knobs

Server chassis is composed of several components including the sheet metal casing that
includes all the individuatomponents like the CPU, motherboard, power supply, fans, memory
and the hard disk drives, in addition to cables connecting the different components. The layout of
each component on the chassis is deliberated and positioned in a way that optimizesglanfloo
signal integrity and cost of the overall solution. The thermal behavior of each component in the
server system is impacted by the position of the system relative to inlet temperature at the cold
aisle and also the cooling solution employed. CPWs haat sinks that absorb heat produced from
the processor. Hard disks however do not contain heat sinks in the typical enterprise scenario;
however they are cooled by chassis level fans that move air through the chassis. The pressure
difference maintainedcross the chassis by the rotating fans results in air flow that removes heat
from the system. Typically, the components closer to the cold aisle have a lower temperature, and
due to the preheating effect and the direction of air flow, the componehéstatdk of the chassis
have higher temperature. §ection3.2.2.1 we saw the impact of difference in temperature across
the chassis impact disk failures differently. In this section, we measure the impaatrof knobs
that can impact temperature differences across the chassis, including disk placement and fan

speeds, on the temperature experienced by disk drives.

3.3.2.1 Impact of disk placements inside the chassis

In our experimental system, there are a tot88®tisk bays where disk drives could be
connected. However, there is a requirement for only 34 disk drives in our system. We use the one
available open slot to experiment the impact of disk placement on temperature experienced by the
disk drives. We use écolumn positions 1 till 5 to place the empty slot in the middle of the chassis.

Figure3.11 shows the impact of an empty slot in the system. We denote the temperature of the
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empty slot to be 0 in the chart. Nateat whenever there is a sharp dip in the series, after 7
consecutive positions, there is another small dip in temperatures. Since there are 7 disk drives
arranged in each column, the second dip in each series corresponds to the disk drive directly behind
the empty slot. This experiment shows that the position of hard disk drives and empty slot influence
air flow and can result in reducing temperature in storage enclosures. We see that an empty slot
can reduce the temperature experienced by the disk diinredothe empty slot by close to 5C.

Hence based on the requirement of enterprise applications, it might be beneficial to allow empty

slots with the purpose of cooling disk drives that experience a higher temperature.
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Figure 3.11: Empty slots with temperature of zero creates a dip in temperature of the drive directly behind the slot (e
places)

3.3.2.2 Impact of fan speeds on diskrtgoerature

Server &ns area common solutiorthat isused for moving cold air across the server chassis
to cool hard disk drives. In this section, we measure the impact of different fan RPMs on the
temperature of disk drives in our experimental setup. Arease in fan RPM results in increase

in power consumed by the fans since power is proportional to the cube of the RPM. Hence we
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need to evaluate the benefit of reducing temperature on reliability compared to the cost of increased
power for increasing falRPM. Figure 3.12 shows the relationship between fan speeds and
temperature. In our setup, we can control the fan speed RPM from 7000 RPM (denoted-by 7000
wkld) to 12000 RPM (denoted by 12006Id) and we increasthe fan RPM in steps of 1000. We

see a drop in temperature of 5C when we increase fan speed from 7000 RPM to 12000 RPM.

Figure 3.12: Increasing fan speeds reduces temperature of disk drives

3.4 MODEL FOR HARD DISK RELIABILITY

From our realdata centerstudy and experimental evaluation, we identify that average
temperature hastronger correlation to disk failures. In order to quantify the impact of different
data centeinlet temperatures experienced by the serverfiasldo develop model for measuring
the reliability of the hard disk drives. We used a physical Arrheniusshatd estimated the
activation energy based on the failures from the field. Earlier studies have estimdety cycle

has a negative effect on AFR (higher duty cycles have higher accelerated fildifed)je factor


































































































































































































































































