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ABSTRACT

Recurrent flooding is becoming an increasingly common phenomenon in coastal cities all over the world. In the US, many cities on the east coast are facing the problem of recurrent flooding. This is a phenomenon caused by climate change and sea-level rise, yielding higher high tide events, rise in river water levels, and more severe rainfall events. In recent decades, recurrent flooding events are becoming more intense and frequent. These events typically last for a few hours, and while they do not necessitate evacuation plans, can cause significant impacts on traffic operations with roadway inundation. There have been various studies in the hydrology and transportation domains that cover the impacts of flooding on the transportation network. However, past research uses either static traffic volumes while altering the roadway network, or use simulated traffic flow under altered roadway network conditions. Previous research has mainly been conducted this way due to the lack of reliable, comprehensive empirical data that can provide information about the location of flood incidents, water depth on the streets, and traffic volumes at the locations of the flood incidents. There are very few cities where agencies collect any hydrology or transportation data related to recurrent flooding, and the few datasets that do exist do not provide sufficient spatial coverage or temporal resolution. Apart from agency datasets, there are also crowdsourced datasets providing information on roadway incidents such as flooding. However, the crowdsourced datasets are unregulated and can be prone to erroneous reporting. While there exists research exploring the potential of crowdsourced datasets, there are far fewer studies which establish the reliability of crowdsourced data.

This dissertation aims to address the knowledge gap between the incidence of recurrent flooding and guidance provided to local agencies to mitigate subsequent transportation impacts by establishing four research objectives aimed at closing the research gaps mentioned above (in three papers). First, the research addresses the lack of spatially comprehensive and disaggregate agency-collected traffic volume data. This dissertation proposes a machine learning model which uses unregulated crowdsourced traffic count data to build a traffic volume estimation model. Using these estimated traffic volumes, recurrent flooding impact are calculated on a citywide level using agency-provided flood incident data and on a local level using crowdsourced flood incident data. The second part of the research addresses the flaws of using an unregulated crowdsourced dataset by creating a model to estimate the trustworthiness of crowdsourced flood incident reports. With the ability to distinguish high-confidence crowdsourced reports from low-confidence reports, the filtered dataset can be applied towards the goal of real-time traffic
management under recurrent flooding conditions. The last part of this dissertation assesses dynamic vulnerability of different locations throughout the roadway network under predicted recurrent flooding, through a traffic impact index. This research establishes a relationship between the hydrological, roadway, and environmental characteristics of the locations of the high-confidence crowdsourced flood reports and the observed traffic impact index. This relationship can then be used to predict near-real time traffic impact index at locations with insufficient data, such that emergency services can prioritize the locations predicted to experience high impact for faster mitigation of recurrent flooding disruption.

The results of the research show that unlike major disasters, recurrent flooding impacts are not well-observed when generalized on a citywide scale. While citywide impacts in the Norfolk case study showed a 3% overall decrease in vehicle-hours of travel (VHT) for agency-collected flood incidents, the localized impacts analysis showed a 7% decrease in VHT and a 12% reduction in VMT in the sub-areas of flood incidents for crowdsourced flood incidents. These impacts of recurrent flooding are also not uniform and vary across different roadway types, time of day, and location. Since these crowdsourced flood incident reports are unregulated, a trustworthiness model is created using contextual data to separate trustworthy and untrustworthy reports. It was found that the model’s prediction accuracy was about 91%. When applied to the crowdsourced flood incident data, about 72% of the data was deemed trustworthy.

Using the trustworthy crowdsourced flood report data and traffic volumes data, a machine learning model is created to estimate the traffic impacts at locations where near-real time traffic volume information cannot be estimated. The preferred prediction model showed a normalized root-mean-square-error (n-RMSE) of 14% in the dataset. About 67% of the data was predicted within one standard deviation of the observed values. These models are limited in interpreting the results due to a small sample size. Nevertheless, this dissertation demonstrates a framework for using crowdsourced data that has a potential to quickly identify and predict likely high impact flood event locations so that appropriate emergency response measures can be taken to reduce the traffic impacts due to flooding.

This research shows the potential of crowdsourced data as more than just information and as a significant reinforcement to the spatially and temporally limited agency datasets. With the use of various crowdsourced datasets, spatially and temporally disaggregate analyses on the roadway network are now possible, with potential applications in the decision-making framework for the cities experiencing deteriorating impacts of recurrent flooding. The various trustworthiness, volume estimation, and traffic impact prediction models created through this dissertation have a broad spectrum of applications within and outside of transportation networks. The models developed in this dissertation will help to close the
knowledge gap in existing practice and will also ensure the best use of available resources in applications that examine the use of crowdsourced data in disruption mitigation efforts.
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CHAPTER 1: INTRODUCTION

1.1 BACKGROUND

Coastal cities are increasingly facing the impacts of climate change and sea-level rise, with increasing instances of flooding in recent years (Jacobs et al., 2018). Recurrent flooding is a low severity and low intensity event that is caused due to high tides, storm surges, heavy rainfall, or any combination of these factors (Sadler, 2017). Increased frequency and intensity of these recurrent events in the recent decades have increased instances of roadway flooding (Karager, 2017). The US Atlantic coast has become particularly vulnerable due to its low elevation, large population concentration, and economic importance (Wdowinski, 2016). The recurrent roadway flooding incidents disrupt road users’ daily activities, leaving the transportation network vulnerable and its performance hampered.

Historically, the planning, design, and management of transportation and stormwater infrastructure systems have been independent of each other. However, with climate change and growing prevalence of urban coastal flooding, these systems are becoming increasingly interdependent. Currently, there is a lack of decision-making frameworks for long-term planning and short-term operational strategies to mitigate urban coastal flooding that simultaneously considers both interdependent systems. This is largely due to the absence of sufficient records of flood locations, inundation levels, and traffic movement. In recent years, the use of crowdsourced data has emerged as a low-cost, widely available source for data collection in various fields. Insufficient or non-existent agency-provided data can now be enhanced with this readily available abundant data. The use of reliable crowdsourced data can enable near real-time decision-making for coastal cities to minimize impacts due to recurrent roadway flooding. This dissertation aims to utilize different agency and crowdsourced datasets to develop a vulnerability indicator that identifies locations highly susceptible to large traffic impacts as a result of roadway flooding. A data-predictive model is then developed which can identify other locations in the roadway network that have similar vulnerabilities but not sufficient data. To achieve this goal, the dissertation research is divided into three stages. The motivation, research gap, and research objectives in each phase of the study are explained in the next paragraphs.

The first study enables the estimation and understanding of the impacts of recurrent flooding on traffic flow. The motivation of this study stems from the gap in existing literature regarding the analysis of transportation impacts due to small scale-disruptions like recurrent flooding, the use of empirical data
to quantify these impacts and providing near real-time guidelines for cities to mitigate small-scale disruption-related impacts. Most existing disruption-related studies have focused on large-scale disruptions for evacuation or emergency routing. Empirical studies for large-scale or small-scale disruptions are very limited in this domain, relying heavily on public agency datasets, which are only available in specific regions. New York City subway and taxi datasets were some of the very few public agency datasets that the researchers have used for analyzing system disruptions due to hurricanes (Donovan and Work, 2017, Zhu et al., 2016, Mudigonda et al. 2019). However, these cannot be translated to other regions due to the data-location specificity. The first part of the dissertation aims to establish the extent of recurrent flooding impacts, and subsequently quantify the impacts on traffic flow. The methodology addresses how to combine crowdsourced and agency-based data sources to estimate these impacts.

The second study is motivated by the lack of spatially comprehensive and temporally disaggregate agency datasets to identify flooding locations. In the past decade, crowdsourced datasets have become increasingly popular in transportation applications where traditional data collection methods are cost-prohibitive. However, crowdsourced data is not regulated, and there could be inaccurate reporting due to misunderstanding, confusion, carelessness, incompetence, or even reporting with an intent to deceive (Amin-Naseri et al., 2018). For efficient use of crowdsourced incident reporting data source in vulnerability analysis, a filtered dataset of high confidence reports is required. In this portion of the study, we build a trustworthiness model for crowdsourced incident reporting data, which can identify suspect reports and increase the reliability of the crowdsourced data.

The third study in the dissertation defines a vulnerability indicator that represents the traffic impacts at trustworthy flood event locations. Several studies have used network properties to define the vulnerability of the roadway network caused by various disruptions. However, there are very few studies that use near real-time data to define vulnerability in a truly dynamic manner, which can estimate the degree of traffic impacts at various locations, given the contextual information and traffic conditions. In the last part of the dissertation, we build upon the models developed in the previous two sections (the data-predictive traffic volumes estimation model and flood incident reporting trustworthiness model) to define a traffic impact index for locations with known flood-related disruptions. This part of the study provides a framework that can enable emergency management services to identify locations with similar characteristics in the network, which may not all have near-real-time traffic and flood incident data. This framework has a potential to provide decision-making support to the city agencies to prioritize areas likely
to experience high traffic impacts due to flooding, and enable faster mitigation responses that can reduce traffic disruptions due to flooding.

The research gap, motivation, and development of research objectives described in the previous paragraphs have emerged from the limitations of data in various studies, which can be filled by the use of crowdsourced data. We use crowdsourced data to fill the knowledge gap in the impact analysis of flooding and work towards providing real-time decision-making support for reducing the disruption impacts. Based on these, the research objectives that this dissertation seeks to address are listed below:

1. Develop a data-predictive model that utilizes crowdsourced traffic count data to estimate traffic volumes at any location on the roadway network in a computationally efficient manner.

2. Develop a framework to quantify the spatial and temporal impacts of recurrent flooding on personal vehicle travel.

3. Build a trustworthiness model using contextual factors for crowdsourced flood-incident reporting data which identifies suspect reports and increases the reliability of the crowdsourced data.

4. Create a data-predictive dynamic vulnerability model framework, which, with superior data, can be used to identify locations vulnerable to recurrent flooding in near-real-time, even in the absence of complete incident reports or traffic data.

These objectives can be applicable for other cities also experiencing the deteriorating impacts of recurrent flooding. The framework can be instrumental in using crowdsourced data to obtain near-real-time information for directing road users from more vulnerable areas to reduce travel delays and trip abandonment.

1.2 ORGANIZATION OF REPORT
The remainder of this dissertation is organized as follows:

  - This paper uses crowdsourced traffic volume data to assess the impacts of recurrent flooding on traffic flow.
  - The impacts of recurrent flooding are estimated using a citywide and localized area of analysis, using flood incident data from agency and crowdsourced datasets.
• This paper addresses research objective 1 and 2.

  o This paper uses contextual variables to build a model to assert the trustworthiness of Waze-reported flood incidents.
  o This paper addresses research objective 3.

• Chapter 4: Predicting traffic impacts due to recurrent flooding using crowdsourced data: A Norfolk, Virginia Case Study (To be submitted to the Transportation Research Board 101st Annual Meeting)
  o This paper defines a traffic impact index which is a measure of the impact of traffic flow due to recurrent flooding.
  o This index is then used to develop a data-predictive framework, which with superior data can identify the impact experienced by other locations with no traffic flow data.
  o This paper addresses research objective 4.

• Conclusion
  o Summarizes the findings and limitations of each of the three papers listed.
  o Discusses the overall contribution of this dissertation.
  o Discusses potential applications of this dissertation.
  o Discusses ideas on future work.
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Abstract
Climate change and sea level rise have increased the frequency and severity of flooding events in coastal communities. This study quantifies transportation impacts of recurring flooding using crowdsourced traffic and flood incident data. Agency-provided continuous count station traffic volume data at 12 locations is supplemented by crowd-sourced traffic data from location-based apps in Norfolk, Virginia to assess the impacts of recurrent flooding on traffic flow. A random forest data predictive model utilizing roadway features, traffic flow characteristics, and hydrological data as inputs scales the spatial extent of traffic volume data from 12 to 7,736 roadway segments. Modeling results suggest that between January 2017 and August 2018, City of Norfolk reported flood events reduced 24-hour citywide vehicle-hours of travel (VHT) by 3%, on average. To examine the temporal and spatial variation of impacts, crowdsourced flood incident reports collected by navigation app Waze between August 2017 and August 2018 were also analyzed. Modeling results at the local scale show that on weekday afternoon and evening periods, flood-impacted areas experience a statistically significant 7% reduction in VHT and 12% reduction in vehicle-miles traveled, on average. These impacts vary across roadway types, with substantial decline in traffic volumes on freeways while principal arterials experience increased traffic volumes during flood periods. Results suggest that analyzing recurring flooding at the local scale is more prudent as the impact is temporally and spatially heterogeneous. Furthermore, countermeasures to mitigate impacts require a dynamic strategy that can adapt to conditions across various time periods and at specific locations.

Key Words: recurring flooding, crowdsourced data, data-predictive model, impact analysis
1. Introduction

Recurring flooding is a type of disruption commonly observed in coastal cities due to heavy rainfall, high tides, or both. Historically, recurring flooding has been a low-frequency, low spatial- and temporal-scale disruption to the transportation system, assumed to have minor impacts. However, in recent years, rising sea levels and coastal flooding are increasingly affecting coastal communities across the US, with almost 30 coastal cities witnessing more than double the number of annual flood days in the 2010s as compared to the 1950s (US EPA, 2016, p. 36). NOAA (Sweet et al., 2018, p. 17) projects tide-related flooding in east coast cities in the US to increase three-fold by 2030 and ten-fold by 2050, relative to 2019 estimates. Tidal flooding, combined with rainfall-induced flooding, is expected to increase the number of flood events in these cities even further. With continued relative sea level rise, recurring flooding is expected to occur more frequently, and propagate to more inland locations.

As recurrent flooding frequency and intensity increases, there is a growing need to understand the subsequent impacts of these flood events on people and civil infrastructure (traveler response, frequency and duration of roadway closures, reduction of infrastructure life, impact on stormwater drainage capacity, etc.). Coastal recurring flooding is considered a minor disruption compared to consequences of catastrophic storms. However, inundated areas in coastal cities greatly deteriorate the mobility of road users, by increasing travel delay and by disrupting their ability to complete trips. The existing literature on transportation disruptions due to flooding are largely focused on major storms, with much of the research oriented towards evacuation and rehabilitation efforts, and not the recovery of daily transportation activities.

Only a few studies have examined the transportation impacts of recurring flooding through projected data and scenario analysis (e.g., Suarez et al, 2005 and Chang et al, 2010). Due to lack of availability of real time crowdsourced datasets, none of the previous studies have used empirical data to observe the impacts of recurrent flooding on the roadway network. This study is the first to utilize empirical data to examine the impact of recurring flooding on roadway users, using a combination of agency-provided and crowdsourced data sets in Norfolk, Virginia. The analysis in this study is two-fold: first analyzing the daily (24-hour) impacts on a citywide scale using agency-provided flood report data, then analyzing the time-of-day (TOD) impacts on a localized scale using crowdsourced flood report data.

2. Literature Review
There are few studies focused on recurrent flooding in the transportation infrastructure resilience literature due to its historical categorization as low severity and low frequency. Among studies examining recurring flooding events, most use projected transportation and hydrological data to create disruption scenarios for predicting roadway impacts. Lu and Peng (2011) developed an accessibility-based analysis to quantify roadway network vulnerability to sea level rise (SLR). They considered land use and population variables in defining an accessibility index in the Miami, Florida network. Their model assessed portions of the roadway network and traffic analysis zones that would be inundated at different SLR scenarios. Jacobs et al. (2018) combined flood projection maps with annual average daily traffic data (AADT) from the US Federal Highway Administration’s Highway Performance Monitoring System along east coast highways. They estimated the current total vehicle hours of delay due to recurring flooding at over 100 million hours annually, and projected this delay will increase to 160 million vehicle-hours by 2020 and 1.2 billion vehicle-hours by 2060. On a citywide scale, Suarez et al. (2005) estimated the indirect costs of increased flooding in Boston by examining the effects of coastal flooding due to SLR and riverine flooding due to heavy rainfall events. The study simulated these effects in an urban transportation model and projected an increase in delay and lost trips of around 80% in 2100 compared to 2000, with an assumed SLR of 0.3 cm per year and an increase in intensity of heavy rainfall events of 0.31% per year. Sadler, et al. (2018) estimated the impact of SLR on flooding of roadways, by running different high tide scenarios for the cities of Norfolk and Virginia Beach. Critical roadways vulnerable to flooding were identified based on the annual average weekday daily traffic, elevation of roadways, and different high tide and storm surge scenarios. The study yielded an annual generalized estimate that nearly 10% of major roadways would be affected for every high tide event by the year 2100. As a part of a larger study in Portland, Oregon, Chang et al. (2010) used predicted flooding frequency and locations based on hydrological models to determine the impacts of coastal flooding on the roadway network in 2035, using the four-step regional travel demand model. The study found an inconsistent relationship between precipitation and travel disruption impacts and estimated a negligible change in vehicle miles traveled (VMT). However, vehicle-hours of delay increased by up to 10% in one of the sub-areas analyzed.

None of the studies discussed thus far use empirical data for analysis. Only a few studies have characterized the impact of flood events on transportation systems using empirical data, and these studies focus on large-scale disruptions. For example, New York City taxi and subway ridership datasets were made publicly available for 2010 through 2013, during which hurricanes Irene and Sandy significantly disrupted the transportation and power networks in the area. Zhu et al. (2016) and Donovan and Work
(2016) used these datasets to propose new methodologies to quantify city-scale transportation system resilience to extreme events. Zhu et al. presented resilience curves, which showed that Hurricane Sandy had a slower transportation recovery rate than Hurricane Irene. Resilience of the roadway network was found to be higher in both disruptions compared to the subway network. In the post disruption period of Hurricane Sandy, Donovan and Work found an increase in delay of over two minutes per mile about two days after the hurricane had struck, although a faster traffic flow was observed during most of the post-disruption period.

A significant challenge to using real-time data for estimating the impacts of disruption incidents is simply the lack of availability of such data through traditional agency sources. Installing sensors on the roadway network to obtain comprehensive real-time information is cost-prohibitive, which makes passively generated crowdsourced data an attractive source for transportation analysis. Crowdsourced data is not regulated, and may contain erroneous reporting due to misunderstanding, confusion, carelessness, incompetence, or even intent to deceive (Ouyang et al., 2016). This data, however, may still contain useful information to improve the understanding of any situation. Various studies (e.g. Amin-Naseri et al., 2018, Lenkei, 2018, Goodall and Lee, 2019) have conducted analyses to quantify traffic incidents through the crowdsourced navigation app, Waze (owned by Google). This study is the first to apply crowdsourced real-time data to assess the impacts of recurring flooding, using citizen-reported flood incident data from Waze and crowdsourced traffic data from location-based service (LBS) app data aggregator Streetlight (founded, 2011). The goal of this study consists of two parts to contrast the extent of analysis possible with traditional vs. crowdsourced data: analyzing citywide impacts of recurring flooding using agency-obtained flood incident data, and localized impacts using crowdsourced flooding incident data.

3. Data Sources

For this study, a combination of agency-provided traffic volume data in limited locations and crowdsourced LBS data is used to build a predictive model which estimates the traffic volumes across the entire Norfolk roadway network. Transportation datasets include agency-provided roadway geometry data along with agency-provided and crowdsourced traffic volumes. Hydrology datasets include agency-provided tide and rainfall data, along with agency-provided and crowdsourced flood incident data. The following subsections discuss each dataset in detail, and Table 1 shows basic summary statistics for the various data sets.
3.1. Roadway characteristics data

The roadway characteristics considered in the data predictive model consist of geometric features obtained from Hampton Roads Regional Travel Demand Model (HRRTDM), provided by Virginia Department of Transportation (VDOT), and include number of lanes, posted speed limit, and per lane capacity for each of 7737 unique links in the city of Norfolk. Thus, the roadway network analyzed in this study was limited to the links in HRRTDM (shown in blue in Figure 1), which includes interstates, freeways, arterials and collectors in Norfolk. Minor streets (shown in grey in Figure 1) are represented by aggregate centroid connectors (blue links in Figure 1 that end at a cluster of grey links), but are not individually analyzed.

![Figure 1](image)

**Figure 1** City of Norfolk, Virginia roadway network coverage with data sources

3.3. Flood incident data

3.3.1. Agency-provided flood incident data

Flood incident data from the City of Norfolk was collected from city employees’ reported flood locations in a mobile phone application (System to Track, Organize, Record, and Map [STORM]). Due to the lack of a timestamp associated with the flood reports (only dates were included), flood report data is coded as a binary variable, with any day with one or more flood reports considered a flood day (FD) and any day without flood reports considered as a non-flood day (NFD). The spatial distribution of flood locations could not be considered while using the city’s flood incident data set due to a lack of citywide spatial representation of the small sample of reports for each FD. The incident data collected spanned from January 2017 to August 2018 with floods reported on 10 unique days. This data is used to analyze the citywide flood impacts.
3.3.2. Crowdsourced flood incident data

The mobile navigation application Waze also collects flood incident reports (alongside other incident data like road closures and congestion) via their real-time information reporting tool. The application provides aggregated user-reported incident data via its Waze for Cities data sharing program, open to public entities worldwide. In this study, Waze timestamped and location-specific incident reports related to flooding in Norfolk (106 unique days with flooding between August 2017 and August 2018) are analyzed. While the Waze flood report data is not comprehensive of all instances of roadway flooding in Norfolk, its spatial coverage is significantly greater than the agency data available through City of Norfolk.

3.4. Hydrological data

The hydrological characteristics considered in this study include rain and tidal gauge data. The rainfall data, collected at 15-minute intervals, is from the Hampton Roads Sanitation Department (HRSD), which has seven rain gauge stations in the city. Tide level data is available through the sole tidal gauge in the city at Sewell’s Point, and data collected every six minutes is archived and obtained by NOAA Tides and Currents. These two datasets were aggregated to match the time periods specified in the traffic volumes data description.

Table 1 Summary statistics for datasets utilized

<table>
<thead>
<tr>
<th>Dataset (data source)</th>
<th># locations</th>
<th>Frequency of data collection</th>
<th>Minimum Value</th>
<th>Maximum Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Traffic volumes (VDOT CCS)</td>
<td>12</td>
<td>15 mins</td>
<td>0 vehicles</td>
<td>2080 vehicles</td>
</tr>
<tr>
<td>Traffic volumes (trip counts from Streetlight Data)</td>
<td>7737</td>
<td>Time period (3 hours or 6 hours)</td>
<td>0 pings</td>
<td>863 pings (in period 3: 9a – 3p)</td>
</tr>
<tr>
<td>Flood incident data (City of Norfolk)</td>
<td>Theoretically all</td>
<td>Daily</td>
<td>1 location in a single day</td>
<td>40 locations in a single day</td>
</tr>
<tr>
<td>Flood incident data (WAZE)</td>
<td>Theoretically all</td>
<td>1 minute</td>
<td>1 location in a single day</td>
<td>107 locations in a single day</td>
</tr>
<tr>
<td>Rainfall data</td>
<td>7</td>
<td>1 hour</td>
<td>0 inches</td>
<td>2.26 inches</td>
</tr>
</tbody>
</table>
4. METHODS

The overall framework to estimate citywide impacts of recurring flooding is shown in Figure 2(a). For local impact analysis (Figure 2[b]), two components of the framework are changed. First, a localized boundary around flood incident reports is selected based on the roadway network structure and AADT of adjacent roadway links. Second, Waze flood incident report data is used in place of the City of Norfolk data.
Figure 2(b) Localized flood impact analysis framework

4.1. Data Predictive Model: Volume Estimation

For the volume estimation step of the flood impact analysis, different roadway, traffic flow, and hydrological variables were used to create a data predictive model, which uses a set of input variables to provide traffic volume estimates on each roadway link for each time period. For the citywide flood impact analysis, the number of lanes, speed limit, and capacity per lane data were collected from the HRRTDM; trip counts and speeds were collected from Streetlight Data; tide levels from NOAA; rainfall values from HRSD (averaged over the city); and flood incident reports from City of Norfolk. In the localized impacts study, the same datasets are used, except the City of Norfolk flood incident report data is replaced by Waze flood incident reports, and the rainfall values are interpolated at the point of the flood incident report (from 7 rain gauges across the city, using the inverse distance weighting [IDW] technique in ArcGIS). As seen in Figure 3, several predictive models were tested in this study to predict the link volumes in order to determine a preferred model with the best prediction accuracy without overfitting the data.
A linear regression model was first developed as a baseline model for comparison. Classification and regression trees (CRT) and Random forest (RF) models, which group data points with similar dependent variable values together based on their independent variables, were also developed.

In CRT models, a parent node in the CRT is divided based on any independent variable into two child nodes, such that each child node is more homogenous (or less impure) than the parent node. Homogeneity is measured by the least squared deviation measure of impurity (within-node variance). The process continues until constraints, such as a minimum number of cases per node, maximum tree depth, node homogeneity, or a minimum change in improvement, are satisfied. In this study, 70% of the observations were reserved for training the dataset, and 30% were reserved for validation. Through trial and error, a 50-20 split of data in parent and child nodes was used (a minimum of 50 observations from the dataset in the parent node, and a minimum of 20 observations in the child node), which was pruned to avoid overfitting. Pruning reduces the size of decision trees in an attempt to prevent the nodes from being too specific (thereby keeping the model more generalized).

In random forests, similar to the CRT models, a 70-30 split of observations are used for training and testing the dataset, respectively. Random sampling of data subsets is performed on the training dataset to fit the samples into a model prediction, while reducing the total error in the model. The response variables are divided into groups until the resulting predictions reach a minimum amount of node impurity.

**Figure 3** Traffic volume prediction process
(sum of the squared deviations between the predicted and actual value, a measure of error). Random forests are a strong modeling technique and much more robust than a single decision tree. They aggregate many decision trees to limit overfitting as well as error due to bias and therefore yield useful results. CRT models are also prone to overfitting the data, with random forest addressing the issue by creating various groups of randomly-selected regression trees while running the model.

Once the model is developed, errors are calculated for training and testing the data, which are used as criteria for selecting the appropriate model. Errors calculated for these models are the root mean squared error (RMSE) and normalized root mean squared error (NRMSE), given by Equations 1 and 2.

\[
RMSE = \sqrt{\frac{\sum_{i=1}^{n}(v_{obs,i} - v_{model,i})^2}{n}}
\]

\[
NRMSE = \frac{RMSE}{v_{obs,max} - v_{obs,min}}
\]

where \( i \) = roadway link

\( v_{obs,i} \) = observed VDOT CCS volumes

\( v_{model,i} \) = predictive model’s estimated volumes

### 4.2. Flood Impact Estimation (Citywide and Localized Analysis)

The citywide impacts of roadway flooding borne by travelers on the Norfolk roadway network are accounted for by comparing the 24-hour VHT across the entire city on a day with a recorded flood incident versus days without a flood incident. To assess the citywide VHT on a FD, the products of the estimated link volume and the average travel time for each link are aggregated across all TOD periods (Equation 3). FD traffic volumes and VHT were compared with an average NFD to estimate the network-wide impacts of recurring flooding. For each FD, four NFDs were selected to obtain an average NFD (and its associated link volume and travel speeds) (Equation 4). NFDs are selected from comparable days (workdays measured against other workdays, non-work days—weekends and holidays—measured against other non-work days) within three weeks prior to and after the FD to minimize effects of seasonal and weekday versus weekend traffic variation. However, the three days immediately before and after the FD were excluded to minimize potential anticipatory and residual traffic effects of the flood incident. Conceptually, this is similar to the approach taken by Zhu et al (2016, p. 2599), where the data was compared to the
same day in the prior year to observe differences in traffic flow while accounting for seasonal traffic variation.

In the localized analysis, Waze flood incident reports are assigned to a TOD flood period (FP) based on the timestamp of the report, and the comparable non-flood periods (NFPs) are defined as the same TOD periods during the three weeks (of the same day type, e.g., workday or non-work day) prior to and after the FP, when no flood incident was reported within a one mile radius of the location of the flood incident report. The incidents reported in Waze have an associated time duration (time between when a flood incident is first reported to 30 minutes after the last “thumbs up”, indicating that report is still true; or until someone reports a “thumbs down”, indicator that the report no longer holds true). The maximum duration of an incident reported in Waze is under 3 hours, which is shorter than any of the TOD periods considered for classification. Thus, the analysis here only accounts for impacts within the time period that contains the flood report (and not subsequent time periods). For each FP, all candidate NFPs within three weeks prior to and after the FP are considered to obtain an average NFP for link volume and travel speed comparisons.

Previous studies have shown that precipitation affects travel decisions and choices differently for peak and off-peak periods, weekday and weekend traffic, and in different seasons (Böcker, Dijst and Prillwitz, 2013, pp. 79-80). Thus, this study distinguishes the FDs (or FPs) with rainfall from those without, when considering candidate NFDs (or NFPs). Flood events in the study area are assumed to occur due to two environmental conditions: high tide, rainfall, or both. The candidate NFDs (or NFPs) for a high-tide only FD (or FP) were picked from days (or periods) with no rainfall within the comparison window. For FDs (or FPs) with rainfall, the NFDs (or NFPs) were chosen from days (or periods) that experienced rainfall, but recorded no flooding. Traffic impacts due to flooding are then evaluated using Equation 5, where change in VHT is assessed across links on a FD (or FP) compared to a NFD (or NFP).

\[ VHT_{l,F} = \sum_j (v_{l,j} \times t_{t,j})_F \]  
\[ VHT_{l,NF} = \frac{1}{K} (\sum^K_k \sum_j (v_{l,j} \times t_{t,j})_{NFK}) \]  
\[ \Delta Travel = \sum_i \left[ (VHT_i)_F - (VHT_i)_{NF} \right] \]  

where  
\( i = \) roadway link  
\( j = \) time-of-day (TOD) period.
K = maximum number of comparable days/periods considered for average NFD/ NFP calculations (4 for citywide impacts and all possible NFPs during 3 weeks prior to and after flood periods for localized impacts)

\[ \Delta \text{Travel} = \text{change in VHT due to flooding, measured in veh-hrs} \]

\[ t_{t_i,j} = \text{travel time on segment } i \text{ during TOD } j \text{ on a FD/FP or NFD/NFP} \]

\[ v_{t_i,j} = \text{traffic volume on segment } i \text{ during TOD } j \text{ on a FD/FP or NFD/NFP} \]

\[ (VHT_{t_i,j})_F = \text{vehicle-hours of travel on segment } i \text{ during TOD } j \text{ on a FD/FP} \]

\[ (VHT_{t_i,j})_{NF} = \text{vehicle-hours of travel on segment } i \text{ during TOD } j \text{ on a NFD/FP} \]

4.3. Localized Spatial Boundary Selection (Localized Analysis Only)

Since crowdsourced flood incident reports from Waze are spatially and temporally disaggregate, it provides an opportunity to analyze flood impacts on a more localized scale, as flooding on one roadway link is unlikely to impact traffic throughout City of Norfolk in a homogeneous way. Thus, in the localized flood analysis, a spatial boundary can be used to define the affected area around the location of the flood incident report. The roadway links within the localized boundary were selected as those most likely to be affected by the flood incident, based on the network theory measure hub dependence (Rodrigue, Comtis and Slack, 2017). Hub dependence, or \( Hvalue \), is a measure of a node's vulnerability and represents the share of traffic borne by the highest volume traffic link among all links connected to a node, and is calculated as:

\[
Hvalue = \frac{(AADT_{ij})_{max}}{\sum_{j=1}^{J}(AADT_{ij})} \tag{7}
\]

where,

\[ i = \text{current node} \]

\[ j = \text{adjacent node} \]

\[ J = \text{maximum number of nodes that are connected to node } j \]

\[ AADT_{ij} = \text{annual average daily traffic of the link between node } i \text{ and node } j \]

Weak nodes, exhibiting higher hub dependence values, are heavily dependent on the conditions of the connected links for movement of traffic, and disruptions on any link connecting to the weak node.
would greatly affect operations at the node. On the other hand, stronger nodes with lower hub dependence values have a more even distribution of traffic among the links they are connected to. Thus, their operations are less likely to be affected by disruptions of travel on any single connecting link. In a sense, nodes with lower hub dependence values may be more resilient when facing incidents and disruptions (Ducruet, 2008).

Hub dependence values for all nodes in the network based on 2009 AADT (collected from the HRRTDM) were calculated. To define the spatial boundary of roadway links impacted by a flood incident report, the node nearest to the flood report observation is assigned as the affected node and all the links connected to that node as affected links, by default. Then, the $H_{value}$ for nodes connecting to these affected links are compared. If the adjacent node has a lower $H_{value}$ than the affected node, it implies that the affected node is relatively stronger, and does not rely as much on the adjacent node for movement of traffic. In this case, the spatial boundary was cut off at the link leading to the adjacent weaker node. On the other hand, if the adjacent node has a higher hub dependence value than the affected node, it implies that the adjacent node’s operations are highly affected by operations of the affected node. In this case, the adjacent weak node becomes an affected node, and the spatial boundary is expanded to include the set of links connected to the new affected node(s). A 10% threshold (see Figure 4) was used to ensure a sufficient difference in hub dependence values of adjacent nodes is observed before a boundary is set, and to prevent nodes with similar hub dependence values from being excluded from the boundary. The process of increasing the spatial boundary for each Waze-reported flood incident is repeated until there is a node that has a minimum 10% smaller hub dependence value than its previous adjacent node, or until the boundary of the study network (City of Norfolk border) was reached. This process of spatial boundary selection by hub dependence metric is illustrated in Figure 4.

![Figure 4](image)

**Figure 4** Framework for estimating localized spatial boundary of flooding impacts

Figure 5 shows an example of the spatial boundary selection starting with a flood report assigned to node A with $H_{value} = 0.427$. Following the procedure in Figure 4, the links within the localized
boundary are shown in yellow. The links connected to node A are included in the spatial boundary by default. Next, adjacent nodes B, C, D, and E were evaluated. Since the Hvalue of B was greater than that of A, B (and its connecting links) were included in the boundary. Moving on to the next adjacent node, H, which has an Hvalue less than 90% of node B, the boundary is terminated at node H. This propagation of spatial boundary takes place through each link that is connected to node A and terminates when the hub dependence value falls below 90% of the previous node’s Hvalue.

![Localized spatial boundary assignment with flood incident assigned to Node A](image)

**Figure 5** Localized spatial boundary assignment with flood incident assigned to Node A

### 5. Results and Discussion

#### 5.1. Flood Impact Estimation at CCS Locations

Variation of traffic across all VDOT CCS locations with available data were first compared to understand the baseline roadway network impacts due to flood incidents. The CCS are strategically placed on major arterials and freeways where there are no historic congestion or bottlenecking issues to ensure accurate volume estimates. Due to the specific location selection criteria and sparse spatial representation of CCS across Norfolk, an accurate estimation of the flooding impacts throughout the network cannot be made,
but general trends can be observed, as shown in Table 2. The CCS data was collected on the same FDs and NFDs (January 2017 – August 2018) considered in the citywide flood impact analysis, at 15 minute intervals throughout the day. The table shows average speeds and volumes at across 15-minute intervals.

### Table 2 CCS volume and speed trends, categorized by roadway type

<table>
<thead>
<tr>
<th>Count Station ID</th>
<th>Facility Type</th>
<th>FD average volume (veh/15-mins)</th>
<th>NFD average volume (veh/15-mins)</th>
<th>Δ volume (%)</th>
<th>Δ volume p-value</th>
<th>FD average speed (mph)</th>
<th>NFD average speed (mph)</th>
<th>Δ speed (%)</th>
<th>Δ speed p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>150114_1</td>
<td>Principal Arterial</td>
<td>188.35</td>
<td>210.80</td>
<td>-10.6%</td>
<td>&lt;0.001</td>
<td>37.64</td>
<td>38.77</td>
<td>-2.9%</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>050169_2</td>
<td>Freeway</td>
<td>709.50</td>
<td>789.70</td>
<td>-10.2%</td>
<td>&lt;0.001</td>
<td>59.94</td>
<td>62.10</td>
<td>-3.5%</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>050306_2</td>
<td>Freeway</td>
<td>594.59</td>
<td>655.47</td>
<td>-9.3%</td>
<td>&lt;0.001</td>
<td>60.00</td>
<td>62.44</td>
<td>-3.9%</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>150065_4</td>
<td>Freeway</td>
<td>553.78</td>
<td>627.52</td>
<td>-11.8%</td>
<td>0.001</td>
<td>71.91</td>
<td>77.76</td>
<td>-7.5%</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>150110_2</td>
<td>Principal Arterial</td>
<td>88.76</td>
<td>106.74</td>
<td>-16.8%</td>
<td>&lt;0.001</td>
<td>39.95</td>
<td>46.94</td>
<td>-14.9%</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>150110_4</td>
<td>Principal Arterial</td>
<td>91.77</td>
<td>111.75</td>
<td>-17.9%</td>
<td>&lt;0.001</td>
<td>35.52</td>
<td>38.63</td>
<td>-8.1%</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>150119_2</td>
<td>Principal Arterial</td>
<td>174.11</td>
<td>188.87</td>
<td>-7.8%</td>
<td>&lt;0.001</td>
<td>36.84</td>
<td>39.01</td>
<td>-5.6%</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>150119_4</td>
<td>Principal Arterial</td>
<td>144.77</td>
<td>160.87</td>
<td>-10.0%</td>
<td>&lt;0.001</td>
<td>36.19</td>
<td>37.14</td>
<td>-2.6%</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>150120_4</td>
<td>Principal Arterial</td>
<td>98.32</td>
<td>109.86</td>
<td>-10.5%</td>
<td>&lt;0.001</td>
<td>43.84</td>
<td>48.55</td>
<td>-9.7%</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Total</td>
<td>All</td>
<td>293.77</td>
<td>329.06</td>
<td>-10.7%</td>
<td>-</td>
<td>46.87</td>
<td>50.14</td>
<td>-6.5%</td>
<td>-</td>
</tr>
</tbody>
</table>

The CCS volumes and speeds on the 10 FDs (as reported by the City of Norfolk) were compared with their respective NFD counterparts. The NFDs used in this study come from the three weeks within (before and after) the flood incident report day, excluding the week of the flood incident. The data was compared at 15-minute intervals for the 24-hour day and then aggregated over the 10 FDs in the 20-month study period. A two-sample, one-tailed paired Student’s t-test was conducted, and revealed link volumes and speeds at CCS locations were statistically significantly lower on FDs than on NFDs (with all p values < 0.01). An average 11% decrease in traffic volumes and 7% decrease in travel speeds were observed across the CCS locations on FDs. This result suggests that FDs consistently experience decreased traffic demand.
At the same time traffic volumes are decreased, those who are traveling on FDs also experienced slower speeds, which is indicative of increased travel times.

5.2. Traffic volume estimation model training and validation

While general trends of the traffic impacts of recurring flooding can be observed with the spatially limited CCS data, a network-wide impact assessment requires more spatial coverage. Here, the proposed data predictive model (using agency-provided roadway characteristics, hydrology data, and flood reports along with crowdsourced traffic flow data) estimates volumes across all freeway and arterial links in Norfolk. To create the ground truth dataset for model calibration (training) and validation (testing), all the days in the 20-month period were divided into categories based on environmental conditions. The days were categorized as combinations of three levels of rainfall (rainfall = 0 in., 0 < rainfall ≤ 0.5 in., and rainfall > 0.5 in.) and three levels of tide (tide level < 1 ft, 1ft < tide level ≤ 2 ft, and tide level > 2ft), thus creating 9 combinations of environmental conditions based on rainfall and tide levels. Twenty percent of the days in each category were randomly selected to create the ground truth dataset, ensuring representation of all combinations of rainfall and tide conditions.

Linear regression, CRT, and random forest models were developed with all the variables previously mentioned in three categories: hydrological, roadway, and traffic flow characteristics. The model fits (measured by RMSE and NRMSE values), along with statistically significant variables, are shown in Table 3 for comparison across models. The two random forest model specifications outperformed linear regression and CRT in terms of model fit. For random forest models, the first model (RF1) used only the roadway and traffic flow characteristics as input variables. In this model, the StL dynamic crowdsourced trip counts had less importance than other static variables such as number of lanes and type of day, which is counterintuitive. When the hydrological variables are introduced into the random forest mode specification (RF2), tide level and rainfall were found to be the least important variables, but the StL trip count became the highest significance variable, which is intuitive. In the RF2 model, other relatively high importance variables described patterns associated with traffic flow in specific environments, such as TOD, per lane capacity, posted speed limit, and link speed. This RF2 model specification also proved to be the best performing (with the lowest RMSE and NRMSE).

**Table 3** Comparison of data predictive models
<table>
<thead>
<tr>
<th>Model Type</th>
<th>RMSE</th>
<th>NRMSE</th>
<th>Significant/ high importance variables*</th>
<th>Insignificant/low importance variables**</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear Regression</td>
<td>2384.43</td>
<td>0.085</td>
<td>Rainfall</td>
<td>Per lane capacity</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Tide level</td>
<td>Segment speed</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Flooding</td>
<td>Type of day</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Number of lanes</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Posted speed limit</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>TOD</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>StL trip counts</td>
<td></td>
</tr>
<tr>
<td>CRT</td>
<td>2512.22</td>
<td>0.157</td>
<td>StL trip count</td>
<td>Rainfall</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Posted speed limit</td>
<td>Tide level</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>TOD</td>
<td>Flooding</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Number of lanes</td>
<td>Number of lanes</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Posted speed limit</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Segment speed</td>
<td></td>
</tr>
<tr>
<td>RF1 with roadway and traffic characteristics</td>
<td>Train: 1573.97</td>
<td>Train: 0.026</td>
<td>TOD</td>
<td>Type of day</td>
</tr>
<tr>
<td></td>
<td>Test: 3399.23</td>
<td>Test: 0.058</td>
<td>Per lane capacity</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>StL trip counts</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Posted speed limit</td>
<td></td>
</tr>
<tr>
<td>RF2 with roadway, traffic, and hydrologic</td>
<td>Train: 1341.98</td>
<td>Train: 0.022</td>
<td>StL trip counts</td>
<td>Type of day</td>
</tr>
<tr>
<td>variables</td>
<td>Test: 2865.60</td>
<td>Test: 0.048</td>
<td>TOD</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Per lane capacity</td>
<td>Tide level</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>StL trip counts</td>
<td>Rainfall</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Posted speed limit</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Segment Speed</td>
<td></td>
</tr>
</tbody>
</table>

Variable Importance: predictive power of the variables in the random forest model

*High importance variables: normalized variable importance over 0.5

**Low importance variables: normalized variable importance under 0.1

5.3. Citywide Roadway Network Impacts

The RF2 model was propagated to the HRRTDM roadway network in Norfolk to predict the volumes on each roadway segment across all TODs. The HRRTDM roadway network consists of 7736 segments, which were fed into Streetlight Data to retrieve the associated StL trip counts, segment speed, and travel time on each segment. StL trip counts and segment speed, along with other roadway and hydrological variables, were used as inputs into the random forest model (RF2) to obtain volume estimates on FDs and NFDs. Total VHT on FDs and NFDs were calculated per Equation 2. There were 11 FDs recorded in the 20-month analysis period by City of Norfolk employees. One of the FDs was discarded due to insufficient
comparable NFDs within the six-week window. Table 4 shows the total VHT on each FD compared to the corresponding NFDs.

Table 4 Citywide network impact summary

<table>
<thead>
<tr>
<th>Flood report date</th>
<th>Max tide level (ft)</th>
<th>Max rainfall intensity (in/hr)</th>
<th>FD VHT (veh-hrs)</th>
<th>NFD VHT (veh-hrs)</th>
<th>FD-NFD VHT (veh-hrs)</th>
<th>Δ VHT (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3/6/2017</td>
<td>1.000</td>
<td>0.002</td>
<td>6,261,710</td>
<td>6,478,423</td>
<td>-216,713</td>
<td>-3.35%</td>
</tr>
<tr>
<td>4/5/2017</td>
<td>2.208</td>
<td>0.000</td>
<td>6,594,179</td>
<td>6,649,965</td>
<td>-55,786</td>
<td>-0.84%</td>
</tr>
<tr>
<td>4/12/2017</td>
<td>1.148</td>
<td>0.000</td>
<td>6,311,667</td>
<td>6,546,158</td>
<td>-234,491</td>
<td>-3.58%</td>
</tr>
<tr>
<td>8/29/2017</td>
<td>2.854</td>
<td>1.130</td>
<td>6,005,899</td>
<td>6,316,644</td>
<td>-310,745</td>
<td>-4.92%</td>
</tr>
<tr>
<td>9/5/2017</td>
<td>1.877</td>
<td>0.050</td>
<td>6,416,229</td>
<td>6,482,857</td>
<td>-66,627</td>
<td>-1.03%</td>
</tr>
<tr>
<td>3/6/2018</td>
<td>3.051</td>
<td>0.137</td>
<td>6,133,580</td>
<td>6,244,388</td>
<td>-110,808</td>
<td>-1.77%</td>
</tr>
<tr>
<td>5/18/2018</td>
<td>2.430</td>
<td>0.180</td>
<td>6,447,560</td>
<td>6,557,150</td>
<td>-109,590</td>
<td>-1.67%</td>
</tr>
<tr>
<td>5/22/2018</td>
<td>1.791</td>
<td>0.000</td>
<td>6,462,511</td>
<td>6,634,472</td>
<td>-171,960</td>
<td>-2.59%</td>
</tr>
<tr>
<td>8/11/2018</td>
<td>2.493</td>
<td>2.010</td>
<td>4,503,163</td>
<td>4,851,056</td>
<td>-347,898</td>
<td>-7.17%</td>
</tr>
<tr>
<td>8/13/2018</td>
<td>2.572</td>
<td>0.020</td>
<td>6,526,115</td>
<td>6,551,927</td>
<td>-25,813</td>
<td>-0.39%</td>
</tr>
</tbody>
</table>

Table 4 shows that, based on the predicted vehicle volumes, network-wide VHT was consistently reduced on FDs compared to NFDs in the citywide analysis, on average by 3%. This decrease is consistent with trends in the CCS analysis, though not substantial. The result may be attributed to two factors: (1) cumulative change in VHT may not be a sufficient metric for quantifying the effect of flooding, and (2) the spatial aggregation at the city-level may be too large for assessing the impacts of local recurring flooding. Since the VDOT CCS data also showed a reduction in travel speeds and personal vehicle volumes on FDs, it is likely that the individual effects of increased travel time and reduced volumes were somewhat nullified when multiplying the two for the cumulative effect measured in VHT. Decreased network VHT may imply higher rates of abandoned trips, which would signify an economic impact of recurring flooding (due to decreased business transactions, work productivity loss, etc.). Considering a net difference in VHT over the roadway network of the entire city may also temper the more significant local
effects of flooding experienced by specific areas within the city. Thus, a more spatially disaggregate
analysis of flooding impacts on the roadway network is necessary to fully understand the effects of
recurring flooding.

While the sample of flood days is small (N=10), relationships between hydrological variables and
traffic impacts on the roadway network still appear to exist. Figures 6(a) and 6(b) show the relationship
between rainfall intensity, tide level, and VHT reduction. Increasing rainfall intensity had a relatively
consistent positive correlation with reduction of VHT (Figure 6(a)); however, no relationship appears to
exist between tide level and reduction in VHT (Figure 6(b)). It is possible that effects of tide-induced
flooding are more local than that of rain-induced flooding. In other words, tide-induced flooding impact
roadway segments near the shoreline in a spatially and temporally consistent manner. However, this
temporal and spatial granularity cannot be analyzed with the City of Norfolk flood report data, which lacks
timestamps and representative spatial coverage.

![Graph showing estimated % VHT reduction vs. rainfall intensity](image)

6(a) Estimated % VHT reduction vs. rainfall intensity
5.4. Localized Roadway Network Impacts

Using City of Norfolk flood incident reports which are neither spatially nor temporally disaggregated, only a citywide analysis of recurring flooding impacts is feasible. However, Waze flood incident report data contains both timestamp and location (latitude and longitude) data, allowing for local analysis of recurring flooding impacts. In this section, the analysis of recurring flooding impacts is defined by five TOD periods (consistent with HRRTDM definitions) and a local geographic boundary around the location of the flood incident report (see Section 4.3 for methodology for localized spatial boundary selection). StL trip count data is too sparse to be aggregated at an hourly interval, particularly for off-peak travel periods, hence the selection of TOD periods for analysis. Total VHT during a flood period (FP) and an average non-flood period (NFP) is estimated using Equations 3 and 4, after obtaining the link volumes from the RF2 model (normalized RMSE for the training data: 0.03, testing data: 0.07). The candidate NFPs used in this study come from three weeks before and after the flood incident report, excluding any TOD with another reported flood incident within one mile radius of the original report. After removing the FPs that did not have any candidate NFPs, fell outside the roadway network being analyzed (e.g., on local streets, ramps, or centroid connectors), or had insufficient Streetlight Data trip counts to predict link volumes inside the localized spatial boundary, 340 flood report observations remained (representing 51% of the original Waze flood reported incidents between August 2017 and August 2018).

A link-by-link impact analysis for all roadway links within the localized boundaries was conducted to compare travel during FPs compared to NFPs. The localized network impact summary of the link-by-link analysis (categorized by time period) is shown in Table 5.

6(b) Estimated %VHT reduction vs. maximum tide level

Figure 6 Comparison of roadway network impacts by hydrological variables
**Table 5** Localized network impact summary

<table>
<thead>
<tr>
<th>Day Type</th>
<th>Period</th>
<th># of Waze flood reports</th>
<th>Δ Speed (FP-NFP)</th>
<th>Δ Volume (FP-NFP)</th>
<th>Δ VHT (FP-NFP)</th>
<th>Δ VMT (FP-NFP)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Mean % diff</td>
<td>Mean % diff</td>
<td>Med. % diff</td>
<td>Med. % diff</td>
</tr>
<tr>
<td>Wkday</td>
<td>12a - 6a</td>
<td>10</td>
<td>8%</td>
<td>-5%</td>
<td>0.41</td>
<td>2%</td>
</tr>
<tr>
<td>Wkday</td>
<td>6a - 9a</td>
<td>26</td>
<td>1%</td>
<td>-4%</td>
<td>0.13</td>
<td>-3%</td>
</tr>
<tr>
<td>Wkday</td>
<td>9a - 3p</td>
<td>59</td>
<td>19%</td>
<td>0%</td>
<td>0.42</td>
<td>21%</td>
</tr>
<tr>
<td>Wkday</td>
<td>3p - 6p</td>
<td>126</td>
<td>23%</td>
<td>-4%</td>
<td>0.15</td>
<td>1%</td>
</tr>
<tr>
<td>Wkday</td>
<td>6p - 12a</td>
<td>65</td>
<td>23%</td>
<td>0%</td>
<td>0.00*</td>
<td>6%</td>
</tr>
</tbody>
</table>

*Statistically significant at 95% confidence level

The discussion about localized impacts of flood incidents here is focused on workdays, because the number of Waze flood reports on non-workdays (weekends and holidays) was too small per each TOD period for analysis (N for each non-workday TOD ranged from 2 to 24). On workdays, across almost all time periods, the majority of affected links experience a decline in both speed and traffic volume during FPs compared to NFPs (example for 3p – 6p and 6p – 12a time periods shown in Figure 7), as indicated by the median percent differences in Table 5. However, the average link speed and volume changes during FPs compared to NFPs are predominantly positive, indicating a few links experiencing significantly higher speeds or volumes during FPs. As seen in Table 5, workday evening (3p – 6p) and overnight (6p – 12a) periods experience the most statistically significant reductions in travel speed, traffic volumes, and change in vehicle hours and miles of travel during flood periods compared to non-flood periods, and are examined in more detail here. As seen in Figure 7, for the workday 6p to 12a time period, the affected links observe a maximum 100% decrease in volume, while select links experience volume increases in excess of 300%. The significant change in traffic volumes in the workday evening and night periods (3p – 6p and 6p – 12a) are also reflected in the VMT measures, which show a reduction in travel during FPs compared to NFPs, with an aggregate VMT decline of 12% across all affected links. There are similar statistically significant reductions in VHT observed in the evening and night periods, suggesting that road users are either avoiding travel, or changing their destinations.
Figure 7 Distribution of change in traffic volume between flood periods & non-flood periods

Figure 8 shows the spatial distribution of links experiencing the greatest increase (top tenth percentile, marked in blue) and greatest decrease (bottom tenth percentile, marked in orange) in traffic volumes during 3p – 6p (Fig 8[a] and 8[b]) and 6p – 12a (Fig 8[c] and 8[d]). The links in black represent all the other links that were considered in the localized spatial boundary analysis for the TOD period (middle 80th percentile). 2167 unique links are considered in the localized boundary analysis across all time periods, with the 3p to 6p time period showing the highest number of impacted links (985 unique links, with several links affected multiple times across multiple flood reports between August 2017 and August 2018). As shown in Figure 8, the Hampton Boulevard corridor is highly impacted during both TOD periods, with some flood incidents causing a large increase in traffic volumes, and some flood incidents causing a large decrease in volumes, compared to the NFPs. In the downtown area, the majority of impacted links experience increased traffic volumes. On the other hand, interstate corridors (I-64 and I-264) generally see decreased volumes during flood periods. A few of the highly impacted links (in orange or blue) appear in both maps, implying that these links (25% of highly impacted links during 3p-6p period and 14% of highly impacted links in the 6p-12a period) experience both increasing and decreasing traffic volumes during different flood events.
Impacts of flood incidents on the roadway network are also analyzed by roadway functional classification. The functional classification of affected links in the analysis include interstates, minor freeways, principal arterials, major arterials, minor arterials, minor collectors, and local collectors. Figure 9 shows the distribution of links experiencing greatest increase and decrease in traffic volume during FPs by roadway functional classification. The most impacted links within the localized boundary analysis were found to be interstates, principal arterials, major arterials, and minor collectors (other functional classifications had less than 5 links impacted in the top and bottom 10th percentiles).
As seen in Figure 9, there are relatively few links impacted by flooding in the morning periods (12a – 6a and 6a – 9a), which is a result of lower traffic volumes and fewer flood incident reports for the overnight and early morning periods. In the remainder three time periods, interstate links within the localized boundary generally observe a decline in traffic volumes when a flood incident is reported. Principal arterials experience a decline in traffic volumes during the midday period (9am to 3pm) during FPs compared to NFPs, but see traffic volumes rise in the evening and night periods (3pm to 12am). This implies that during the evening peak and night time periods, when high numbers of flood incidents are reported, more road users opt to use the principal arterials (likely switching routes from interstates). It is possible that travelers perceive the access-controlled nature of interstate corridors as a disadvantage during flood periods, as their ability to switch routes dynamically is limited by access to ramps. Minor arterial links also appear to experience increased traffic volumes during FPs. Minor collector roads, though affected, do not show a consistent trend in direction of volume change by time period.

6. Conclusions and Limitations

Prior studies examining recurring flooding and subsequent impacts on the transportation network have used projected or simulated data. This study is the first to use empirical data to assess such impacts,
leveraging crowdsourced data to expand the spatial and temporal coverage of agency datasets in understanding the dynamic effects of recurring flood disruptions on roadway users. With recurring flooding becoming an increasing concern for coastal cities, this type of analysis demonstrates a framework for combining limited agency flood incident report data with crowdsourced flood reports, to understand the subsequent impacts on road users (in response to recurring flooding).

The study first estimates the citywide impact of recurring flooding on the Norfolk, Virginia roadway network. Due to lack of comprehensive traffic volume data, a framework to estimate traffic volumes using agency-provided and crowdsourced data was established, expanding the spatial coverage of volume data. These volume estimates show a 3% decline in VHT on FDs (as compared to NFDs) during the 20-month study period. With VHT being a cumulative measure of travel speeds and vehicle volumes, a simultaneous decrease in volumes and increase in travel times would not be sufficiently described by a single measure like VHT, especially when aggregated across the entire city which contains many links unaffected by flood events. Thus, the second part of the study examined the localized impacts of recurring flooding near the location of the crowdsourced flood incident report. Results suggest that majority of links within impacted areas show a decline in speeds and volumes during flood periods. Volume estimates show a significant change in traffic volumes in the workday evening and night periods during FPs, with an aggregate VMT decline of 12% across all affected links. However, select links experience sizable increases in speeds and volumes. There are similar statistically significant reductions in VHT observed in the evening and night periods, suggesting that travelers are either avoiding travel, or changing their destinations. Particularly in the evening and night periods, localized analysis results point to reductions in travel during FPs, with decreased volumes on interstate corridors and increased volumes on principal and minor arterials, compared to NFPs (suggesting route shifts as a result of flooding).

Results of this study strongly suggest that the impact of recurring flooding events on transportation networks is local, thus a citywide or regional analysis is not recommended due to the heterogeneous effects of flooding across various links. Analysis across a city or region may underestimate the impact of recurring flooding on travelers, as they abandon trips and shift routes in specific subareas. Spatial and temporal disparities in travel impacts are better explained through the localized impact assessment. Since recurring flooding is dynamic event, the framework provided in this study can serve as a precursor to identify recurring problem areas and periods for agency mitigation. In the case of Norfolk, since evening periods are more impacted than morning periods, mitigation efforts could be concentrated in key areas during those evening periods.
This study has certain limitations. First, like all studies that use crowdsourced data, the fidelity and accuracy of the data is an issue. Waze incident data is reported by Waze users, and there is no ground truth roadway flooding data to enable assertion of trustworthiness measures on the crowdsourced flood incident data. Regardless of trustworthiness, all Waze incident reports are included in the analysis. Second, the ground truth data used to train the data-predictive model is obtained from VDOT CCS locations which are located mostly on principal arterials or freeways. Thus the model’s ability to predict traffic volumes on roads of lower functional classification is limited. In this study, only links contained in the regional travel demand model network are included (thereby excluding roads in the lowest functional classifications). Furthermore, there is some spatial mismatch between links in the Streetlight Data OSM layer and the HRRTDM roadway network, and these mismatches occur mostly on minor roads, further exacerbating the accuracy of volume predictions on these links. It is important to note that the results and conclusions in this study are focused on major roads, due to these limitations. Lastly, the Streetlight dataset analyzed here only considers light duty vehicle travel, thus heavy vehicle movement is not captured. Diversion from freight schedules incur significant economic costs, which has not been quantified with this study.

Nonetheless, the data-predictive framework presented in this study can be generalized to be applied to other crowdsourced datasets, which are highly valuable when and where agency data is limited. This framework is applicable to a wide range of incident analyses such as congestion or accident analysis, post-disruption analysis, etc. Additionally, with the emergence of smarter cities and increasing availability of crowdsourced data capturing real-time traffic flow and hydrological variables, this framework can be a key component in strategic traffic rerouting and dynamic stormwater management to mitigate the impacts of recurring flooding, to ultimately increase resilience of coastal cities against such events.
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ABSTRACT
In recent years, climate change and sea-level rise have caused higher and prolonged high tides which, in combination with rainfall, storm surges, and insufficient drainage infrastructure, result in recurrent flooding in coastal cities. There is a pressing need to understand the occurrence of roadway flood incidents in order to enact appropriate mitigation measures. Agency data for roadway flooding events are scarce and resource-intensive to collect. Crowdsourced data can provide a low-cost alternative for mapping roadway flood incidents in real time; however, the reliability is questionable. This research demonstrates a framework for asserting trustworthiness on crowdsourced flood incident data in a case study of Norfolk, Virginia. Publicly available (but spatially limited) flood incident data from the city in combination with different environmental and topographical factors are used to create a logistic regression model to predict the probability of roadway flooding at any location on the roadway network. The prediction accuracy of the model was found to be 90.48%. When applying this model to crowdsourced Waze flood incident data, 71.7% of the reports were predicted to be trustworthy. This study demonstrates the potential for using Waze incident report data for roadway flooding detection, providing a framework for cities to identify trustworthy reports in real-time to enable rapid situation assessment and mitigation to reduce incident impact.

Keywords: crowdsourced data, flooding, trustworthiness, logistic regression
INTRODUCTION

In recent years, crowdsourced data has emerged as a low-cost method for data collection in various fields. In the transportation domain, there are many areas of research which have insufficient or non-existent agency-provided data, where crowdsourced data shows promise to be a useful alternative resource for research and analysis in these domains, such as bicycle ridership (1), traffic analysis, (2), and accident reporting (3).

One of the domains with very limited agency data is incidences of roadway flooding. Recurrent flooding as a result of rainfall, high tides, or both is becoming more prevalent in coastal cities. These flood incidents cause inundation of roadways for up to several hours, which deteriorates mobility and accessibility of travelers. Over the past six decades, almost thirty coastal cities in the US have witnessed a spike in the number of annual flood days, with some cities witnessing as many as 50 extra flood days every year (4). NOAA estimated a 125% increase in the number of annual flood days in the southeast coast of the US and 75% in the northeast coast between the years 2010 and 2015 (5). Some city or state agencies may collect flood incident data as a part of providing emergency management services. Preemptive, reliable knowledge of flood locations could significantly reduce response time for flood mitigation, thereby reducing delays and impacts to travelers. However, most cities do not collect standardized comprehensive data of roadway flooding incidents, making it difficult to make data-driven decisions for traffic rerouting and flood mitigation measures. One promising source for crowdsourced flood incident data is Google Waze, a GPS navigation app that allows users to report on a multitude of traffic-related incidents, including roadway flooding. While crowdsourced data can be a powerful alternative to revolutionize data collection where agency data is lacking, such data comes with its own set of limitations. Since crowdsourced data is not regulated, there can be human error, technical error, wrongful reporting, among other issues (6). This study explores the trustworthiness of crowdsourced Waze flood incident data in a case study of Norfolk, Virginia. The City of Norfolk has been collecting limited roadway flooding data due to the increasing frequency of recurrent flooding. This study combines the limited city flood report (ground truth) data with publicly available topographical and environmental data to build a model to assess trustworthiness of the crowdsourced Waze flood incident reports.

BACKGROUND AND LITERATURE REVIEW

In the past decade, crowdsourced datasets have become increasingly popular in transportation applications where traditional data collection methods are cost prohibitive. Waze has emerged as a popular crowdsourced dataset for transportation research, as the app allows users to enter location-specific and time-stamped reports of all sorts of traffic-related incidents: road closures, hazards (including roadway flooding), traffic jams, police presence, crashes, and more. Several studies have examined the usability of Waze incident data in transportation applications, though none have examined flood incident data. For example, Hoseinzadeh et al. (7) used independently collected Bluetooth speed data as ground truth and assessed the quality of Waze speed data. Their models concluded that the Waze data was more accurate in peak traffic hours, and achieved a prediction accuracy of almost 85%. Amin-Naseri et al. (8) conducted an analysis to quantify the potential added coverage of traffic incidents through Waze data, in addition to police reported data. It was estimated that 34.1% of Waze-reported incidents provide additional information not covered by any other dataset. Flynn et al. (3) developed machine learning models with spatial and temporal data which estimated police crash reports with high accuracy, and concluded that
Waze could be a potential data source to quickly identify crashes in real time, enabling faster police response. Goodall and Lee (9) compared Waze-reported crashes and disabled vehicle information with video footage on a roadway segment. They found that 80% of crashes and 50% of the disabled vehicles were captured by Waze data, implying the potential to leverage Waze incident data to enable faster response times, shorter incident durations, and better incident information dissipation to the public. Eriksson (10) proposed a methodology to integrate crowdsourced Waze incident and congestion data with official traffic data to reduce redundancy, improve reliability, and measure severity of incidents. As evidenced by these studies, crowdsourced Waze data has potential to greatly expand and improve existing agency provided transportation data. However, thus far, no study has examined the value or trustworthiness of Waze flood incident report data.

Using real-time crowdsourced data to analyze impacts of roadway flooding is particularly appealing since the alternative (installing sensor technology to gain accurate spatially disaggregate data on rainfall, tide, and flood levels for every roadway link in a city) is cost-prohibitive. However, as crowdsourced data is not regulated, there could be erroneous reporting due to misunderstanding, confusion, carelessness, incompetence, or even intent to deceive (11). Emerging studies in the computer science and electrical engineering domains have considered asserting trustworthiness to various crowdsourced datasets dealing with environmental conditions (12, 13). For example, Flanagin and Metzger (14) suggest collaborating geospatial and environmental knowledge with crowdsourced data to assert credibility of the data. Similarly, a few studies in the geography domain incorporate topological and environmental characteristics to assert credibility of crowdsourced incident detection datasets. For example, Ostermann and Spinsanti (15) used crowdsourced Twitter and Flickr data to conduct a context analysis to identify hotspots of forest fires in Spain, using forest cover, distance to nearest hotspot, and inhabitant density in the area as contextual variables. The study concluded that geographic features of crowdsourced location information (also known as Volunteered Geographic Information, or VGI) provides a useful approach to filter crowdsourced data. Hung et al. (16) assessed the credibility of crowdsourced flood incident data by using contextual topological data. A binary logistic regression model with variables such as elevation and distance-to-flood-risk-zones showed prediction accuracy of 90% and 80% for training and testing datasets, respectively.

The studies conducted by Hung et al (16) and Ostermann and Spinsanti (15) combined VGI datasets with other relevant event-specific topographical variables to assert credibility on crowdsourced datasets. Most of the VGI datasets used in previous studies are very location specific, and do not have a presence globally. This study uses a similar approach, by using potential flood-related explanatory variables (environmental and topographic) to assert trustworthiness on crowdsourced Waze flood report data. Waze data has a much higher global footprint, and with that, this methodology can be applied to any city with enough Waze users. Also, unlike the previous studies, the ground truth data set is built from credible but spatially and temporally limited agency data.

**DATA SOURCES AND PRE-PROCESSING**

To build the trustworthiness model, this study uses contextual parameters such as environmental, topographic, and roadway infrastructure variables to explain the occurrence of a flood incident. This
section explains the different datasets used to build the model. The study period is restricted by the availability of flood incident data, which ranges from August 2017 to December 2018, with three weeks excluded due to loss of data.

Environmental data

The environmental data is composed of rainfall and tide level observations. Hourly tide levels referenced to the North American Vertical Datum (NAVD88) were obtained from National Oceanic and Atmospheric Administration’s (NOAA) Sewell’s Point station (17). Hourly rainfall data was collected from seven Hampton Roads Sanitation District (HRSD) observation sites. Both of these datasets are publicly available.

Topographic data

Three topographic features were used as model inputs: elevation, topographic wetness index (TWI) (18), and depth-to-water (DTW) (19). Elevation information at locations of the Waze flood incident reports is extracted from the United States Geological Survey (USGS) Digital Elevation Model (DEM), which has 1-meter horizontal resolution. The most recently published absolute vertical accuracy of the 3D Elevation Program (3DEP) DEMs within the United States is 3.04 meters at the 95% confidence level (27).

TWI and DTW were also derived using the DEM. TWI accounts for the tendency of any pixel (smallest grid in a raster file) in the topography to receive water from upstream and its tendency to drain that water. A high TWI value implies a high potential for accumulation of surface water runoff. TWI, defined by Beven and Kirkby (18), is a function of $\alpha$, which is the upstream contributing area per unit contour length at a given pixel and $\tan \beta$, which is the local slope at that pixel in the catchment, as shown in Equation 1:

$$TWI = \ln \left( \frac{\alpha}{\tan \beta} \right)$$

DTW, defined by Murphy et al. (19), is a relative measure of soil moisture conditions, which approximates the elevation difference between a pixel in the topography and the nearest surface water pixel along the least slope path. DTW is a function of $\frac{dz_i}{dx_i}$, which is the slope of a pixel $i$ in the topography along the least-cost path to the nearest surface water pixel, $a$, which is either 1 or $2^{0.5}$ depending on whether the path crosses the pixel parallel to the pixel boundary or diagonally, and $x_c$, which is pixel size, as shown in Equation 2:

$$DTW (m) = \left[ \sum \frac{dz_i}{dx_i} a_i \right] x_c$$

Topography pixels closer to surface water, in terms of both distance and elevation, tend to have smaller values of DTW, indicating wetter soil.

Predicted Surface Water Depth

Predicted street-level surface water depth was simulated using a physics-based hydrodynamic model (TUFLOW: Two-dimensional Unsteady Flow) model. The flood model solves 2D equations for shallow water and free surface flow to simulate overland flow, and it is coupled with 1D hydrodynamic network
software ESTRY (20) to simulate pipe flow. The 1D pipe/2D overland hydrodynamic flood model used in this study is described by Shen et al. (21, 22, 26), which provides details on the model construction, calibration, and evaluation process. The model used in this analysis covers roughly half the area of the city of Norfolk, VA (56.4 km²). Surface flooding is simulated at one-hour time steps and at a spatial resolution of 2.5 m, which was then used to estimate water depth on street segments. TUFLOW is a high-fidelity model which simulates realistic flood depth, but is computationally intensive and not suitable for real-time trustworthiness assessment.

**Roadway characteristics data**

Roadway characteristics consist of geometric design features like number of lanes, per lane capacity, intersection (binary variable, based on if the report falls at an intersection or not), and freeway (binary variable, based on if the report falls on a freeway link or lower functional classification link). These roadway properties are obtained from the Hampton Roads Regional Travel Demand Model (HRRTDM). The roadway functional classification categorizes major and minor freeways as freeways (binary variable = 1), and all other roadway links as non-freeways (binary variable = 0). For capacity of each roadway link, per lane capacity is multiplied with number of lanes, both obtained from the HRRTDM. For roads that are not covered in the HRRTDM network, the number of lanes is obtained from the City of Norfolk’s streets shapefile, and multiplied with a default per-lane capacity of 650 vehicles per hour per lane (minimum per lane capacity recorded in the HRRTDM).

**Agency-provided flood incident data**

The flood incident data collected by City of Norfolk spanned from January 2017 to December 2018, using city employees’ reported flood locations in a mobile phone application (System to Track, Organize, Record, and Map [STORM]). The app records the date and location of flooding. Furthermore, the app user can specify the flood location as an intersection, address, or block. Duplicate reports (reports occurring on the same day, within 50ft of each other) are eliminated. Then, several steps are followed in order to geotag the flood incident report to a specific location on the roadway network. In ArcGIS, the intersections named in the dataset are manually matched to the corresponding intersection, the addresses are relocated to the closest point on the roadway network, and the block locations are relocated to the lowest elevation point between the upstream and downstream intersections. These location-corrected reports are henceforth referred to as city reports. Due to the lack of a timestamp associated with the flood reports (only dates are recorded), the entire day is initially assumed to be flooded in this analysis. Then, these city reports are checked against TUFLOW model output to identify the flooded time periods with positive water depth, as explained in detail in the Methodology section.

**Crowdsourced flood incident data**

The mobile navigation application Waze contains a real-time information reporting tool, from which the crowdsourced flood incident reports are obtained. Waze provides user-reported incident data via its data sharing program (Waze for Cities), which is available to public entities worldwide. In this study, Waze incident reports (time-stamped and location-identified) related to roadway flooding in Norfolk (between August 2017 and December 2018, with three weeks excluded due to loss of data) are analyzed. Waze flood report data is only as comprehensive as the locations of road users reporting flooding; however, the spatial coverage is considerably greater than the agency data available through the City of Norfolk. Figure
Figure 1 shows an example of flood reports from both data sets in August 2018, to represent the coverage disparity between the City and Waze reporting of floods.

(a) (b)

Figure 1 Flooding reported by (a) City of Norfolk and (b) Waze in August 2018

**Drainage characteristics data**

A record of all the storm water structures (such as bridge drain, gutter basin, floor drain, manhole, etc.) is provided by the City of Norfolk in a GIS shapefile. This variable is regrouped from 18 structure types to 12 structure categories to combine similar drainage structure types on the roadway. Each flood report is characterized by the drainage infrastructure that is the closest feature by distance (in GIS) from the report location.

In addition to all the datasets described above, an additional parameter called “Proximity” is calculated. Proximity is a measure of closeness to other flood incident reports: the closer the other flood incident reports during the same time of day, the higher the proximity value. This score is assigned to each ground truth city flood report, and is calculated based on Waze- and city-reported flood incidents during the same time period (on the same date), as shown in Equation 3. Because Proximity can only be calculated for city reports when Waze flood report data is also available, the study period is defined as August 2017 to December 2018 (when both data sets overlap). Table 1 summarizes all the datasets used to build the ground truth model.

**TABLE 1 Data inputs in predictive model**

<table>
<thead>
<tr>
<th>Variable (unit)</th>
<th>Explanation</th>
<th>Data Dimension</th>
<th>Data Source or Method of Derivation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Date</td>
<td>Date of flood report</td>
<td>Temporal</td>
<td>City of Norfolk or Waze.</td>
</tr>
<tr>
<td><strong>Time period</strong></td>
<td><strong>Time period of flood report</strong></td>
<td><strong>Temporal</strong></td>
<td><strong>Timestamp obtained from Waze, and aggregated to corresponding time period.</strong>&lt;br&gt;No timestamp for City reports, thus they are initially assumed to apply for all 5 time periods on the report day.</td>
</tr>
<tr>
<td>----------------</td>
<td>---------------------------------</td>
<td>-------------</td>
<td>------------------------------------------------------------------</td>
</tr>
<tr>
<td><strong>Latitude and longitude</strong></td>
<td><strong>Location of flood report.</strong></td>
<td><strong>Spatial</strong></td>
<td><strong>Obtained from geo-located City of Norfolk data or directly from Waze.</strong></td>
</tr>
<tr>
<td><strong>Proximity score</strong></td>
<td><strong>Measure of closeness to other flood reports on the same date and during the same time period. Calculated as the sum of the squares of inverse distances between the current flood report and all the other flood reports.</strong></td>
<td><strong>Spatial and temporal</strong></td>
<td><strong>Proximity}<em>i = \sum</em>{j=1,j\neq i}^{J} \frac{1}{d_{ij}^2} \quad (3)</strong>&lt;br&gt;Where:&lt;br&gt;_i: flood report for which proximity score is being assigned&lt;br&gt;_j: other flood reports (city and Waze) on the same date and during the same time period as _i&lt;br&gt;<em>d</em>{ij}: bird’s eye distance between coordinates of _i and _j, in miles</td>
</tr>
<tr>
<td><strong>Rainfall intensity (in/hr)</strong></td>
<td><strong>Collected across seven rain gauges in the city, and interpolated for each flood report location.</strong></td>
<td><strong>Spatial and temporal</strong></td>
<td><strong>Data obtained from HRSD; Interpolation done by Inverse Distance Weighting (IDW), a spatial analysis tool in ArcGIS.</strong></td>
</tr>
<tr>
<td><strong>Elevation (ft)</strong></td>
<td><strong>Elevation of each flood report location.</strong></td>
<td><strong>Spatial</strong></td>
<td><strong>Obtained from DEM of Norfolk (from USGS), and extracted for each flood report point.</strong></td>
</tr>
<tr>
<td><strong>Tide level (ft)</strong></td>
<td><strong>Maximum tide level recorded during the given time period at gauge at Sewell’s Point.</strong></td>
<td><strong>Temporal</strong></td>
<td><strong>Obtained from NOAA Tides and Currents</strong></td>
</tr>
<tr>
<td><strong>Depth to water index (DTW)(m)</strong></td>
<td><strong>Elevation difference between the flood report location and closest water body based on least slope path</strong></td>
<td><strong>Spatial</strong></td>
<td><strong>Created from rasters of DEM and waterbodies (19), and extracted for each flood point</strong></td>
</tr>
</tbody>
</table>
**Topographic Wetness Index (TWI)**

*Measure of the tendency of an area to accumulate runoff: high TWI values imply a high potential for runoff accumulation*

*Spatial*  
*Created from rasters of DEM and waterbodies (18), and extracted for each flood point*

**Intersection**

*Binary variable to identify if the flood report occurs at an intersection*

*Spatial*  
*Manually obtained from ArcGIS*

**Total Capacity**

*Total capacity of the roadway segment*

*Spatial*  
*Obtained from HRRTDM*

Total Capacity  
\[
\text{Total Capacity} = \text{number of lanes} \times \text{per lane capacity}
\]

**Freeway**

*Binary variable to identify if the flood report occurs on a freeway segment*

*Spatial*  
*Functional classification obtained from HRRTDM*

**Drainage**

*Different types of drainage structures found closest to the report location*

*Spatial*  
*Obtained from the City of Norfolk*

---

**DATA PREPARATION & METHODOLOGY**

**Refining ground truth dataset**

Due to the lack of a timestamp on city-reported flood events (and the initial assumption that the location is flooded for all five time periods of the day), the data undergoes another level of pre-processing before being included as a positive flood report in the ground truth dataset. The physics-based TUFLOW model is simulated on all the reported flood days to provide estimated water depth for each hour within the model boundary. The city report locations that are present within the TUFLOW model boundary are checked for maximum water depth within a 24ft buffer (width of the traveled way on a typical two-lane roadway) to ensure that time periods considered flooded have a predicted water depth greater than 0.1m (21). The TUFLOW model is not directly used to find the trustworthiness of Waze flood incident due to its computationally intensive nature, making such an approach infeasible for the end goal of using crowdsourced flood reports for real-time traffic management and flood mitigation. The TUFLOW model is used in this study purely as a filtering method to disaggregate city flood reports which only come with date information and no time stamp. In the 16-month study period, 19 days incurred city flood reporting, which translated into 95 initial positive flood observations across five time-of-day-periods. When verified against TUFLOW water depth models, 70 ground truth positive flood observations remained.

The ground truth dataset also requires negative (non-flood) observations. Since any location on the roadway network during any time period that is not reported as flooded could be a potential non-flood
A procedure (outlined in Figure 2) was followed for random selection of negative observations at spatial and temporal scales. Variations in spatial characteristics are considered through the use of variable thresholds, divided into quartiles based on their range of values shown in Table 2. 10% of the data from each quartile is randomly selected. Similarly, temporal selection involves two levels of tide (≤ 0 ft, 0 ft<) and three levels of rainfall (0, 0< and ≤0.1, 0.1< in/hr). The non-flood observations are sampled to achieve a balanced 1:1 true-to-false flood report ratio in the ground truth dataset for the model. The total number of negative ground truth observations per variable threshold is shown in Table 2 for the balanced 1:1 dataset.

**TABLE 2 Negative ground truth observations by environmental and topographic variable thresholds**

<table>
<thead>
<tr>
<th>DTW</th>
<th>Range (index)</th>
<th>DTW &lt;1089</th>
<th>1089≤ DTW &lt;2171</th>
<th>2171≤ DTW &lt;3260</th>
<th>DTW≥3260</th>
</tr>
</thead>
<tbody>
<tr>
<td># of Observations (1:1)</td>
<td>44</td>
<td>21</td>
<td>4</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>
## Trustworthiness modeling

Roadway flooding events are closely related to environmental, topographic, and infrastructure conditions (as listed in Table 1). Given the same probability of roadway flooding, the probability of the reporting of a roadway flood event is closely tied to the traffic volume on that roadway segment during the time period of the flood event (approximated here by the time of day and total capacity variables, as explained in Table 1). Then, all of these variables can be used to predict the trustworthiness of a crowdsourced flood report, estimated as the probability of a flood incident report at a location given the environmental, topographic, roadway, drainage, and time-of-day characteristics, via a binary logistic regression model. Logistic regression is widely used to study the effects of explanatory variables on binary outcomes, and the probability of the event occurring is calculated as shown in Equation 4:

\[
P (1|X_1, X_2, \ldots, X_n) = \frac{1}{1 + e^{-(\alpha + \sum \beta_i X_i)}}
\]

(4)

where,

- \( P \) Probability of occurrence of the event (flood report)
- \( i \) Observation
- \( \alpha \) Constant
- \( X_i \) Independent variables (as listed in Table 1)
- \( \beta_i \) Corresponding coefficient

A random 70-30 split of the 140 ground truth observations are used, where 70% of the entire dataset is reserved for training, and remainder 30% for testing the dataset. Random sampling of data subsets is
performed on the training dataset to fit the samples into a prediction model, while reducing the total error in the model. Then, the regression model is used to calculate the probability of a Waze flood event explained by the independent variables.

Note that a classification tree model (which creates partitions in the dataset based on discrete characteristics) was also tested for this dataset. In the classification tree model, a parent node in the tree is divided based on an independent variable into two child nodes, such that each child node is more homogenous (or less impure) than the parent node. However, due to the large number of independent variables in the dataset, the classification tree model proved to be unstable (prediction accuracy and important variables varied widely when changing the observations in the training set). Hence, the logistic regression model is preferred for assessing trustworthiness.

Model Selection

Several different criteria are used to evaluate the fit of the various logistic regression models. These criteria and their definitions are listed in Table 3, including a confusion matrix and its associated criteria (true positive rate [TPR] (Equation 5), true negative rate [TNR] (Equation 6), false positive rate [FPR] (Equation 7), and false negative rate [FNR] (Equation 8)), Akaike Information Criterion (AIC), distance to corner (Equation 9), receiver-operating-characteristic (ROC) curves, and accuracy (Equation 10).

TABLE 3 Performance measures used for model selection

<table>
<thead>
<tr>
<th>Performance Measure</th>
<th>Definition</th>
<th>Preferred value directionality</th>
<th>Equation (if applicable)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Akaike Information Criterion</td>
<td>Estimator of out-of-sample prediction error, or the relative amount of information lost by a given model</td>
<td>Smaller</td>
<td></td>
</tr>
</tbody>
</table>
| True Positive Rate (Sensitivity) | Ratio of true positives identified to all positive ground truth reports | Higher                       | \[
\frac{tp}{tp + fn} \quad (5)
\]|
| True Negative Rate (Specificity) | Ratio of true negatives identified to all ground truth negatives reports | Higher                       | \[
\frac{tn}{fp + tn} \quad (6)
\] |
<table>
<thead>
<tr>
<th><strong>False Positive Rate</strong></th>
<th>Ratio of false positives identified by the model to all truly negative reports in the ground truth</th>
<th>Lower</th>
<th>$\frac{fp}{fp + tn}$ (7)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>False Negative Rate</strong></td>
<td>Ratio of false negatives identified by the model to all truly positive reports in the ground truth</td>
<td>Lower</td>
<td>$\frac{fn}{tp + fn}$ (8)</td>
</tr>
<tr>
<td><strong>Receiver Operating Characteristic (ROC) Curves (23)</strong></td>
<td>Plot of Sensitivity vs 1-Specificity, helps to determine the diagnostic ability of the binary classifiers</td>
<td>Closer to the top left corner</td>
<td></td>
</tr>
<tr>
<td><strong>Distance to Corner (24, 25)</strong></td>
<td>Optimal threshold to minimize false positive and false negative rates</td>
<td>Lower</td>
<td>$Distance to Corner = \sqrt{(1 - Sensitivity)^2 + (1 - Specificity)^2}$</td>
</tr>
<tr>
<td><strong>Accuracy</strong></td>
<td>Shows the ratio of correctly identified reports to all reports.</td>
<td>Higher</td>
<td>$\frac{tp + tn}{all\ reports}$ (10)</td>
</tr>
</tbody>
</table>

**RESULTS**

**Trustworthiness Model**

A prediction model using the binary logistic regression structure was developed to analyze how well a ground truth report can be explained by the independent environmental, topographic, infrastructure, and temporal variables. The ground truth dataset was randomly split into 70% for model training, and the remainder 30% for model testing. First, all the continuous variables considered (as listed in Table 1) were tested for correlation. The highest correlation was found between elevation and TWI (-0.52), with all other correlation values less than 0.3. The correlation between elevation and TWI suggests that areas with lower elevation have a higher tendency to accumulate runoff (TWI), which is related to topography. Then, different binary logistic regression models with and without TWI were tested to examine the effect of inclusion of TWI on the tide level parameter estimate and overall model fit. Due to the relatively small
ground truth report sample size, explanatory variables with p-values less than 0.3 (confidence level 70%) are retained. Among the different model specifications tested, elevation, TWI, and DTW are always found to be statistically significant at 95% confidence level. When roadway characteristics are considered, total capacity was the only variable to emerge as statistically significant (p<0.1 in all three different model specifications). However, inclusion of the total capacity variable reduced the accuracy of the model (from 90.5% to 88%) with a higher false positive rate in the model prediction. Thus, roadway capacity is excluded from the final preferred model. Tide level and rainfall are marginally significant (0.25 < p-value < 0.3) in the preferred model specification. These variables are retained due to their effect on the discrete time period variables (which emerge as non-significant if tide level and rainfall are excluded). Despite the proximity variable being a byproduct of the number and closeness of other reports in the same time period, it shows a low correlation with tide level and rainfall. Proximity variable is retained in the preferred model due to its high statistical significance. The final preferred model is shown in Table 4.

**TABLE 4 Preferred binary logistic regression model results**

| Variables          | Estimate | Std. Error | z value | Pr(>|z|) |
|--------------------|----------|------------|---------|---------|
| (Intercept)        | 13.54    | 5.26       | 2.58    | 0.01(*) |
| Elevation          | -4.99    | 1.60       | -3.12   | 0.00(**) |
| Tide level         | 3.35     | 3.05       | 1.10    | 0.27    |
| Rainfall           | 6.88     | 6.54       | 1.05    | 0.29    |
| Period = 2 (6a – 9a) | -5.01    | 2.61       | -1.92   | 0.05(.) |
| Period = 3 (9a – 3p) | -5.45    | 3.18       | -1.71   | 0.09(.) |
| Period = 4 (3p – 6p) | -3.47    | 2.58       | -1.34   | 0.18(.) |
| Period = 5 (6p-12a) | -6.24    | 2.95       | -2.11   | 0.03(*) |
| Proximity          | 1.30     | 0.59       | 2.22    | 0.03(*) |
| TWI                | -0.52    | 0.24       | -2.13   | 0.03(*) |
| DTW                | 0.00     | 0.00       | 2.31    | 0.02(*) |

**: significant at 99% confidence level

*: significant at 95% confidence level

*: significant at 90% confidence level

In the final preferred model, all time periods are statistically significant at the 90% confidence level. In the absence of roadway characteristics in the final model, time period can be considered as a proxy exposure variable (as traffic volumes, and thereby active Waze users, are highly correlated to time-of-day). Proximity is also highly statistically significant in the preferred model. This indicates that the presence of other flood reports during the same time period (and physical proximity to those peer reports)
is an important predictor variable. The Root Mean Square Error (RMSE) values for testing and training subsets of the ground truth datasets were found to be 0.27 and 0.29 respectively, with AIC value of 46.15.

The preferred binary logistic model is then used to find an optimum threshold to separate trustworthy and untrustworthy reports. To do this, TPR and TNR are calculated at different thresholds, as shown in Table 5. In Figure 2, additional performance measures are considered for these thresholds as $1 - \text{sensitivity}$ and $1 - \text{specificity}$ are plotted to display Receiver Operating Characteristic (ROC) curves (23). ROC curves help to determine the diagnostic ability of binary classifiers. An optimal threshold is defined as a point on the ROC curve with the value of $1 - \text{sensitivity}$ and $1 - \text{specificity}$ closest to 0 (i.e. when the FPR and the FNR are the lowest). Thus, the point on the curve with the shortest distance to the top-left corner of the plot, also known as distance-to-corner, corresponding to a threshold value of 0.8, is chosen as the threshold to differentiate trustworthy from untrustworthy crowdsourced reports. The corresponding confusion matrix for a trustworthiness threshold of 0.8 is shown in Table 6, which yields a model accuracy of 90.48% on the testing dataset.

**TABLE 5 Performance measures of varying thresholds**

<table>
<thead>
<tr>
<th>Threshold Value</th>
<th>0.60</th>
<th>0.70</th>
<th>0.80</th>
<th>0.85</th>
<th>0.90</th>
<th>0.95</th>
</tr>
</thead>
<tbody>
<tr>
<td>TPR (Sensitivity)</td>
<td>0.80</td>
<td>0.80</td>
<td>0.80</td>
<td>0.80</td>
<td>0.80</td>
<td>0.75</td>
</tr>
<tr>
<td>TNR (Specificity)</td>
<td>0.91</td>
<td>0.95</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Distance to corner squared ($\text{fpr}^2 + \text{fnr}^2$)</td>
<td>0.0206</td>
<td>0.0055</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>Accuracy</td>
<td>85.71%</td>
<td>88.10%</td>
<td>90.48%</td>
<td>90.48%</td>
<td>90.48%</td>
<td>88.10%</td>
</tr>
</tbody>
</table>
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**Figure 2 ROC Curve**

**TABLE 6 Confusion matrix (threshold = 0.8)**

<table>
<thead>
<tr>
<th></th>
<th>Actual Yes</th>
<th>Actual No</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>85</td>
<td>5</td>
</tr>
<tr>
<td>No</td>
<td>5</td>
<td>90</td>
</tr>
</tbody>
</table>

The model accuracy on the testing dataset is 90.48%.
<table>
<thead>
<tr>
<th></th>
<th>Predicted True</th>
<th>Predicted False</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>True Report</strong></td>
<td>16 (tp)</td>
<td>4 (fn)</td>
</tr>
<tr>
<td><strong>False Report</strong></td>
<td>0 (fp)</td>
<td>22 (tn)</td>
</tr>
</tbody>
</table>

**Trustworthiness of Waze data**

Figure 3 shows the predicted probability of occurrence of all crowdsourced Waze flood reports between August 2017 and December 2018 in Norfolk, when the preferred trustworthiness model is applied. 502 of the 697 reports exceed the threshold value of 0.8, implying 71.7% of the Waze flood reports can be considered trustworthy based on their topographic, environmental, temporal, and peer reporting characteristics.

![Figure 3 Waze report incident occurrence probabilities](image)
Figure 4 Characteristics of trustworthy and untrustworthy reports

Density plots in Figure 4 show the distribution of independent variable values of trustworthy (cyan) and untrustworthy (red) reports. In terms of environmental conditions, untrustworthy flood incident reports tend to cluster around 0 rainfall. Furthermore, flood incident reports are more likely to be considered trustworthy in higher intensity rainfall periods. For tide level, untrustworthy reports generally follow the same density plot as trustworthy reports, with two high density spikes at 0 ft and 0.4 ft. Tide level is not a spatially disaggregate variable as it is only collected at one point in the city. However, plotting these report locations on a map, there is a cluster of trustworthy reports (Figure 5[a]) near the Chesapeake Bay coast line in the northern part of the city, and another cluster of reports near downtown Norfolk (a low elevation area) in the southwest part of the city. Untrustworthy reports (Figure 5[b]), on the other hand, show far fewer reports in these locations. Similar to rainfall, untrustworthy reports show a low density of occurrence at higher tide levels (greater than 0.5 ft). In terms of the topographical variables, trustworthy reports generally occur at lower elevation compared to untrustworthy reports. When considering TWI ( tendency of a location to accumulate runoff), the distributions are very similar for trustworthy and untrustworthy reports. On the other hand, trustworthy reports are more likely to report higher DTW (proximity to the closest water body) values, with the reports at the highest DTW values related to intense rainfall events. This implies that despite being at locations with high DTW values, flooding does occur in instances of heavy rain. On the other hand, when examining untrustworthy reports with high DTW values, they occur during time periods with no rainfall. The proximity score of reports, which is based on the quantity and proximity of peer flood incident reports, has a large range. Trustworthy reports’ mean proximity value is 6077.32 (log value 2.08) and untrustworthy reports’ mean proximity value is 2.15 (log value ~ 0), implying that the majority of untrustworthy reports are either sole reports during the time-of-day period, or had peer reports very far away, resulting in a very low proximity score.
Figure 5 Spatial distribution of untrustworthy and trustworthy reports

Table 7 examines the characteristics of peer flood reports for trustworthy and trustworthy flood incident reports. Untrustworthy reports are more temporally dispersed (195 reports over 117 unique time-of-day periods) than trustworthy reports (502 reports over 100 unique time-of-day periods). Additionally, the maximum number of peer flood reports in the same time-of-day period was found to be 6 for untrustworthy reports and 66 in trustworthy reports, implying the importance of peer reports in asserting trustworthiness in crowdsourced data.

**TABLE 7 Observations on trustworthy and untrustworthy time periods from Waze**

<table>
<thead>
<tr>
<th># of reports</th>
<th>Trustworthy Reports</th>
<th>Untrustworthy Reports</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Total reports</strong></td>
<td>502</td>
<td>195</td>
</tr>
<tr>
<td><strong>Total affected time periods</strong></td>
<td>100</td>
<td>117</td>
</tr>
<tr>
<td><strong>Sole flood report (in the time period)</strong></td>
<td>8.0%</td>
<td>39.4%</td>
</tr>
<tr>
<td><strong>1 peer flood report (in same time period)</strong></td>
<td>8.8%</td>
<td>20.5%</td>
</tr>
<tr>
<td><strong>&gt;1 peer flood report (in same time period)</strong></td>
<td>83.2%</td>
<td>40.1%</td>
</tr>
<tr>
<td><strong>Maximum number of peer reports in a single time period</strong></td>
<td>66</td>
<td>6</td>
</tr>
</tbody>
</table>
The distinguishable characteristics in trustworthy reports were found to be high rates of peer reporting, lower elevations, higher rainfall intensity, and proximity to the coast. These characteristics are intuitive for true flood events, but this study provides a trustworthiness cutoff that can be useful in helping decision makers quickly filter high-confidence crowdsourced reports from low-confidence ones, without requiring the deployment of extensive resources for incident reporting. Accessing trustworthy information in near-real time can significantly improve response times for local agencies to delegate emergency management services, thereby mitigating flooding-related disruptions efficiently.

CONCLUSIONS AND LIMITATIONS

Crowdsourced data has the potential to provide real-time transportation information without the cost of additional sensors, cameras, or other cost-prohibitive measures. However, since crowdsourced data is usually unchecked, verification of the data becomes challenging. This study presents a framework to assess the quality of a subset of Waze incident reporting data related to roadway flooding in Norfolk, Virginia. Roadway flooding occurs as a combination of environmental conditions and insufficient drainage infrastructure. Environmental, topographic, and infrastructure variables which potentially contribute to flooding and flood reporting are used in this study to build a logistic regression model to estimate the probability of occurrence of a flood incident report. While this methodology does not directly identify misreports or false reports, it provides a conservative approach to distinguish crowdsourced flood incident reports with a high level of trustworthiness. The preferred model developed in this study shows a prediction accuracy of 90.48% when applied to a subset of ground truth data, implying a high rate of correct identification of reports. When applying the model to crowdsourced Waze data over a 16-month study period, 71.7% of the user reported flood incidents were predicted to be trustworthy. Among the untrustworthy reports, the most notable characteristics included low occurrence of peer reporting, inland locations with lower tide levels, higher elevation, and lower rainfall intensity in the reported periods.

This study has limitations which should be addressed in future research. To start, the positive ground truth data set utilized in model development has a small sample size, and is biased towards higher intensity flood events. Within these events, the ground truth data is biased towards tidal flooding compared to rainfall-induced flooding, due to the nature of city employees’ data collection. In addition, the proximity variable defined in this study to account for peer reporting requires that crowdsourced datasets have high levels of user activity (and incident reporting), in order to achieve a wide range of proximity values. Furthermore, one of the assumptions in the study was a default minimum capacity on smaller roads. While the capacity variable was found insignificant in the regression model (and thus removed from the finalized model), it remains an important feature of the roadway network, and future studies should consider acquiring more detailed data on roadway capacity. Lastly, ground truth data (however limited) is still necessary to build a trustworthiness assessment model under this framework. A search for agency provided flood incident data used in recent research only yielded a handful of cities in the US (including New York City, NY; Norfolk, VA; Charleston, SC; Miami, FL; Houston, TX; San Francisco, CA; and Tacoma, WA). This becomes a challenge in transferring the model framework to other coastal cities without agency flood incident data. Given the increasing prevalence of crowdsourced incident data, coastal cities should consider investing in local ground truth data collection in limited areas during the periods in the year with heavy floods. Alternately, cities could also invest in strategically placing sensors
throughout the city for a short period of time to collect ground truth data. For cities that lack resources to collect locally relevant ground truth flood incident data, this research suggests that static variables such as topographic and roadway variables may also be used for initial screening of flood hotspot locations. The relative amount of peer reporting in crowdsourced datasets can then be used for assigning priority to potentially high-confidence locations.

Nonetheless, this study demonstrates the ability to assess trustworthiness of Waze flood incident reports with limited ground truth availability. This framework could eventually lead to identification of flooding hotspots in near-real time, allowing cities to deploy dynamic flood mitigation actions and ensure a faster recovery to normal conditions. The flooding hotspots identified through this methodology can be used to provide early improvements in addressing the long-term impacts of sea-level rise. Furthermore, the general methodology utilized in this study is not limited to assertion of trustworthiness of crowdsourced flood incidents, and can be used in other applications with available contextual and ground truth data sets.
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ABSTRACT

Recurrent flooding is becoming an increasing cause of concern in coastal cities as climate change and sea level rise exacerbates its frequency and intensity. Recurrent flooding is a dynamic disruption, with varying impacts across a city based on the location and time of day. Since recurrent flooding typically lasts for a few hours, obtaining traffic impact information in near real-time is crucial for emergency management services. However, flood incident data is sparsely collected by state and local agencies (if at all), thus motivating the use of crowdsourced data. In this study, we explore the use of various types of reliable crowdsourced data that can provide us this information. With reliable traffic volume and high confidence flood incident data available, we train various machine learning models that use environmental, hydrological, and roadway characteristics to predict traffic impacts at trustworthy flood incident report locations. We compare different machine-learning models for this task, and the extreme gradient boosting model was found to be the preferred model with the least normalized root-mean-square-error. The model predicts 67% of the reports within the one-standard deviation of the observed values. The most prominent features from this model are annual average daily traffic (AADT), tide level and water depth. This study demonstrates a framework, which with more data has the potential of using crowdsourced data to classify locations that are likely to be highly impacted by recurrent flooding on the roadway network, a critical tool for emergency management, flood mitigation, and dynamic traffic management.

Keywords: crowdsourced data, flooding, machine learning models, emergency management
INTRODUCTION

Climate change and sea-level rise are causing coastal cities to confront exponentially increasing recurrent flooding in the past few decades (Koetse & Rietveld 2009). This type of flooding is typical to coastal cities with low elevation and is traditionally considered a minor disruption that affects the traffic operations for short periods (Chen et al., 2012). However, these recurrent flooding events have increased in frequency and severity. Recurring flooding can cause significant travel delays, even if they are short-term events (Jenelius & Mattsson, 2012), depending on the location and time of occurrence. These disruption events obstruct the traffic flow and reduce accessibility to sub-networks, rendering the roadway network vulnerable. Under a major disruption event (such as a hurricane), city and region-wide impacts could last for several days, thus the traditionally defined static vulnerability metrics for the overall stability of the roadway network can be utilized (Sohn et al., 2006, Yang et al. 2009). With recurrent flooding, the vulnerability of a location on the roadway network is not static, and can vary based on spatial, temporal, contextual, or geographical factors. Each of these categories has multiple independent factors, thereby making vulnerability a dynamic component of the system. Furthermore, with traffic flow also being dynamic spatially and temporally, mitigating the effects of recurrent flooding necessitates a space and time-dependent vulnerability metric which can cater to near-real-time decision-making efforts.

However, despite recurrent flooding’s growing impact on coastal cities, these events often go unreported by local government agencies as data collection can be time and labor-intensive, and may require significant financial effort. Crowdsourced data can be a powerful alternative to revolutionize data collection where agency data is not available, with road users able to report a wide variety of incidents as they travel throughout the roadway network. In this study, we use such empirical roadway and topographic data to characterize the change in traffic volumes due to recurrent flooding, which relates to the vulnerability of the network. Subsequently, using topographical, roadway, and environmental characteristics, we build a machine learning model to estimate the traffic impact vulnerability of other locations which do not have sufficient empirical data. This study illustrates a framework for assessing dynamic vulnerability using empirical crowdsourced traffic and flood incident data, creating a more flexible measure for response to recurrent flooding compared to the traditional static vulnerability measures that come from simulation-based studies.

LITERATURE REVIEW

The vulnerability of a network is defined by Berdica et al. (2002) as the susceptibility of a transportation system to react to different changes. In the transportation system, the concept of vulnerability is closely attached to accessibility, as accessibility depends on the extent to which the transportation system is functioning (Berdica, 2002). Vulnerability has also been defined differently in specific research areas. For example, Berdica (2002), Taylor (2017) and Chen et al. (2015) have characterized vulnerability as the reduction in performance of transportation system infrastructure, considering accessibility and serviceability. Chen et al. (2015) considered vulnerability as a function of the probability of disruption events happening and the subsequent traffic impacts on the network. Jun-qiang et al. (2017) defined vulnerability as the reflection of sensitivity of traffic operation performance to disturbance.

Among the vulnerability literature, two categories emerge: static and dynamic vulnerability. Studies in the static vulnerability subset assess vulnerability of the entire roadway network using network topology parameters and network theory-based measures. For example, Jun-qiang et al. (2017) developed a traffic utility index, where vulnerability was calculated based on an even reduction of capacity on the roadway segments across the network. The study used sensitivity analysis to calculate the change in the traffic utility index by degradation of capacity. Similarly, Yang et al. (2013) calculated the vulnerability
of the roadway network by using a combination of several evaluation indices such as their topological properties and an emergency plan as a qualitative parameter. There are several other similar studies in the static vulnerability area of research (Sohn et al., 2006, Yang et al. 2009, Lopez et al. 2017, Haghighi et al., 2018 etc.). On the other hand, studies in dynamic vulnerability subset assess vulnerability based on traffic flow which vary within the network. These assessments can be done by either using simulated data or by using crowdsourced empirical data. A large chunk of dynamic vulnerability studies have used simulated data for assessment. Appert & Laurent (2007) developed a vulnerability index from network theory measures by removing links and vertices sequentially, and simulating the traffic flow on a roadway network. Distinct hourly flows were assigned to the links and the vulnerability of the nodes were measured. Kim and Yeo (2016) developed a flow-based vulnerability measure, which can show the traveler response to disruptions by simulating different disabled links. This measure uses different simulated scenarios to rank vulnerability of different links in the roadway network. Shekar et al. (2017) uses traffic simulation methods to assess dynamic vulnerability of the road network, which can prioritize the critical links over time and is generalizable to the case where both link and node disruptions are of concern. Some other similar studies in the dynamic vulnerability domain include (Lu & Peng, 2011, Jenelius & Mattsson, 2012, Rodriguez-Nunez & Palomares, 2014 etc.).

In the domain of flood-related disruptions, studies have used a combination of static and dynamic vulnerability with simulated data to assess the system performance. These studies usually also include a hydrological modeling component. Chen et al. (2015) developed an accessibility-based measure to evaluate transportation network vulnerability under flooding impacts for different modes of travel. The vulnerability calculation is based on the change in traffic flow with completely inundated segments in the roadway network. A study by Singh et al. (2018) combined the result of flood modeling simulation scenarios with a function that relates safety speed to water depth to generate a vulnerability index. They found that there was a significant decrease in average maximum speed in each roadway functional class during disruption conditions compared to normal conditions. Similarly, Pyatkova et al (2015) combines a flood model and a traffic model to simulate traffic flow on inundated roads. The vulnerability is calculated as loss of business hours, additional fuel consumption, and additional CO$_2$ emission. Kermanshah et al. (2017) developed a vulnerability assessment framework with a combination of climate models, network theory, and stochastic modeling. Stochastic modeling was used for extreme rainfall induced flash floods to generate the probability of failure of links in the network. Vulnerability of the network was estimated based on the change in traffic flow.

All the studies mentioned above either use static or dynamic vulnerability with simulated models for estimating impacts on the transportation network. This is a major drawback in recurrent flooding research due to the nature of disruption. Since recurrent flooding is a minor disruption that occurs for a few hours, there is a need for near-real time detection to reduce significant disruptions in traffic flow. This paper considers a combination of static characteristics with dynamic empirical data (instead of simulated data) to assess vulnerability, which can provide insight about the observed vulnerability of the sub-areas in the roadway network. This is similar to the vulnerability concept explained by Berdica (2002), but focuses on the susceptibility to weather disruptions that can result in reductions in road network performance. We assess vulnerability by using empirical data in the form of observed traffic flow and observed flood incidents and express it as traffic impact index. We then build a prediction model with a combination of empirical, static and estimated data which can estimate traffic impact for locations in the roadway network that may not have sufficient empirical data. This study provides a framework to predict traffic impact index theoretically in all locations of the roadway network. This can enable identification of potential high impact locations under forecasted hydrological and transportation network conditions, that has the potential to be serving as a dynamic planning tool for city agencies.
DATA
In this paper, vulnerability is defined as the impact of recurrent flooding on traffic flow, coined as *traffic impact index*. A relationship between the traffic impact index and the explanatory variables is established, which include roadway, environmental and hydrological characteristics, using data from the city of Norfolk, Virginia. With this predictive model, traffic impact indices can be estimated for locations with spatial or temporal gaps in data, or for understanding potential traffic impacts in future scenarios. Figure 1 shows the analysis area and the flood incident locations that were assessed in this study.

**Crowdsourced flood incident data**
The mobile navigation application Waze contains a real-time information reporting tool, from which the crowdsourced flood incident reports are obtained. Waze provides user-reported incident data via its data-sharing program (Waze for Cities), which is available to public entities worldwide. The mobile navigation application Waze collects flood incident reports via its real-time information reporting tool. The application provides user-reported incident data via its Waze for Cities data-sharing program, open to public entities worldwide.

Since the incidents can be reported by any user and are not regulated, it is essential to filter out potentially erroneous data. A methodology to assess the trustworthiness of Waze data for flood-related events is established by Praharaj et al. (2021b). The dataset used in this study was obtained between August 2017 to December 2018 and contains 188 observations, which are the number of high-trust flood incident reports (Praharaj et al., 2021b).

**Network characteristics**
Several road network characteristics are also considered as explanatory variables in this model. Some of these characteristics are obtained from the Hampton Roads Region Travel Demand Model (HRRTDM), which includes average annual daily traffic (AADT) of the impacted link, length of the link, nodal degree, and total capacity. In addition to the road characteristics, two categorical variables are also used to differentiate traffic flow characteristics within the study period. Type of day is a binary variable that distinguishes between the type of day being a workday, which includes all weekdays (Monday through
Friday) except holidays, and non-workday, which includes weekends and holidays. Another variable used is the time period, which divides the day into five categories in accordance with HRRTDM, as mentioned in Table 1. The degree of a node is defined as the number of road links connected to the intersection of the impacted link. For this study, the nodal degree is assumed to be a sum of degrees on both nodes of the impacted link. The total capacity of the impacted link is calculated by multiplying the per lane capacity obtained from HRRTDM with the number of lanes and number of hours in the time period. This is done to reflect the difference in the number of hours in each time period. For the roads that are not covered in the HRRTDM, the number of lanes is obtained from the City of Norfolk’s streets shapefile and multiplied with a default per lane capacity of 650 vehicles per hour per lane (minimum per lane capacity recorded in the HRRTDM).

Crowdsourced traffic volume data
The traffic impact index is a measure of assessing the impact on traffic flow due to nuisance flooding. Praharaj et al. (2021a) defined change in travel as a difference between vehicle hours of travel during a flooding event and a comparable non-flood period. The traffic impact index in this study is adapted from the concept of change in travel and is defined as a percent change in volumes on the impacted link during the flood period as compared to a non-flood period, as shown in Equation 1.

\[
\text{Traffic Impact Index} = \frac{\text{Volume}_F - \text{Volume}_N}{\text{Volume}_N} \times 100
\]  

where,

- \(\text{Volume}_F\) = traffic volume on trustworthy report’s impacted link during flood period
- \(\text{Volume}_N\) = traffic volume on trustworthy report’s impacted link during non-flood period

The traffic impact index is a measure of assessing the impact on traffic flow due to nuisance flooding. Praharaj et al. (2021a) defined change in travel as a difference between vehicle hours of travel during a flooding event and a comparable non-flood period. The traffic impact index in this study is adapted from the concept of change in travel and is defined as a percent change in volumes on the impacted link during the flood period as compared to a non-flood period, as shown in Equation 1.

Hydrological characteristics
The environmental data is composed of rainfall and tide level observations. Hourly tide levels referenced to the North American Vertical Datum (NAVD88) were obtained from National Oceanic and Atmospheric Administration’s (NOAA) Sewell’s Point station (NOAA, 2018). Hourly rainfall data were collected from seven Hampton Roads Sanitation District (HRSD) observation sites. Both of these datasets are publicly available. That data obtained for rainfall and tide levels are matched with the study period of available flood incident datasets.

Predicted street-level surface water depth can be simulated using a physics-based hydrodynamic model (TUFLow: Two-dimensional Unsteady Flow) model. The flood model solves 2D equations for shallow water and free surface flow to simulate overland flow, and it is coupled with 1D hydrodynamic network software ESTRY (Syme, 2001) to simulate pipe flow. A Random Forest surrogate model was developed by (Zahura et al., 2020) to approximate TUFLow-simulated street flood depth while making predictions faster and is used in this study. Although the high-fidelity TUFLow model simulates realistic flood depth, it requires 4 to 6 hours to simulate each flood event. As there were 188 flood events in this study, computation using TUFLow would be tedious. The random forest surrogate model (Zahura et al., 2020) can approximate TUFLow model outputs (water depth) using environmental and topographic data. The ground truth flood depth used to calibrate the model was obtained from the TUFLow model. This
model can predict flood depths at a one-hour time step with high accuracy. The predictions made from this model significantly reduce computational time, by running 3,000 times faster compared to the TUFLOW model.

Table 1 summarizes all the datasets and models used to build the ground truth data set for the predictive model.

### TABLE 1 Data inputs in predictive model

<table>
<thead>
<tr>
<th>Data Category</th>
<th>Variable (unit)</th>
<th>Explanation</th>
<th>Data Dimension</th>
<th>Data Source or Method of Derivation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crowdsourced flood incident data</td>
<td>Date</td>
<td>Date of flood report.</td>
<td>Temporal</td>
<td>Trustworthy Waze flood reports (Prahraj et al. 2021b)</td>
</tr>
<tr>
<td></td>
<td>Time period</td>
<td>Time period of flood report 1: 12:00 to 6:00 am 2: 6:00 to 9:00 am 3: 9:00 am to 3:00 pm 4: 3:00 to 6:00 pm 5: 6:00 pm to 12:00 am</td>
<td>Temporal</td>
<td>Timestamp obtained from Waze, and aggregated to corresponding time period.</td>
</tr>
<tr>
<td></td>
<td>Latitude and longitude</td>
<td>Location of flood report.</td>
<td>Spatial</td>
<td>Obtained from Waze.</td>
</tr>
<tr>
<td>Network Characteristics</td>
<td>AADT (veh/day)</td>
<td>Annual average daily traffic on the roadway link</td>
<td>Spatial</td>
<td>Obtained from HRRTDM.</td>
</tr>
<tr>
<td></td>
<td>Link Length</td>
<td>Length of the affected link</td>
<td>Spatial</td>
<td>Obtained from HRRTDM.</td>
</tr>
<tr>
<td></td>
<td>Node Degree</td>
<td>Sum of number of links connected to both intersections (nodes) of the the affected link</td>
<td>Spatial</td>
<td>Calculated in ArcGIS, based on the HRRTDM road network shapefile.</td>
</tr>
<tr>
<td></td>
<td>Total Capacity</td>
<td>Total capacity of the roadway segment</td>
<td>Spatial</td>
<td>Obtained from HRRTDM</td>
</tr>
<tr>
<td></td>
<td>Traffic Impact Index</td>
<td>Percent change in estimated traffic volumes for the time period during flood periods and comparable non flood periods</td>
<td>Spatial and Temporal</td>
<td>Data obtained from Prahraj et al. 2021a model using Streetlight Data. Traffic Impact Index = (\frac{Volume_F - Volume_{NF}}{Volume_{NF}}) * 100</td>
</tr>
<tr>
<td>Hydrological Characteristics</td>
<td>Rainfall intensity (in/hr)</td>
<td>Collected across seven rain gauges in the city, and interpolated for each flood report location.</td>
<td>Spatial and temporal</td>
<td>Data obtained from HRSD; Interpolation done by Inverse Distance Weighting (IDW), a spatial analysis tool in ArcGIS.</td>
</tr>
<tr>
<td></td>
<td>Tide level (ft)</td>
<td>Maximum tide level recorded during the given time period at gauge at Sewell’s Point.</td>
<td>Temporal</td>
<td>Obtained from NOAA Tides and Currents</td>
</tr>
<tr>
<td></td>
<td>Water Depth (m)</td>
<td>Maximum water depth estimated for an hour in the time period</td>
<td>Spatial and Temporal</td>
<td>Obtained from Zahura et al. (2020) model</td>
</tr>
</tbody>
</table>

**METHODS**
In this study, a modeling technique is proposed that can work with the existing data to estimate traffic impacts due to flooding for locations with similar characteristics, but not enough traffic impact information. In this modeling process, the traffic impact index is the output or dependent variable. The overall framework of estimating traffic impact index using various independent variables discussed above is shown in Figure 2.

![Fig 2 Framework for modeling traffic impact index](image)

Several different modeling techniques were used to build the model. The model was tried out as a classification problem, with output as a categorical variable, and as a regression problem, with output as a continuous variable. The regression models were found superior to the classification models, therefore only regression models are discussed in this paper.

**Classification and Regression Trees Model**
Classification and regression trees (CRT) are a machine learning algorithm that group data points with similar dependent variable values together based on their independent variables. A parent node in the CRT is divided based on an independent variable into two child nodes, such that each child node is more homogenous (or less impure) than the parent node. Homogeneity is measured by the least squared deviation measure of impurity (within-node variance). The process stops until constraints such as minimum number of cases per node, maximum tree depth, node homogeneity, minimum change in improvement are not satisfied. In the transportation literature, CRT have been used for safety studies (Iragavapuu, et al, 2015, Harb et al., 2009, Pande et al., 2009), transit service quality determination (de Ona et ak, 2012), and work zone applications (Meng et al., 2012).

**Random Forest Model**
A random forest model (Breiman, 2001) is a machine learning technique that performs classification and regression tasks. The predictions are made by an ensemble of non-correlated decision trees, where the output is a mean prediction setting for regression trees or mode of classes for classification settings. The inherent randomness in the trees reduces the risk of overfitting, which is a drawback of CRT models. Random forest algorithms are optimized by tuning hyper-parameters such as number of trees, number of features at each split, maximum depth of a decision tree, and minimum number of samples in a node before splitting (Probst et al, 2018, Pang et al., 2006). One of the outputs of the random forest model is the feature importance, which shows the importance of independent variables in predicting the values of...
the output variable, which can help identify the unimportant features in the model. Random forests have been used for forecasting bicycle rentals (Feng & Wang, 2017, Guidon et al., 2020), landslide susceptibility assessment (Trigila et al., 2015), or roughness in asphalt pavements (Gong et al., 2018), among others.

**Gradient Boosting & Extreme Gradient Boosting Models**

The extreme gradient boosting method is another machine learning developed by Friedman (2001) which can perform classification and regression tasks. This algorithm is similar to CRT and random forest models in a way that they also create trees for model prediction. However, the random forest model selects subset predictions from numerous randomly created regression trees based on the hyper-parameters. In contrast, the extreme gradient boosting algorithm works sequentially by generating tree models that sequentially work towards reducing model errors in each step from the previous step’s models (Anwar, 2021). This model also learns from creating trees with a combination of weak learner variables to create a stronger model. Thus, gradient boosting models have the potential to provide more accurate predictions (Wang & Ross, 2018). Extreme gradient boosting model is optimized by reducing the second partial derivative of the loss function and uses hyper-parameters such as learning rate, number of trees, number of features at each split, maximum depth of a decision tree, and minimum number of samples in a node before splitting for tuning the model.

**One-hot encoding**

XGBoost has a limitation of not being able to work with categorical input data. Thus, during the dataset preparation, categorical datasets undergo one-hot encoding to ensure the efficient working of the algorithm. One-hot encoding is a method of data transformation, which converts categorical data into numerical data. Each category in the categorical data is transformed into binary variables, with 0 and 1 as the values. For example, the time period consists of 5 categories, and with on-hot encoding, now the model has 5 independent variables with 0 or 1 entries, depending on the observation’s actual time period. The same method is used for the type of day variable.

**Random search-cross validation**

Random Search Cross-Validation (RS-CV) function uses a parameter called n-folds, where n is the number of groups that the given dataset is divided into. In a machine learning model, RS-CV randomly splits the training dataset into n-folds, and reserves one-fold for testing purposes. This technique protects the models against overfitting the data, particularly in small datasets. XGBoost model goes through cross-validation to set up the optimal hyper-parameters for the least error model.

**Model Evaluation**

Once the models are developed, model performances of various machine learning techniques are evaluated and compared using the root-mean-square-error (RMSE). These values are checked for training and testing data, and the model with least errors are selected. The RMSE and normalized-RMSE are calculated by equations 2 and 3 respectively.

\[
RMSE = \sqrt{\frac{\sum_{i=1}^{n} (T_{obs,i} - T_{pred,i})^2}{n}} \tag{2}
\]

\[
n - RMSE = \frac{RMSE}{T_{obs,max} - T_{obs,min}} \tag{3}
\]

Where \( i \) = observations in the dataset,
\( n = \) total observations,
\( TI = \) traffic impact index,
obs = observed value, 
 pred = predicted value,

RESULTS & DISCUSSION

Summary Statistics

When building the machine learning models, a 70-30 random split of observations were used for training and testing, respectively. The training set is randomly sampled until at least one observation of each of the categories of the categorical variables is present in the training set. The distribution of categorical variables is shown in Table 3.

| Categorical variables | Number of observations (train | test) |
|-----------------------|--------------------------------|
| Total                 | 188 (133 | 55)                  |
| Workday               | 155 (114 | 41)                  |
| Non- workday          | 33 (23 | 10)                   |
| Period 1 (12:00 am to 6:00 am)| 2 (2 | 0)                   |
| Period 2 (6:00 am to 9:00 am)| 11 (6 | 5)                   |
| Period 3 (9:00 am to 3:00 pm)| 40 (28 | 12)                  |
| Period 4 (3:00 pm to 6:00 pm)| 88 (65 | 23)                  |
| Period 5 (6:00 pm to 12:00 am)| 47 (32 | 15)                  |

Traffic Impact Index for the dataset is calculated as the percent change in traffic volumes during the flood period. This index value ranges from -100% to +180%, with an average of -1.3% and standard deviation of 36%. The distribution follows a near-normal bell curve, with a longer tail on the right, as shown in Figure 3.

![Fig 3 Frequency distribution of traffic impact index](image)

Hyper-Parameter Selection

CRT, random forest model and extreme gradient boosting models are checked for least errors. This is done by setting some hyper-parameter values for least error model.

Classification and Regression Trees Model

Classification and regression trees use two parameters: maximum depth of the tree and minimum samples in each split. The tree is also pruned to avoid overfitting. Expansion of the tree is based on a complexity
parameter (cp), which is the minimum improvement needed in the model to split and propagate. The cp value was optimized at 0.008.

**Random Forest Model**

For random forest model, the number of trees (ntree) and the number of features considered at each split (mtry) are selected based on the stabilization of out-of-bag error rates. Bagging is a statistical resampling technique used within the training dataset to quantify uncertainty in randomization. The training dataset is divided into in-bag and out-of-bag sample sets, where multiple trees are created from the in-bag sample set, and errors are calculated based on the predictions made on the out-of-bag sample set. Out-of-bag error is the average error of each observation in the out-of-bag sample set between predicted and observed values in their respective samples. Out-of-bag error rates are essential in deciding the hyper-parameters for the model. The out-of-bag error rate graphs for RF model are shown in Figure 4 (a) and 4 (b) respectively. ntree value as 60, and mtry value as 12 were selected to ensure the least RMSE values.

![Graphs showing out-of-bag error rates for RF model.](image)

**XGBoost Model**

There are various hyper-parameters used in the XGBoost model by using the boosting technique. These hyper-parameters are tuned using random search and cross validation techniques (Wang & Ross, 2018). The hyper-parameters, their definition, default values, range and optimal values of the final model are listed in Table 4. These values are selected internally by iterative running of models until the model gives least errors.

<table>
<thead>
<tr>
<th>Hyper-parameter</th>
<th>Definition</th>
<th>Default</th>
<th>Range</th>
<th>Optimal Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>n rounds</td>
<td>maximum number of iterations</td>
<td>100</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Eta</td>
<td>learning rate</td>
<td>0.3</td>
<td>(0,1)</td>
<td>0.292</td>
</tr>
<tr>
<td>gamma</td>
<td>prevents overfitting</td>
<td>0</td>
<td>(0, inf)</td>
<td>0</td>
</tr>
<tr>
<td>max_depth</td>
<td>depth of the tree</td>
<td>6</td>
<td>(0, inf)</td>
<td>8</td>
</tr>
<tr>
<td>min_child_weight</td>
<td>minimum number of observations required in a child node</td>
<td>1</td>
<td>(0, inf)</td>
<td>1</td>
</tr>
<tr>
<td>sub_sample</td>
<td>number of samples supplied to a tree</td>
<td>1</td>
<td>(0, 1)</td>
<td>0.998</td>
</tr>
<tr>
<td>colsample_bytree</td>
<td>number of features supplied to a tree</td>
<td>1</td>
<td>(0, 1)</td>
<td>0.687</td>
</tr>
</tbody>
</table>

**Feature Importance**

Feature importance are in-built functions in the RF and XGBoost models in R. Feature importance helps us understand which features (or variables) contribute towards improving the model. Feature importance for RF model was calculated from increase in node purity with the introduction of each variable for
making the trees (Menze et al., 2009). Feature importance for XGBoost models is calculated from gain of each feature. Gain is a relative contribution of the feature to the model, which is calculated by taking each feature’s contribution for each tree in the model (Rogers & Gunn, 2005).

![Fig 5 Relative importance of variables in RF model and XGBoost model](image)

We find that AADT, tide level, water depth and rainfall are important explanatory variables in both models. These are intuitive indicators as they are the reasons of flooding, along with the amount of traffic on the road that gets impacted. Capacity and link length are next in the importance levels, which are roadway related features and influence the amount of traffic flow on the road. Some of the features such as period, type of day, degree have varying feature importance. The feature importance of different variables are different in both models due to the inherent difference in ensemble models. Thus, we go through a procedure of permuting each variable, as shown in the Model Selection section to find the model with least errors.

**Model Selection**

Once the hyper-parameters are set, the optimized models are compared to find the machine learning model that has least errors, and has most accurate predictions. We permute one variable in each iteration of both RF and XGBoost models to find which variable omission provides a model with least errors. This graph is shown in Figure 6.

![Figure 6 Selection between model algorithms and variable omission](image)
From Figure 6 we find that XGBoost models have consistently lower RMSE values when compared to RF models. In addition to that, among the XGBoost models, removal of the period 4 variable shows the minimum RMSE value. However, since time period is a categorical variable, and is one-hot encoded for XGBoost modeling only, we do not omit this variable. Thus we select a preferred model with all features included which gives the lowest RMSE values. The normalized RMSE values with all features for CART, RF and XGBoost models are summarized in Table 5.

<table>
<thead>
<tr>
<th>Model</th>
<th>Normalized RMSE (test)</th>
<th>Normalized RMSE (train)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CRT</td>
<td>0.172</td>
<td>0.134</td>
</tr>
<tr>
<td>RF</td>
<td>0.168</td>
<td>0.062</td>
</tr>
<tr>
<td>XGBoost</td>
<td>0.140</td>
<td>0.095</td>
</tr>
</tbody>
</table>

The training RMSE error for XGBoost model is very low since the model learns from each step in model training. We compare the testing errors of the 3 models to select the finalized model. XGBoost model has the least error of 14% and is thus selected as the preferred model. This framework enables a better understanding of how to compare these models for better prediction accuracy.

**Testing Results**

We plot the predicted results of the XGBoost model (orange) against the observed Traffic Impact Index (dark blue), as shown in Figure 7. The dashed grey lines show the limits for one standard deviation away from the observed Traffic Impact Index.

In Figure 7, we find that 37 of the 55 observations (67.2%) in the test set fall within this buffer area. These observations that are predicted within one standard deviation from the observed values are considered better predicted than others. The observations that occur in the extreme ends of the graph are the ones experiencing significant impacts due to flooding. These flood events would need to be predicted with greater accuracy and would need special attention by city managers. To increase the prediction accuracy of these events, the ground truth would need to be strengthened with data that are highly impacted and have greater variability in their characteristic inputs into the model. Since the sample set for the test is so small, there also aren’t any notable characteristic emerging from the test set yet. Since the model is
based on sequential learning, lack of a big dataset also hinders the prediction accuracy. With collection of more data, it will be possible to make the predictions better these characteristics become more prominent, and enable the classification of locations that are estimated to experience a significant change in volume or those locations that do not.

Once these predictions are made better, there can be a threshold selected around 0 which can separate events of low and high impact. Low impact events would be the events that have a Traffic Impact Index close to 0, implying not having a significant change in traffic from non-flood periods. High impact events would constitute of flood events that cause a high increase or decrease of traffic. Based on the input roadway features, topographic features and predicted water depth, this model can be helpful in predicting the traffic impact index of different locations in the future, which do not have observed traffic counts from crowdsourced data or estimated traffic volumes from the estimation model (Praharaj et al., 2021a). Based on these estimated traffic impact index, potential flood prone locations can be separated into categories in which they would fall into for emergency management services in the city. In accordance with that, decisions on traffic rerouting can also be made to reduce severe traffic impacts due to flooding.

CONCLUSION & FUTURE WORK
Nuisance flooding is becoming an increasingly common phenomena in coastal cities due to sea level rise and climate change. Knowledge of location of incidents and water levels on roads can serve as a very useful tool in reduction of travel delays caused to road users. Early assessment of water levels and potential flooding hotspots can be useful in early detection of flooding as well as rerouting to reduce traveler delays. In this study, we demonstrate the potential of several machine learning models which can relate locational characteristics to traffic impacts of flood incidents. Among the different kinds of regression-based machine learning models used, random forest (RF) and extreme gradient boosting (XGBoost) were extensively tested and compared. It was found that XGBoost model outperforms classification and regression tree model and random forest models, with model error (normalized RMSE) at 14%. It was found that AADT, tide level, rainfall and estimated water depth are few of the important features in predicting traffic impact index. One of the results observed when plotting estimated and model predicted traffic impact index is that the model predicts about 67% of the events in the one-standard deviation buffer.

Adding more data to the dataset will help improve the model predictions, as well as enable setting a threshold for division of high and low impact events. Thus, these kinds of machine learning models can prove to be pivotal in estimating the traffic impacts on the flood incidents that can be predicted ahead of time.

The current study serves as a demonstrative model, which with a larger dataset and better predictive power, can serve as an important tool for the decision makers to identify flood prone hotspot locations that deeply impact traffic operations. The knowledge of these can be crucial in directing emergency services to impacted locations. This could also separate highly impacted locations, which can then be prioritized. In addition to this, preemptive knowledge of historically impacted locations can help in proactively assigning services to anticipated high impact locations.

The current study has its own set of limitations. Although this study can prove powerful in early assessment of flooding and forewarnings about estimated traffic impacts, the current dataset is relatively small. The current dataset has less than 200 observations with complete data from all the data sources used. Observations are unbalanced for a few classes in categorical variables, which can heavily impact the learning ability of the model. There are also different kinds of continuous variables in the model. More data can provide a better range of these values as well, which could greatly improve the predicting power of the model.
Nevertheless, this paper provides important guidance in how to utilize crowdsourced data to predict traffic impacts due to flooding on the roadway network. This methodology merges different hydrological, transportation and trustworthiness modeling together in an effort to reduce travel impacts due to nuisance flooding. With newer technology for draining out water from the roadway network, this technique can still be used for assessing hotspot locations for flooding. This can help the city officials to work out diversion routes in advance from the areas which would get highly impacted, and also direct temporary drainage measures to the highly impacted areas.
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CHAPTER 5
OVERALL CONCLUSION AND FUTURE WORK

Sea level rise and climate change have caused urban coastal flooding to be a more frequent and more intense disruption, which impacts the stormwater system and roadway networks. There has been significant progress made in the research area in terms of estimating how the system reacts to recurrent flooding and the system recovery time and effort. However, one of the major limitations is the lack of empirical flood incident and traffic data in these studies, which stems from not having adequate reliable data sources that can tell the complete story of when and where the flood happens, how much flooding occurs, how the traffic behaves, and what measures would reduce the stress on the transportation and stormwater systems. This can be a critical limitation due to the nature of urban coastal flooding, which distresses the system for several hours and then the system in due course returns to normal operations. Yet the increasing nature of these disruptions are causing significant impacts on the transportation system users. This dissertation explored how crowdsourced data can be used to overcome the limitation posed by limitations in agency data sources. Major contributions of this research, potential applications of the developed research, and future research are summarized in this chapter.

5.1 SUMMARY OF MAJOR FINDINGS AND CONCLUSIONS

This research was conducted with the data obtained from various city and state agencies for the City of Norfolk, Virginia. The models developed in this research primarily focus on freeways and major arterials. Summary of the major findings in this study are listed as follows:

- Flooding impact estimation:

  ➢ Estimation of citywide traffic flow impacts in terms of vehicle-hours of travel (VHT) for recurrent flooding was found to be 3%, relatively not significant at a citywide level. It was found that the agency-based flood incident datasets were not comprehensive enough to capture the temporal and spatial disaggregation levels of nuisance flooding. In addition, VHT is a cumulative measure for speeds and volumes, and a simultaneous decrease in volumes and increase in travel times aggregated over the entire city is not a good measure for impact assessment.

  ➢ Estimation of localized traffic flow impacts is conducted, and the results show that the majority of the links within the subnetwork of the impacted area show a reduction in speed and volumes, with an aggregate VMT reductions of 12% across all affected links. There
are significant VHT reductions also observed during specific periods in the day and in specific roadway classes, which is indicative of varying temporal impacts of flooding on the traffic flow.

➢ It was found from the first paper that recurrent flooding is a localized event, and does not impact the entire city network, and is thus recommended to assess only on subnetwork level, to find clearer impacts on the roadway network.

- **Waze trustworthiness:**

  ➢ This study presented a framework to assert the trustworthiness of crowdsourced flood incident data. It was found that contextual factors such as topographic, environmental, and infrastructure variables can play an important role in determining the trustworthiness of crowdsourced flood incident reports.

  ➢ This study uses a binary logistic regression model to separate trustworthy reports from untrustworthy ones. The preferred model developed in this study shows an accuracy of about 90%. When utilized on a larger Waze dataset, about 72% of the reports were classified as trustworthy. The most notable characteristics of the untrustworthy reports were low occurrence of peer reporting, reporting at higher elevation locations, or during low rainfall intensities.

- **Traffic Impact Index assessment:**

  ➢ This study presents a framework to estimate the traffic impacts of locations in the roadway network due to recurrent flooding where verified crowdsourced traffic data might not be available. The model relies heavily on its dataset, and thus can currently only predict locations that have similar characteristics as the modeling dataset.

  ➢ The study compares a few different machine learning techniques to find the model with the least errors for predicting traffic impact index. It was found that the extreme gradient boosting model showed the least errors, amounting to 14% normalized errors. About 67% of the dataset was predicted within one standard deviation of the dataset. The dataset used in this study was small, hence not many results were discussed in this section.

5.2 **RESEARCH CONTRIBUTIONS**

Major contributions of this study are listed as follows:
• The first study addresses the lack of near-real-time datasets which are temporally and spatially disaggregated, to help understand the impacts of recurrent flooding on the roadway network. Most of the studies in this domain use simulated data for analysis, which are not useful in providing a decision framework for reduction of disruption delays in real-time. Chapter 2 presents a data-predictive framework for using spatially and temporally disaggregate crowdsourced traffic volume-related datasets. With the increased availability of traffic flow and hydrological variables, this framework can be crucial for real-time assessment of recurrent flooding, which is increasingly being a concern in low-elevation coastal cities, especially on the east coast of the US. This framework can also be generalized to be used in areas with limited agency datasets. A similar framework can be used for accident or post-disruption analysis as well.

• The second study addresses the hesitancy of decision-makers on the usage of crowdsourced incident data due to its lack of reliability, which stems from unregulated data collection. Chapter 3 presents a methodology to assert trust in crowdsourced incident detection datasets by utilizing contextual variables. Waze is becoming widely popular all over the world, harnessing location-based services and user-generated incident detection data for finding incidents, traffic jams, irregularities, etc. The methodology presented in this study can be replicated for identifying trustworthy flood detection incidents, or a similar framework to identify trustworthy disruption detection with relevant geographical context, such as landslides, wildfires, etc.

• The third portion of this study builds on the previous models and defines a near-real-time traffic impact index. This data is then used to build a model that can predict traffic impact index. With this model, traffic impact index can be predicted of areas which do not have sufficient traffic information. The modeling framework used in this study can be used as preliminary work to estimating the degree of impact of various flooded locations. In addition, forecasting different variables such as water depth, tide level, and rainfall can have a potential in estimating the directionality of impact ahead of time, which can be useful in preemptively redirecting traffic away from the problematic locations.

5.3 POTENTIAL APPLICATIONS

A major gap in the existing literature (as illustrated throughout the dissertation) is the dearth of research utilizing empirical data sources to characterize flooding impacts, especially for recurrent flooding. The various models developed in this study will enable more familiarity with crowdsourced data and promote
its usage in various transportation applications. The models developed and findings from this research can be utilized in different applications such as:

- **Traffic volume estimation:** City and state agencies have a relatively small amount of continuous traffic volume collection stations available. These are usually expensive to maintain and agencies strategically place them at certain locations only. The data-predictive model built for traffic volume estimation can be used in estimating traffic volumes in any region with limited agency data and could use more comprehensive crowdsourced data for various traffic analyses. These estimated traffic volumes can be used in traffic impact studies, traffic delay assessment, traffic signal studies, safety studies, short-term forecasting, etc.

- **Data predictive framework:** The framework proposed in this dissertation for the assessment of flooding impacts is not limited to flooding only. This framework can be used for other disruption analyses as well, such as congestion or accident analyses, post-disruption analyses, etc. Assessment of these disruptions can be useful in understanding the intensity and frequency of disruptions, as well as allow decision-making measures to reduce the impact on the roadway network. With more disaggregated data, this framework can also be used to identify the time it takes the system to return to its normal functioning, such that steps can be taken to reduce this time.

- **Incident data reliability:** There have been various papers in the domain of crowdsourced incident data that showcase the amount of overlap with agency-reported data and the potential of obtaining a higher volume of incident data from locations where there is not enough agency presence for incident reporting. However, there is still hesitancy in the adoption of crowdsourced datasets for incident detection due to its innate nature of unregulated reporting. The framework described in this dissertation can prove useful to address this concern by tying the incidents with potential incident-causing contextual factors to assign a value of reliability to the incident reports. The current study deals with recurrent flooding; however, the framework can be extended to other location-dependent disruption events such as landslides, forest fires, fog, etc.

- **Dynamic vulnerability assessment framework:** There have been various studies in the transportation resilience domain that have assessed the impacts of minor disruptions using simulated data, and provided suggestions for reduction of traffic impacts. However, simulated scenarios are not the same as observed disruptions, and can make real-time decision-making difficult. Therefore, using a data predictive model which can learn from similar disruptions to
make near-real-time predictions on traffic impacts would be useful in preemptive decision-making for various types of disruptions. This preemptive decision-making can be used to select times and locations of planned disruptions like work zones, or other minor predicted natural disruptions, for which the decision making can be used as a forewarning.

5.4 FUTURE RESEARCH

While this research has made significant progress in enabling the use of crowdsourced data into flood assessment and mitigation research, several possible avenues of research have been identified, and are listed as follows:

1. **Expanding traffic volume estimation methodology to other facility types**: The current traffic volume estimation model in our study is restricted to freeways and major arterials only. This is due to the ground truth used to build the model only consisting of VDOT’s continuous count station data. While the selected model has a very low error rate, this model can be expanded more. The inclusion of traffic volume data from temporary count stations across the study can increase the spatial footprint of the model to more local roads as well. In addition, this model can also be tested for different regions outside of Norfolk, VA to assess if the same model can be used for traffic volume predictions in other similar areas.

2. **Adjusting for other vehicle types**: The current traffic volume estimation model is restricted to passenger cars only due to the type of information from crowdsourced traffic counts data. With the use of different crowdsourced data sources, this framework can be used for heavy-duty vehicles as well. Heavy-duty vehicles usually follow a stricter schedule and delays in their schedule incur significant economic costs, and quantification of such costs would be essential in impact assessment.

3. **Inclusion of smart cities’ data**: As the cities include smart sensor technology, there would be more disaggregate data available for rainfall, tide level, flood locations, traffic volumes, etc. The models used in this research could be updated to include more spatially and temporally disaggregate data and include potentially new variables. Smart cities can also enable obtaining more data, which can strengthen the ground truth datasets in all the models used, and thereby provide more accurate predictions.

4. **Improving the trustworthiness model**: Ground truth data used in the Waze trustworthiness model relied on the City of Norfolk flood incident data, which was biased more towards more intense flood events and rainfall-induced flood events. Upon installing smart sensors in select
locations of the city, ground truth data can be significantly improved with lesser bias. This will enable the Waze model significantly better in asserting trustworthiness to unregulated Waze flood incident data.

5. **Decision-making system framework**: This dissertation uses a modeling framework to identify incident locations that experience different levels of traffic impacts due to recurrent flooding. However, the dataset used in this study is very limited. Obtaining more data and building a dataset with variables having more diverse data, can help with the prediction of traffic impacts. This can improve the spatial footprint of the dataset, and enable in finding hotspot locations that have more deteriorating impacts, which can be used for rerouting to adjacent roads in the network that are not as impacted.

6. **Traffic rerouting for reduced vulnerability**: As the more vulnerable locations are identified in the network, this work can be coupled with other hydrological models like water depth prediction models, automated real-time stormwater, and real-time traffic flow. Combination of all these models can establish the resilience of the network to recurrent flooding, as well as enable the possibility of traffic rerouting to bring the system back to normalcy at a faster rate.
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