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Abstract

The control of robot manipulators has become a hot topic in these years. With

increasing usage of robots in military industry, manufacturing, service industry and

daily entertainments for common people, there is an increasing need to design robots

with higher performance and various functions. Adaptive control is powerful in solv-

ing control problems with uncertainties, and thus become a potent tool in this area.

This thesis studies the adaptive control of robot manipulator systems with uncertain

and time-varying parameters. A new parametrization scheme is derived to expand

the capacity of adaptive control in dealing with such parameter uncertainties. Unlike

the existing control methods, each parameter is not estimated by a single estimate,

but a group of estimates, which can help robot manipulators perform better in time-

varying environments. This control algorithm can guarantee stability and asymp-

totic tracking ability, despite large and persistent uncertain parameter variations.

Compared with classical control methods, the new adaptive control designs will help

reduce the effect of the uncertainties of time-varying parameters in the robot working

process. Simulation results of control for a planar elbow manipulator, a typical type

of robot manipulators, are presented to verify our control performance.
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Chapter 1

Introduction

The control of robot manipulators has become a heated topic in these years.

With increasing usage of robots in military industry, manufacturing, service industry

and daily entertainments for common people, there are huge needs to design robots

with higher performance and various functions. In this chapter, we will give an

introduction of current research progress of robot manipulator control.

1.1 Research Motivation

In past decades, with the great development of computer science, composites,

and processing technology, the robot has been given with higher performance, which

brings robot broad prospect. Therefore, many research works have been done in

robot manipulator control. Researchers did many attempts like PD control, robust

control and adaptive control. Some also did independent joint control, using PID

compensator, state feedback control and feedforward control [38].
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CHAPTER 1. INTRODUCTION

When the robot is applied to more fields, there is an increasing need of robots

having the capacity to work in complex and unknown conditions. Because in prac-

tical applications, there exists various uncertainties and external disturbances. Re-

cently, many researchers begin to study this problem in various conditions and as-

pects.

Consider a robot manipulator work in a set working procedure. The existing

control designs can only stabilize the system, but cannot reduce the disturbance

caused by switching working process. So the peak of disturbance remains the same

in multiple-time repeating works. It is not good for material fatigue, service life, and

operation accuracy. In our research, the objective is to present a new approach of

adaptive control design, which can solve conditions with uncertain system parame-

ters and gain better performance.

1.2 Literature Review

In current robot manipulators relative literature, most works were done for

systems with time-invariant parameters. In [10,34,37], the most basic design of

adaptive control for robot manipulators. The authors presented an adaptive version

of the computed torque method for the control of manipulators with rigid links and

proposed an adaptive computed torque controller using disturbance accommodation

control techniques. They derived a new adaptive robot control algorithm, which con-

sists of a PD feedback part and a full dynamics feed-forward compensation part, with

the unknown manipulator and payload parameters being estimated online. In [9],

the author presented the study of an adaptive control which tracks a desired time-

based trajectory as closely as possible for all times over a wide range of manipulator
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CHAPTER 1. INTRODUCTION

motion and payloads both in joint-variable coordinates and Cartesian coordinates.

In [3], the author presented a sliding-mode control based on a Variable Structure

System for a multijoint manipulator. The practical sliding-mode controller, which

has a simple nonlinear compensator and proper continuous function. In [15], the

author presented a new scheme for the adaptive control of mechanical manipula-

tors which does not require the measurement of joint accelerations and needs less

computation. In [17], the author demonstrated the approach on a high-speed two

degree of freedom semi-direct-drive robot. It showed that the dynamic parameters

of the manipulator trajectory can be precisely controlled. In [18], they gave a tu-

torial account of several of the most recent adaptive control results for rigid robot

manipulators. In [20], the article addressed an application that involves the adap-

tive control of robot manipulator joint. It tries to explore the potential of using soft

computing methodologies in control of plant with unknown internal behavior and en-

vironmental changes. In [24], the author introduced two reduced and unconstrained

robot models. In [25], they proposed an algorithm for the collision avoidance. In

[4], they proposed a non-quadratic stabilization approach to stabilizing a two-link

robot manipulator. A non-quadratic Lyapunov function is used as a fuzzy blend-

ing of multiple quadratic Lyapunov functions. In [28], it presented an approach for

robot manipulator control and learning. When a robot manipulator is controlled to

track a periodic reference orbit, the locally-accurate approximation of the closed-

loop control system dynamics can be achieved in a local region along the periodic

orbit. Then in [27], the author proposed a method for learning and controlling an

industrial robot manipulator through fuzzy voice commands guided by visual motor

coordination. In [11], the author studied the adaptive state feedback for state track-

ing control problem for such systems. In [35], the author developed a control of a

3



CHAPTER 1. INTRODUCTION

redundant robot manipulator. That has to carry out a trajectory tracking in oper-

ational space while avoiding an obstacle. In [23], the author estimated the gravity

force using the generalized gravity regressor which is regardless of the dimension and

structure of the robot under the quasi-static state. [26], the author provided a linear

time-varying approximate model around some desired manipulator trajectory, to the

robot manipulator. In [1], the author presented a comparative study of two control

approaches; fuzzy proportional derivative control and the sliding mode control for a

two degree of freedom robot manipulator. It presented the implementation of both

models based and model free based control. In [2], the author proposed an adaptive

control for a robot manipulator, which allowed the displacement of the end-effector

following a reference trajectory. In [30], the author proposed a discrete-time adap-

tive control scheme for controlling robot manipulators. In [32], the article targeted

the case that the built-in controller does not provide desirable precision for set-point

regulation.,In [6], this paper presented an adaptive backstepping control scheme for

a mobile manipulator robot based on the virtual decomposition control. The control

scheme was applied on three degrees of freedom manipulator arm mounted on two

degree of freedom mobile platform to track the desired workspace trajectory. The

desired joint space trajectory was obtained by using the inverse kinematics. [8] pro-

posed a new method to improve the transient performance of the adaptive tracking

control system for robot manipulators. It can guarantee the exponential convergence

to a predetermined residual set of tracking error in the closed loop system.

Some works for systems with uncertain parameters were also done. [16] pre-

sented an adaptive robust controller for robot manipulators using adaptive integral

sliding mode control and time-delay estimation. In [29], the author proposed direct

and indirect model reference adaptive control strategies for multivariable piecewise

4



CHAPTER 1. INTRODUCTION

affine systems, which constitute a popular tool to model hybrid systems and ap-

proximate nonlinear systems. [31] presented dynamic learning from adaptive neural

control with prescribed tracking error performance for an n-link robot manipulator

subjected to unknown system dynamics and external disturbance. In [22], the au-

thors developed an adaptive tracking control law for a class of uncertain nonlinear

systems with Markovian jumping parameters. In [21], researchers proposed a sys-

tematic adaptive sliding mode controller design for the robust control of nonlinear

systems with uncertain parameters. In [14], the authors designed a hybrid impedance

controller. With some robustness against the uncertainties of the environment, the

approach is able to implement the desired contact force and track the commanded

position in orthogonal subspace without knowing the accurate model of the envi-

ronment. In [19], the authors studied the position tracking control with finite-time

convergence for a class of nonlinear uncertain robot manipulators. It designed a

Radial basis function neural network (RBFNN) based adaptive control to compen-

sate for the effect of the unknown dynamics. In [33], it presented control designs

for tracking control of robot system with uncertain manipulator dynamics and joint

actuator dynamics subject to constrained task space. In [5], they proposed a new

dynamic prediction error based adaptive controller for robotic manipulators with

uncertain parameters. A multiple-model adaptive control scheme was developed us-

ing multiple prediction errors and multiple controllers, incorporated with multiple

parameter estimators and a control switching mechanism to find the model that best

approximates the manipulator dynamics. In [13], the author proposed two adaptive

control schemes to realize the objective of task-space trajectory tracking irrespective

of the uncertain kinematics and dynamics. The proposed controllers have the de-

sirable separation property, and they have shown that the first adaptive controller

5



CHAPTER 1. INTRODUCTION

with appropriate mode fictions can yield the improved performance.

1.3 Thesis Outline

The remainder of this thesis is organized as follows. In Chapter 2, the back-

ground of control is given, which includes definitions and theorems of stability, and

concepts of adaptive control. In Chapter 3, modeling of robot manipulators is in-

troduced, in order to give readers a basic and detailed process of building robot

manipulators model. Then, two common models of robot manipulator are given,

which are also used for simulation in the following chapters. In Chapter 4, we in-

troduce control methods for constant system parameters, so as to help readers gain

better understand in later chapters. In Chapter 5, the model of robot manipula-

tors with time-varying and control method with joint acceleration measurement is

given. Simulation results for nominal control and adaptive control were offered. We

also show a comparison work of previous control methods. For all simulation works

above, we use two-link planar manipulator to do the corresponding simulations, and

the results illustrate the effectiveness of the adaptive control for jumping parameters.

Chapter 6 will discuss the conclusions and some future works.

6



Chapter 2

Background

Before going further about robot manipulator control, the background infor-

mation of control should be introduced. In this chapter, concepts of stability analysis

ans adaptive control will be introduced.

2.1 Signal Measures

The lq norm of a constant vector x = (x1, ..., xn)T ∈ Rn with n finite is

defined as

‖ x ‖1 = | x1 | + · · · | xn | (2.1)

the l2 norm of x is defined as

‖ x ‖2 =
√
x21 +· · · +x2n (2.2)

7



CHAPTER 2. BACKGROUND

and the l∞ norm is defined as

‖ x ‖∞ = max
1≤i≤n

| xi | (2.3)

For a vector signal x(t) = (x1(t), · · · , xn(t))T ∈ Rn, we define norms

‖ x(t) ‖2 =
√
x21(t)+· · ·+x2n(t)

‖ x(t) ‖1 = | x1(t) | + · · · + | xn(t) |

‖ x(t) ‖∞ = max
1≤i≤n

| xi(t) |

(2.4)

The induced norm of a constant matrix A ∈ Rm∗n is defined as

‖ x(t) ‖ = sup
x∈Rn,‖x‖=1

‖ A(t)x ‖ (2.5)

The induced matrix norms are defined as

‖ A ‖∞ = max
1≤i≤m

n∑
j=1

| aij |

‖ A ‖1 = max
1≤i≤m

m∑
j=1

| aij |

‖ A ‖2 =
√
λmax(ATA)

(2.6)

Consider a vector signal x(t) ∈ Rn, the L1 norm is defined as

‖ x(· ) ‖1 =

∫ ∞
0

‖ x(t) ‖1 dt =

∫ ∞
0

(| x1(t) | +· · ·+ | xn(t) |)dt (2.7)

8



CHAPTER 2. BACKGROUND

The L2 norm is defined as

‖ x(· ) ‖2 =

√∫ ∞
0

‖ x(t) ‖22 dt =

√∫ ∞
0

(| x21(t) | +· · ·+ | xn(t) |)dt (2.8)

and the L∞ norm is defined as

‖ x(· ) ‖2 = sup
t>0
‖ x(t) ‖∞ = sup

t>0
max
1≤i≤n

| xi(t) | (2.9)

Signal space L1 is defined as

L1 = {x(t) ∈ Rn :‖ x(· ) ‖1<∞} (2.10)

signal space L2 is defined as

L2 = {x(t) ∈ Rn :‖ x(· ) ‖2<∞} (2.11)

and the signal space L∞ is defined as

L∞ = {x(t) ∈ Rn :‖ x(· ) ‖∞<∞} (2.12)

The signal x(t) is uniformly bounded if x(t) ∈ L∞, for some β > 0, ‖ x(t) ‖< β,

∀t > 0. For the signal norms L1, L2, L∞, we have: x(t) ∈ L1 ∩ L∞ =⇒ x(t) ∈ L2

9



CHAPTER 2. BACKGROUND

2.2 System Stability

The concept of stability is significant to control system design. The methods

available to examine the poles depend on the representation of the system model. If

the classical approach is taken then the poles of the transfer function can be exam-

ined. If the modern approach is used then the eigenvalues, which are the poles, of

the system matrix A can be analyzed. Either approach can quickly give information

on whether or not the system is inherently stable, marginally stable, or unstable.

For adaptive control system stability must be defined another way since knowl-

edge of the system parameters are unavailable and possibly changing. The work

of Alexander Mikhailovich Lyapunov, who presented definitions and theorems for

studying the stability of solutions to a broad class of differential equations, has been

used extensively to address this problem [40]. The work of Lyapunov relies on defin-

ing an energy function, formally known as a Lyapunov function candidate, that can

be used to determine the stability of a system without having to solve for the solu-

tions to the system explicity. Originally, this Lyapunov function was purely the total

mechanical or electrical energy and therefore by nature positive definite. The Lyap-

nov indirected method can be found in many textbooks about a nonlinear system

like [39], [41].

Definition 2.1 The response of ẋ(t) = Ax(t) is stable in the sense of Lyapunov

if every finite initial state x0 excites a bounded response. It is asymptotically stable

if every finite state excites abounded response which, in addition, approaches 0 as

t −→∞ [42].

Theorem 1 The equation ẋ(t) = Ax(t) is stable if and only if all eigenvalues of A

10
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have zero or negative real parts and those with zero real parts are simple roots of the

minimal polynomial of A. The equation ẋ(t) = Ax(t) is asymptotically stable if and

only if all eigenvalues of A have negative real parts.

Also in the Lyapunov sense, we can check the stability of matrix A by Lyapunov

theorem.

Theorem 2 The equation ẋ = Ax,A ∈ Rn∗n, x ∈ Rn is asymptotically stable if and

only if for every positive definite Q = QT ∈ Rn∗n, the Lyapunov equation ATA +

PA = −Q has a unique and positive definite solution P = P T ∈ Rn∗n.

Theorem 1 and 2 are theorems that we usually use to check the stability of close-

looped system by classical control. But for adaptive control, those theorems would

not work since in adaptive control, there exists uncertainty on the dynamics model,

we cannot get the accurate system parameters. So we introduce a new method

called Lyapunov direct method to check the system stability when applying adaptive

control.

Theorem 3 (Lyapunov direct method) If in some Ball B(h), there is a positive

definite function V (x, t) with V 6 0, then the equilibrium state Xe = 0 of the system

ẋ = Ax is stable. If we also have ”V(x,t)” is decrescent, then it is uniformly stable.

Then, we introduce the Barbălart lemma. This lemma makes the precess to

analyze system stability more easier.

Lemma 2.1 (Barbălat Lemma) If a scalar function f(t) satisfies ḟ(t) ∈ L∞, f(t) ∈

L2, then limt−→∞ ḟ(t) = 0.[39]

11
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2.3 Adaptive Control

Adaptive control applies physical adaptation dynamics that can adjust the

controller for a system with uncertainties to reach the desired performance. Different

from the classical control method, the adaptive control systems can achieve more

possible system operation that is much more flexible.

Direct adaptive control The first ways to adaptive control design is considered

as the direct adaptive control. It generates the updated system parameters with

the adaptive controller and the adaptive laws without thinking the initial conditions

of the target plant and possible disturbances. In a direct adaptive control system,

the controller parameters, which are estimates of some unknown ideal plant-model

controller matching parameters, are directly updated from adaptive laws, based on

our defined tracking error.

Indirect adaptive control The other one is called indirect adaptive control. This

method is to estimate plant parameters with the possible disturbances, and update

the adaptive controller with the designed adaptive laws. In an indirect adaptive

control system, the controller parameters, which are also estimates of some unknown

ideal plant-model matching parameters, are simultaneously calculated from a design

equation using the on-line estimates of the unknown plant parameters, updated from

a parameter estimator based on an estimation error presenting the mismatch between

the plant output and its estimated version generated from the parameter estimation.

In either a direct or an indirect adaptive control design, it is significant to use

the estimates of some unknown parameters of an ideal controller. The parameter

12
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estimates are obtained from an adaptive updated law driven by system performance

error, and used in implementing an adaptive controller either directly or through a

design equation to map the plant parameter estimates to the controller parameters.

More information can be found in [39].

13



Chapter 3

Modeling of Robot Manipulators

This chapter will discuss the procedure of deducting general dynamic equations

of robot manipulators. First, we will introduce the way of getting the Jacobian

matrix and Euler-Lagrange equation. Then, some properties of dynamic equations

will be discussed. Finally, we will show two classic examples and offer detailed

dynamic equations.

3.1 Manipulator Dynamic Equations

We first show the complete derivation procedure of general robot manipula-

tor models, including Jacobian matrix, kinetic an potential energy, Euler-Lagrange

equations. At the end of this section, we will also introduce several vital properties

of robot manipulator dynamic equations, which will be used in following chapter for

control design.

14



CHAPTER 3. MODELING OF ROBOT MANIPULATORS

3.1.1 Manipulator Configuration

In this research, the object is robot manipulator with n degrees of freedom

(DOF). Each link of the manipulator is regarded as rigid body. The configuration

of robot manipulator includes the location information of every points. We use joint

variables q = (q1, q2, ...qn), where q stands for relative rotation (revolute joint) and

relative motion (prismatic joint) between every two links. Robot manipulator in

three-dimensional space needs at least six indepent DOF, which are three axial DOF

and thee rotations DOF. Otherwise, there will be a restriction of robot manipula-

tor’s movement. And if there exists extra DOF, it will become redundant system.

Common industrial robot manipulators have less than six DOF, such as articulated

manipulator (three revolute joints), cylindrical manipulator (one revolute joint and

two prismatic joints) and so on.

3.1.2 Manipulator Jacobian Matrix

Mathematically, the velocity relationships of each links of robot manipulators

are determined by the Jacobian of the function that defined by kinematic equations.

The Jacobian is a matrix that generalizes the notion of the ordinary derivative of a

scalar function. The Jacobian is one of the most significant quantities in the study

of robot motion. It is vital in every aspect of robotic manipulation: in the planning

and execution of smooth trajectories, in the derivation of the dynamic equations of

motion, and in the transformation of forces and torques from the end effector to the

manipulator joints.
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Derivation of Jacobian Matrix

Consider an n-link manipulator with joint variables q1, · · · , qn. Let

T 0
n(q) =

 R0
n(q) o0n(q)

0 1

 (3.1)

denote the transformation from the end-effector link to the base link, where q =

[q1, ..., qn] is the vector of joint variables. As the robot moves about, both the joint

variables qi and the end-effector position o0n and orientation R0
n will be functions of

time. We will introduce the way to relate the linear and angular velocity of the end

effector to the vector of joint velocities q̇(t). Let

S(ω0
n) = Ṙ0

n(R0
n)T (3.2)

where ω0
n is the angular velocity vector of the end effector, and define

υ0n = ȯ0n (3.3)

as the linear velocity of the end effector. We want to get the expressions of the form

υ0n = Jυ q̇

ω0
n = Jω q̇

(3.4)
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where Jυ and Jω are 3× n matrices. We will introduce them in the next parts. By

writing two equations in Equation (3.4) together, we get

ξ = Jq̇ (3.5)

where ξ and J are given by

ξ =

 υ0n

ω0
n

 and J =

 υ0n

ω0
n

 (3.6)

The vector ξ is also called the body velocity. Especially, this velocity vector is

not the derivative of a position variable, because the angular velocity vector is not

the derivative of any time-varying quantity. The matrix J is called the Jacobian. J

is a 6× n matrix where n is the number of links.[38]

Angular Velocity

The overall angular velocity of the end effector, ω0
n, can be expressed as

ω0
n = ρ1q̇1k + ρ2q̇2R

0
1k + ...+ ρnq̇nR

0
n−1k =

n∑
i−1

ρiq̇iz
0
i−1 (3.7)

where ρi equals to 1 when the ith joint is revolute and 0 when the ithc joint is

prismatic, since

z0i−1 = R0
i−1k (3.8)
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Thus, Jω in Equation (3.4) is expressed as

Jω = [ρ1z0...ρnzn−1] (3.9)

Linear Velocity

We use notation ȯ0n to represent the linear velocity of the end effector. Based

on the chain rule for differentiation, we can get

ȯ0n =
n∑
i=1

∂o0n
∂qi

q̇i (3.10)

Then, we can express the ith column of Jv as

Jvi =
∂o0n
∂qi

(3.11)

Now, we are ready to use the Jacobian matrix to derive dynamic equations of

the robot manipulator. There are more information of the Jacobian matrix in [38]

3.1.3 Kinetic Energy and Potential Energy

For the robot manipulator with one rigid body and six DOF, the kinetic energy

is

K =
1

2
mvTv +

1

2
ωT Iω (3.12)

where m is mass of the rigid body, vectors v and ω are linear velocity and angular

velocity, and I is inertia tensor of the rigid body.

For n-link robot manipulator (n rigid body links), the kinetic energy is
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K =
1

2
q̇T [

n∑
i=1

miJvi(q)
TJvi(q) + Jωi(q)

TRi(q)IiRi(q)
TJωi(q)]q̇ (3.13)

To simplified the equation, we use

D(q) =
n∑
i=1

miJvi(q)
TJvi(q) + Jωi(q)

TRi(q)IiRi(q)
TJωi(q) (3.14)

Where D(q) is called inertia matrix, which is symmetric and positive definite. Thus,

the equation becomes

K =
1

2
q̇TD(q)q̇

=
1

2

∑
i,j

di,j(q)q̇iq̇j
(3.15)

where q is joint variables, mi is total mass of each link,

For n-link robot manipulator, the potential energy is

P =
n∑
i=0

mig
T rci (3.16)

where mi is total mass of each link, g is gravitational acceleration, and rci is the

vector from origin to the center of mass of each link.

3.1.4 Euler-Lagrange Equations

The standard form of Euler-Lagrange equation is

d

dt

∂L

∂q̇i
− ∂L

∂qi
= ui i = 1, ..., n (3.17)
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where K is total kinetic energy, P is total potential energy, and L is named as

Lagrangian of the system.

L = K − P =
1

2

∑
i,j

di,j(q)q̇iq̇j − P (q) (3.18)

For Euler-Lagrange equation, we have

d

dt

∂L

∂q̇k
=
∑
j

dkj q̈j +
∑
i,j

∂dkj
∂qi

q̇iq̇j

∂L

∂qk
=

1

2

∑
i,j

∂dij
∂qk

q̇iq̇j −
∂P

∂qk

(3.19)

Then, the Euler-Lagrange equations become

∑
j

dkj q̈j +
∑
i,j

[
∂dkj
∂qi
− 1

2

∂dij
∂qk

]q̇iq̇j −
∂P

∂qk
= uk (3.20)

To simplify the equations, we define

cijk =
1

2
[
∂dkj
∂qi

+
∂dki
∂qi
− ∂dij
∂qk

]

=
∂dkj
∂qi
− 1

2

∂dij
∂qk

gk =
∂P

∂qk

(3.21)

Thus, we can rewrite the Euler-Lagrange equations as

∑
i

dkj(q)q̈j +
∑
i,j

cijk(q)q̇iq̇j + gk(q) = uk, k = 1, 2..., n (3.22)

And the matrix form of Euler-Lagrange equations is written as

D(q)q̈ + C(q, q̇)q̇ + g(q) = u (3.23)
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3.1.5 Dynamic Equations and Properties

The dynamic equations of n-link robot manipulator are very complex. However,

there exists some properties that can benefit us to develop control algorithms. We

introduce two of the most common properties that will be used in our research.

Skew Symmetry Property The matrix S(q, q̇) = Ḋ(q) − 2C(q, q̇) is skew sym-

metric, that is the elements in matrix S satisfy sjk = −skj

Proof: With given inertia matrix D(q), we can get the expression of elements

in Ḋ(q)

ḋkj =
n∑
i=1

∂dkj
∂qi

q̇i (3.24)

With the definition of C(q, q̇) and symmetric property of D(q), we can get the ele-

ments of S(q, q̇)

skj = ḋkj − 2ckj

=
n∑
i=1

[
∂dij
∂qk
− ∂dki

∂qj
]q̇i

= −skj

(3.25)

Thus, S(q, q̇) = Ḋ(q)− 2C(q, q̇) is skew symmetric.[38]

Linearity in the Parameters By sorting the parameters in the dynamic equa-

tions of robot manipulator, we can get a linear equations, which relieve our work

greatly, that is

D(q)q̈ + C(q, q̇)q̇ + g(q) = τ = Y (q, q̇, q̈)Θ (3.26)
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Where Y (q, q̇, q̈) is named as regressor, which contains information of joint variables

and is assumed to be completely known. And Θ is the parameter vector, which

contains information of system structure parameters. Two specific examples are

given in the next section.

3.2 Examples

In this section, we will introduce two typical examples of robot manipulator

configuration. In later chapters, we will take the model of two-link planar manipu-

lator to show our control methods and simulation results.

3.2.1 Single-Link Manipulator

At this time, we consider a single-link robot manipulator with 1 DOF (one

revolute joint), for instance, DC-motor. In Figure 3.1, it is a single-link robot arm

with a gear train to a DC motor.

Figure 3.1: Single-link robot [38]

22



CHAPTER 3. MODELING OF ROBOT MANIPULATORS

According to last section, we first list the equations of kinetic energy, potential

energy and Langrangian of the system. Using angular variable of the link as the join

variable. Then, we can get

K =
1

2
(r2Jm + Jl)θ̇

2

=
1

2
Jθ̇2

(3.27)

Where θ is link angle, r is the gear ratio, Jm and Jl are inertia of motor and link

respectively. And the potential energy is

P = Mgl(1− cos θ) (3.28)

Thus, Lagrangian is

L = K − P =
1

2
Jθ̇2 −Mgl(1− cos θ) (3.29)

Then, we can get Euler-Lagrange equations

Jθ̈ +Mgl sin θ = τ (3.30)

In this example, τ includes motor torque and damping torques of motor and link,

that is

τ = u− (rBm +Bl)θ̇

= u−Bθ̇
(3.31)
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Where u is motor torque, Bm and Bl are motor and link damping respectively. Thus,

the dynamic equations become

Jθ̈ +Bθ̇ +Mgl sin θ = u (3.32)

3.2.2 Two-Link Planar Manipulator

Two-link robot manipulators are the most common robot manipulators. It is

very meaningful to take it as the model for the study of manipulator control. In

Figure 3.2, this type of two-link robot arm is called planar elbow robot manipulator,

which is a typical model of two-link robots.

Figure 3.2: Two-link planar elbow robot [38]

As shown in Figure 3.2, q1 and q2 are joint variables (revolute joints), l1 and l2 are

length of links, lc1 and lc2 indicate the positions of the center of mass. We start with
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giving the kinetic energy.

K =
1

2

2∑
i=1

miv
T
i vi + ωTi Iiωi (3.33)

where

vi = Jvi(q)q̇

ωi = Jωi
(q)q̇

(3.34)

We can get the Jacobian matrix

Jvc1 =


−lc sin q1 0

lc1 cos q1 0

0 0

 (3.35)

Jvc2 =


−l1 sin q1 − lc2 sin(q1 + q2) −lc2 sin(q1 + q2)

l1 cos q1 + lc2 cos(q1 + q2) lc2 cos(q1 + q2)

0 0

 (3.36)

After simplifying the equations, we can write kinetic energy in the form

K =
1

2
q̇TD(q)q̇ (3.37)
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where

D(q) = m1J
T
vc1
Jvc1 +m2J

T
vc2
Jvc2 +

 I1 + I2 I2

I2 I2


=

 m1l
2
c1 +m2(l

2
1 + l2c2 + 2l1l

2
c2 + 2l1lc2 cos q2) + I1 + I2

m2(l
2
c2 + l1lc2 cos q2) + I2

m2(l
2
c2 + l1lc2 cos q2) + I2

m2l
2
c2 + I2


(3.38)

Then, for Christoffel symbols, by using the formula

ckj =
2∑
i=1

1

2
(
∂dkj
∂qi

+
∂dki
∂qj
− ∂dij
∂qk

) (3.39)

We can get

C(q, q̇) =

 hq̇2 (q̇1 + q̇2)h

−q̇1h 0

 (3.40)

where

h = −m2l1lc2 sin q2 (3.41)

Next, the potential energy is

P = P1 + P2 = m1glc1 sin q1 +m2g(l1 sin q1 + lc2 sin(q1 + q2)) (3.42)

Then, we can get φ(q)

g(q) =
∂P

∂q
=

 (m1lc1 +m2l1)g cos q1 +m2lc2g cos(q1 + q2)

m2lc2g cos(q1 + q2)

 (3.43)
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Thus, the dynamic equation will be

D(q)q̈ + C(q, q̇)q̇ + g(q) = u (3.44)

3.3 Summary

In this chapter, we introduced the modeling of robot manipulators. First, we

discussed the derivation of the Jacobian matrix, which is vital in modeling. Then,

we use the Jacobian matrix to get the kinetic energy and potential energy, which

consist the dynamic equations. In the last section, we provide two typical examples,

a single-link robot arm and a two-link robot arm, to derive the dynamic equations

of robot manipulators
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Chapter 4

Control of Manipulators

In this chapter, we will discuss inverse dynamic control and passivity-based

motion control. The former one is also regarded as the control method with joint

acceleration measurements, while the latter one does not require joint acceleration

measurements.

4.1 Designs with Joint Acceleration Measurements

Now, we want to find the application of more complex nonlinear control tech-

niques for trajectory tracking of rigid manipulators. According to [38], we introduce

the first control design. We know the dynamic equations of an n-link robot in matrix

form is

D(q)q̈ + C(q, q̇)q̇ + g(q) = u (4.1)
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The idea of inverse dynamics is to find a nonlinear feedback control law

u = f(q, q̇, t) (4.2)

which when substituted into the equation above, results in a linear closed loop sys-

tem. For general nonlinear systems, this control law may be too difficult to find. As

for the manipulator dynamic equations, the problem is much easier. We can see that

if we choose the control u according to the equation

u = D(q)aq + C(q, q̇)q̇ + g(q) (4.3)

Then, with the knowledge that the inertia matrix D is invertible, the combined

system reduces to

q̈ = aq (4.4)

The term aq represents a new input to the system which is yet to be chosen. Each

input aqk can be designed to control a scalar linear system. Meanwhile, assuming that

aqk is a function only of qk and its derivatives, then aqk will affect qk independently

of the motion of the other links.

Now, qk can be designed to control a linear second order system, the obvious

choice is to set

aq = −K0q − K1q̇ + r (4.5)

where K0 and K1 are diagonal matrices with diagonal elements consisting of position

and velocity gains. The closed loop system becomes the linear system
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q̈ + K1q̇ +K0q = r (4.6)

If one chooses the reference input r(t) as q̈(t) + K0qd(t) + K1q̇d(t), then the tracking

error e(t) = q − qd satisfies

ë(t) + K1e(t) K0e(t) = 0 (4.7)

where a simple choice for the gain matrices K0 and K1 is diagonal and positive

definite matrix.

Consider again the manipulator dynamic equations. Since D(q) is invertible

for q ∈ Rn, we have a chance to solve for the acceleration q̈ of the manipulator as

q̈ = D−1u − C(q, q̇)q̇ − g(q). (4.8)

Suppose we could specify the acceleration as the input to the robot manipulator

system. Then the dynamics of the manipulator would be given as

q̈(t) = aq(t) (4.9)

where aq(t) is the input acceleration vector. The control problem for the system

is now easy and the acceleration input aq can be chosen as before according to the

equation above.

Such ”acceleration actuators” are not available to us and we must be content

with the ability to produce a generalized force (torque) ui at each joint i. Comparing

equations above, we see that the torque u and the acceleration aq of the manipulator

are related by
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D−1u(t) − C(q, q̇)q̇ − g(q) = aq (4.10)

By the invertibility of the inertia matrix we may solve for the input torque u(t) as

u = D(q)aq + C(q, q̇)q̇ + g(q) (4.11)

which is the same as the previously derived expression. Hence, the inverse dynamics

can be viewed as an input transformation which transforms the problem from one of

choosing torque input commands, which is difficult, to one of choosing acceleration

input commands, which is easy. There are more details in [38]

4.1.1 Control Designs

The inverse dynamics approach relies on exact cancellation of nonlinearities in

the robot equations of motion. The practical implementation of inverse dynamics

control requires consideration of various sources of uncertainties such as modeling

error, unknown loads, and computation error. Let us return to the Euler-Lagrange

equations of motion

D(q)q̈ + C(q, q̇)q̇ + g(q) = u (4.12)
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Controller Structure

We write the inverse dynamics control input u as

u = D̂(q)aq + Ĉ(q, q̇)q̇ + ĝ(q) (4.13)

where the notation ˆ(· ) represents the matrices the computed value of system matri-

ces.

Tracking Error Equation

Consider the plant given by Equation (4.13), suppose that the parameters

appearing the equation are not fixed as in the robust control approach, but are

time-varying estimates of the true parameters. Substituting Equation (4.13) into

Equation (4.12) and express aq as

aq = q̈d − K1(q̇ − q̇d) − K0(q − qd) (4.14)

Using the linear parameterization property, we can see that

¨̃q + K1
˙̃q + K0q̃ = D̂−1Y (q, q̇, q̈)θ̃ (4.15)

where Y is the regressor function and θ̃ = θ̂ − θ, where θ̂ is the estimate of the

parameter vector θ. In state space we write the system as

ė = Ae + BΦθ̃ (4.16)
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where

A =

 0 I

−K0 −K1

 , B =

 0

I

 , Φ = D̂−1Y (q, q̇, q̈) (4.17)

with K0 and K1 chosen as before as diagonal matrices of positive gains so that A

is a Hurwitz matrix. Let P be the unique symmetric, positive definite matrix P

satisfying the matrix Lyapunov equation

ATP + PA = −Q (4.18)

Now, we are ready to introduce the nominal control and the adaptive con-

trol.[38]

Nominal Control System

For nominal control, we directly use the real system parameters. So, Ĉ(q, q̇)

and ĝ(q) in the controller can be replaced by D(q), C(q, q̇) and φ(q). Then the

controller becomes

u = D(q)aq(t) + C(q, q̇)q̇(t) + g(q) (4.19)

To verify the boundedness of all closed-loop signals and convergence of tracking error,

We choose Lyapunov Function

V = eTPe (4.20)

where matrix P is a symmetric and positive definite matrix that satisfies Lyapunov

equation ATP + PA = −Q. Then, with the Lyapunov equation and the tracking
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error equation in Equation (4.16), we can see that V̇ :

V̇ = −eTQe

6 0

(4.21)

where

e(t) =

 q(t)− qd(t)

q̇(t)− q̇d(t)

 (4.22)

From the above equation, we can conclude that e(t) ∈ L∞∩L2. Thus, position

tracking error and velocity tracking error will converge to 0 in the end, that is,

limt−→∞ e(t) = 0.

Adaptive Control System

For adaptive control, the system parameters θ(t) are unknown. W choose the

parameter update law as

˙̂
θ = −Γ−1ΦTBTPe (4.23)

where Γ is a constant, symmetric, positive definite matrix. Then, global convergence

to zero of the tracking error with all internal signals remaining bounded can be shown

using the Lyapunov function

V = eTPe +
1

2
θ̃TΓ θ̃ (4.24)

To see this we calculate V̇ as

V̇ = −eTQe + θ̃T{ΦTBTPe + Γ
˙̂
θ} (4.25)
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the latter term following since θ is constant, that is, ˙̃θ =
˙̂
θ. Using the parameter

update law we have

V̇ = −eTQe

6 0

(4.26)

From the above equation, we can conclude that e(t) ∈ L∞ ∩ L2, ė ∈ L∞.

Thus, position tracking error and velocity tracking error will converge to 0 in the

end, that is, limt−→∞ e(t) = 0.

In order to implement this adaptive inverse dynamics scheme, it requires that

the acceleration q̈ is need in the parameter update law and that D̂ is invertible. The

need for the joint acceleration in the parameter update law brings a serious challenge

to the implementation. Acceleration sensors are noisy and introduce additional cost

whereas calculating the acceleration by numerical differentiation of position or ve-

locity signals is not feasible in most cases. The invertibility of D̂ can be enforced

in the algorithm by resetting the parameter estimate whenever θ̂ would otherwise

result in D̂ becoming singular. The passivity-based approaches that we treat next

remove both of these impediments.[38]

4.2 Designs without Joint Acceleration Measure-

ments

In real cases, joint acceleration measurements are available. However, the

algorithm will be extremely sensitive to the accuracy of measurements. So, we can
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use algorithm without joint acceleration measurements alternately, that is, we don’t

require q̈ to form controller. According to [12,17,18,39], we introduce the control

methods in the next parts.

To eliminate acceleration in control law, we first define new variables

ν = q̇d − Λ(q − qd)

s = q̇ − ν

e = q − qd

(4.27)

We replace acceleration terms by new variables, dynamic equations can be transfered

into

D(q)ṡ+ C(q, q̇)s = u−D(a)ν̇ − C(q, q̇)ν − g(q)

= u− Y (q, qd, q̇, q̇d, q̈d)θ
∗

(4.28)

Where u is applied torque for the robot manipulator, Y (q, qd, q̇, q̇d, q̈d) is called regres-

sor which is a known matrix, and θ∗ is system parameters matrix which is unknown

for adaptive control parts.

4.2.1 Nominal Control System

According to [39], when θ∗ is known, we directly use it to form controller. The

nominal control law is

u(t) = Y (q, qd, q̇, q̇d, q̈d)θ
∗ −KDs(t) , KD = KT

D > 0 (4.29)
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Then the dynamic equations can be write as

D(q)ṡ(t) + C(q, q̇)s(t) = −kDs(t) (4.30)

To verify that the control law can guarantee signal boundedness and tracking

ability, we introduce following proofs. For signal boundedness and limt→∞ e(t) = 0,

we use Lyapunov function

V (s) =
1

2
sTDs (4.31)

Then

V̇ = sT (t)Dṡ(t) +
1

2
sT (t)Ḋs(t)

= −sT (t)KDs(t)

≤ 0

(4.32)

where s is defined in (4.30), D is inertia matrix, KD is a positive definite matrix we

decide.

With V̇ = 0 only when s(t) = 0, and V̇ < 0 in all other cases, we can

conclude that

s(t) ∈ L∞, L2

For e, from s = ė+ Λe, we can infer that

e(t) ∈ L∞, L2, ė ∈ L∞

So, the nominal control law guarantees that all the closed-loop signals are bounded,

and limt→∞ e(t) = 0.
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4.2.2 Adaptive Control System

According to [17,39], in adaptive approach, the parameter matrix θ(t) remains

unknown, which is a time-varying estimate of true parameter θ∗. Then, we use

adaptive control law

u(t) = Y (q, qd, q̇, q̇d, q̈d)θ(t)−KDs(t) , KD = KT
D > 0 (4.33)

And for computing θ(t), the adaptive update law is

θ̇(t) = −Γ−1Y (q, qd, q̇, q̇d, q̈d)
T s(t), Γ = ΓT > 0 (4.34)

Also, we provide a proof For signal boundedness and limt→∞ e(t) = 0, we use

Lyapunov function

V (s, θ̃) =
1

2
(sTDs+ θ̃TΓθ̃) (4.35)

Then we obtain

V̇ = sTDṡ
1

2
sTḊs+ θ̃γθ̇

= −sTKDs+ sTY θ̃ + θ̃Tγθ̇

= −sTKDs

≤ 0

(4.36)

Similarly, we can conclude

s(t) ∈ L∞, L2, e(t) ∈ L∞, L2, ė ∈ L∞

So, the nominal control law guarantees that all the closed-loop signals are bounded,
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and limt→∞ e(t) = 0.

4.3 Summary

In this chapter, we introduced the existing control methods of robot manipu-

lators. The first design is used when we have access to the joint accelerations. We

present designs of the nominal control and the adaptive control under this condition.

The second design is used when we want to avoid using the joint accelerations. We

also introduced the nominal and adaptive control methods for it. All designs in this

chapter aim at solving control problems with time-invariant parameters. Now, we are

ready to study on control designs for robot manipulator systems with time-varying

parameters in the next chapters.
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Chapter 5

Adaptive Control Design With

Uncertain Variable Parameters

In Chapter 3 and 4, we discussed the derivation of robot manipulator dynamic

equations and basic adaptive control methods. Especially in Chapter 4, we intro-

duced cases when system parameters are time-invariant, which happen when mass,

length of links, inertia and other related parameters remain unchanged. In Section

5.1, the expressions of dynamic with jumping parameters and control objective are

discussed. In Section 5.2 and 5.3, the nominal control scheme and adaptive con-

trol scheme are to be discussed respectively. A comparison study of existing control

scheme that introduced in Chapter 4 will be presented in Section 5.4. In the last

section, we will summarize the control objective and contributions of this chapter.
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5.1 Dynamic Model and Control Problem

Consider a robot manipulator system with time-varying parameters. The first

objective is to give the system dynamic model with changing parameters. It is also

significant to present our control problem and controller structure before the control

algorithm design.

5.1.1 System with Parameter Variations

In Chapter 3, we summarized dynamic configuration of robot manipulators. In

our study, the system parameters are changing during the working process. As shown

in Figure 5.1, for instance, when the robot arm holds one product with it, there is

a specific group of system parameters. Then the robot arm drops the product and

gains another group of system parameters. So, the mass, center of mass and inertia

are time-varying in the whole procedure.

Figure 5.1: An example of working process

With the understanding of Figure 5.1, we will then discuss the dynamic

equations when system parameters are time-varying. General dynamic equations of

robot manipulators can be developed by the Jacobian matrix, especially for multiple
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links and complex relative coordinates. To show the procedures clearly, we also take

the two-link planar manipulator as an example, which is one of the most common

types of manipulator.

For general cases, consider a manipulator with n links, the dynamic equation

is expressed as

D(q(t), t)q̈(t) + C(q(t), q̇(t), t)q̇(t) + g(q(t), t) = u(t) (5.1)

where q(t) ∈ n × 1 is joint variables, D(q(t), t) ∈ n × n is the inertia matrix,

C(q(t), q̇(t), t) ∈ n × n is Christoffel matrix, and g(q(t), t) ∈ n × 1 is the gravity

vector. All elements in these matrices are time-varying. The expression of these ma-

trices for a specific manipulator can be derived by the Jacobian matrix introduced

in Chapter 3.

For better observation, we use the two-link robot manipulator as the example,

which is one of the most common robot manipulators. In Figure 5.2, it shows the

configuration of the two-link planar elbow manipulator.

Figure 5.2: Planar elbow manipulator [38]
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All system parameters include mass of two links m1(t) and m2(t), the length

of two links l1(t) and l2(t), the center of mass lc1(t) and lc2(t), the inertia of two

links I1(t) and I2(t), and gravity acceleration g. The new system matrices are rep-

resented by the inertia matrix D(q(t), t), the Christoffel matrix C(q(t), q̇(t), t) and

the potential matrix g(q(t), t), which include time-varying system parameters mi(t),

li(t), lci(t) and Ii(t) (i = 1, 2) for all links, and joint angles qi(t) and angle velocities

q̇i(t) (i = 1, 2). Then, we express the matrices in Equation (5.1) as

D(t) =

 m1(t)l
2
c1(t) +m2(t)(l

2
1(t) + l2c2(t) + 2l1l

2
c2(t) + 2l1(t)lc2(t) cos q2) + I1(t) + I2(t)

m2(t)(l
2
c2(t) + l1lc2(t) cos q2) + I2(t)

m2(t)(l
2
c2(t) + l1lc2(t) cos q2) + I2(t)

m2(t)l
2
c2(t) + I2(t)


(5.2)

C(t) =

 h(t)q̇2 (q̇1 + q̇2)h(t)

−q̇1h(t) 0

 (5.3)

with

h(t) = −m2(t)l1(t)lc2(t) sin q2 (5.4)

g(t) =

 (m1(t)lc1(t) +m2(t)l1(t))g cos q1 +m2(t)lc2(t)g cos(q1 + q2)

m2(t)lc2(t)g cos(q1 + q2)

 (5.5)

Now, all parameters in system matrices are time-varying. Specifically, we will
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regard them as piecewise constants, which will be discussed in the next section.

5.1.2 System Parametrization

Consider manipulators with time-varying parameters, we first organize all

terms in the equations, and express them by piecewise constants. We introduce

the indicator function χi(t), which is defined as

χi(t) =


1, if t ∈ Ωi

0, otherwise

(5.6)

where t is time, Ωi is a specific working mode that we defined, and l represents the

number of modes.

We consider that the information of t ∈ Ωi is available, which means we know

when the parameters will change. So, the indicator function χi(t) is known all the

time.

Before applying the indicator functions to our system, we first group all un-

known true system parameters into nine terms to reduce the number of unknown

terms, and define them as matrix θ∗(t) ∈ 9× 1:

θ∗(t) =
(
m1(t)l

2
c1(t) m2(t)l

2
1(t) m2(t)l

2
c2(t) m2(t)l1(t)lc2(t) I1(t)

I2(t) m1(t)lc1(t)g m2(t)l1(t)g m2(t)lc2(t)g)T

= (θ∗1(t) θ
∗
2(t) θ

∗
3(t) θ

∗
4(t) θ

∗
5(t) θ

∗
6(t) θ

∗
7(t) θ

∗
8(t) θ

∗
9(t))

T

(5.7)
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Next, we apply the indicator function χi(t) to θ∗(t) to express system param-

eters as piecewise constants. All terms in θ∗(t) are expressed as

θ∗1(t) =
l∑

i=1

θ∗1iχi(t), θ∗2(t) =
l∑

i=1

θ∗2iχi(t)

θ∗3(t) =
l∑

i=1

θ∗3iχi(t), θ∗4(t) =
l∑

i=1

θ∗4iχi(t)

θ∗5(t) =
l∑

i=1

θ∗5iχi(t), θ∗6(t) =
l∑

i=1

θ∗6iχi(t)

θ∗7(t) =
l∑

i=1

θ∗7iχi(t), θ∗8(t) =
l∑

i=1

θ∗8iχi(t)

θ∗9(t) =
l∑

i=1

θ∗9iχi(t)

(5.8)

where θ∗ki (k = 1, 2, ...9, i = 1, 2, ...l) is the nominal parameter of θk(t) in mode i.

Now, the true system parameters are expressed as piecewise constants. There are l

working modes. Under each mode, the system have nine groups of parameters which

are constants. But between different modes, the values of parameters are changing.

For each mode, θ∗ki are given as

θ∗1i = m1il
2
c1i, θ∗2i = m2il

2
1i

θ∗3i = m2il
2
c2i, θ∗4i = m2il1ilc2i

θ∗5i = I1i, θ∗6i = I2i

θ∗7i = m1ilc1ig, θ∗8i = m2il1ig

θ∗9i = m2ilc2ig

(5.9)

where m1i, m2i, l1i, lc1i, lc2i, I1i and I2i are the true values in mode i.

Equations (5.8-5.9) indicate the system parameters are piecewise constant. In
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each mode, parameters remain constant. But in different modes, parameters are

changing. We use the indicator functions to determine which mode is the current

one. According to Equation (5.6), the indicator functions are known.

Then, we substitute θ∗(t) in Equation (5.8) to the inertia matrix D(q(t), t),

the Christoffel matrix C(q(t), q̇(t), t) and the potential matrix g(q(t), t) in Equation

(5.2-5.5). They are expressed as

D(q(t), t) =

 θ∗1(t) + θ∗2(t) + θ∗3(t) + 2θ∗4(t) cos(q2) + θ∗5(t) + θ∗6(t)

θ∗3(t) + θ∗4(t) cos(q2) + θ∗6(t)

θ∗3(t) + θ∗4(t) cos(q2) + θ∗6(t)

θ∗3(t) + θ∗6(t)


(5.10)

C(q(t), q̇(t), t) =

 −θ∗4(t) sin(q2)q̇2 θ∗4(t) sin(q2)(q̇1 + q̇2)

θ∗4(t) sin(q2)q̇1 0

 (5.11)

g(q(t), t) =

 (θ∗7(t) + θ∗8(t)) cos q1 + θ∗9(t) cos(q1 + q2)

θ∗9(t) cos(q1 + q2)

 (5.12)

For general cases, an n-link manipulator, there exists an n × m function

W (q(t), q̇(t), q̈(t)) and an m-dimensional vector Φ∗(t) such that the left side of Equaa-

tion (5.1) can be written as

D(q(t), t)q̈(t) + C(q(t), q̇(t), t)q̇(t) + g(q(t), t) = W (q(t), q̇(t), q̈(t))Φ∗(t)

=
l∑

i=1

W (q(t), q̇(t), q̈(t))φ∗iχi(t)

(5.13)
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where W (q(t), q̇(t), q̈(t)) is called the regressor, which only contains joint variables.

Similar to θ∗(t) in Equations (5.8-5.9), Φ∗(t) = (φ∗1(t), ..., φ
∗
m(t))T is the true param-

eter vector with φ∗z(t) =
∑l

i=1 φ
∗
ziχi(t) (z = 1, ...,m) and φ∗i = (φ∗1i, φ

∗
21, ..., φ

∗
mi)

T ,

and φ∗zi to be the true parameter of kth parameter in mode i. Matrices D(q(t), t)q̈(t),

C(q(t), q̇(t), t) and g(q(t), t) can be expressed only by φ∗z(t) and joint variables as

shown in Equations (5.10-5.12).

Now, the dynamic model of two-link manipulators is given by Equation (5.1)

and (5.7-5.12), and the general one is given by Equation (5.13). Our control problem

is to design the controller structure and adaptive control law for the new robot ma-

nipulator model, that ensures the desired system stability and asymptotic tracking

properties. With the dynamic model in this section, we are ready for the design of

controller structure.

5.2 Controller Structure and Tracking Error Equa-

tion

Our control object is designing a controller to make the joint angles and joint

velocities of robot manipulators to track reference signals, and make the manipulator

stable at the same time. In the whole process, true systems parameters θ∗(t) stay

unknown.

47



CHAPTER 5. ADAPTIVE CONTROL DESIGN WITH UNCERTAIN
VARIABLE PARAMETERS

5.2.1 Controller Structure

We first study on the controller structure of two-link manipulators. We de-

fine matrices D̂(q(t), t), Ĉ(q(t), q̇(t), t) and ĝ(q(t), t) as the estimates of D(q(t), t),

C(q(t), q̇(t), t) and g(q(t), t) in Equation (5.10-5.12). They are expressed as

D̂(q(t), t) =

 θ1(t) + θ2(t) + θ3(t) + 2θ4(t) cos(q2) + θ5(t) + θ6(t)

θ3(t) + θ4(t) cos(q2) + θ6(t)

θ3(t) + θ4(t) cos(q2) + θ6(t)

θ3(t) + θ6(t)


(5.14)

Ĉ(q(t), q̇(t), t) =

 −θ4(t) sin(q2)q̇2 θ4(t) sin(q2)(q̇1 + q̇2)

θ4(t) sin(q2)q̇1 0

 (5.15)

ĝ(q(t), t) =

 (θ7(t) + θ8(t)) cos q1 + θ9(t) cos(q1 + q2)

θ9(t) cos(q1 + q2)

 (5.16)

where θk(t) (k = 1, 2, ..., 9) are the estimates of true parameter θ∗k(t) (k = 1, 2, ..., 9)

in Equation (5.9). We group them into one matrix θ(t):

θ(t) = (θ1(t) θ2(t) θ3(t) θ4(t) θ5(t) θ6(t) θ7(t) θ8(t) θ9(t))
T (5.17)

System parameters that contained in them are estimates θ(t) of nominal system

parameters θ∗(t). They are also time-varying, but not piecewise constants. Similar

to θ∗(t), we also apply the indicator functions to θ(t):
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θ1(t) =
l∑

i=1

θ1i(t)χi(t), θ2(t) =
l∑

i=1

θ2i(t)χi(t)

θ3(t) =
l∑

i=1

θ3i(t)χi(t), θ4(t) =
l∑

i=1

θ4i(t)χi(t)

θ5(t) =
l∑

i=1

θ5i(t)χi(t), θ6(t) =
l∑

i=1

θ6i(t)χi(t)

θ7(t) =
l∑

i=1

θ7i(t)χi(t), θ8(t) =
l∑

i=1

θ8i(t)χi(t)

θ9(t) =
l∑

i=1

θ9i(t)χi(t)

(5.18)

where θki(t) (k = 1, 2..., 9, i = 1, 2, ..., l) are the estimates of θ∗ki(t) in Equation (5.9)

respectively.

Estimated value θ(t) is used in the controller structure. In Section 5.3, we will

discuss the adaptive laws of updating θ(t). Now, we consider the controller structure

u(t) = D̂(q(t), t)aq(t) + Ĉ(q(t), q̇(t), t)q̇(t) + ĝ(q(t), t) (5.19)

where the term aq(t) is defined as

aq(t) = q̈d(t) − K1(q̇(t)− q̇d(t)) − K0(q(t) − qd(t)) (5.20)

where K0 and K1 are diagonal and positive gain matrices.

For general cases, D̂(q(t), t), Ĉ(q(t), q̇(t), t) and ĝ(q(t), t) can expressed only by

φz(t), the estimates of true parameters, and joint variables. The controller structure
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can be expressed as

τ(t) = D̂(Φ(t), q(t))aq(t) + Ĉ(Φ(t), q(t), q̇(t))q̇(t) + ĝ(Φ(t), q(t)) (5.21)

where φz(t) =
∑l

i=1 φzi(t)χi(t) (z = 1, ...,m), with φzi(t) to be the estimates of the

true parameter φ∗zi in mode i, m denotes the number of groups of parameters, l

denotes the number of modes.

5.2.2 Tracking Error Equation

We define q̃(t) = q(t) − qd(t), ˙̃q(t) = q̇(t) − q̇d(t), where qd(t) and q̇d(t) are

the desired joint angle and joint velocities. We can get the desired values from a set

trajectory. We also define D̃(t) = D̂(q(t), t) − D(q(t), t), C̃(t) = Ĉ(q(t), q̇(t), t) −

C(q(t), q̇(t), t) and g̃(t) = ĝ(q(t), t)− g(q(t), t). With Equation (5.1), (5.19) and the

knowledge of D(t) is invertible, we can compute that

q̈(t) = D−1(t)(u(t)− C(t)q̇(t)− g(t))

q̈(t) = D−1(t)(D̂(t)aq(t) + Ĉ(t)q̇(t) + ĝ(t)− C(t)q̇(t)− g(t))

q̈(t) = D−1(t)D̂(t)(−¨̃q(t)−K1
˙̃q(t)−K0q̃(t)) +D−1D̂(t)q̈(t)

+D−1(t)D̂(t)q̈(t)−D−1C̃(t)q̇ −D−1g̃(t)

¨̃q(t) +K1
˙̃q(t) +K0q̃(t) = D̂−1(t)D(t)(D−1(t)D̂(t)− I)q̈(t)− D̂−1(t)C̃(t)q̇(t)

− D̂−1g̃(t)

¨̃q(t) +K1
˙̃q(t) +K0q̃(t) = D̂−1(D̃(t)q̈(t) + C̃(t)q̇(t) + g̃(t))

(5.22)
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With the linear parameterization property that the system parameters appear

as coefficients of known function of joint variables, we can get a linear relationship

result

D̃(t)q̈(t) + C̃(t)q̇(t) + g̃(t) =
l∑

i=1

Y (q, q̇, q̈)θ̃i(t)χi(t) (5.23)

where θ̃i(t) = θi(t) − θ∗i , with θ∗i = (θ∗1i, θ
∗
2i, ..., θ

∗
9i)

T being the constant system pa-

rameter vector for mode i, and θi(t) = (θ1i(t), θ2i(t), ..., θ9i(t))
T being its estimate,

and regressor Y (q, q̇, q̈) can be got by expanding all terms in the left of Equation

(5.23), and grouping all joint variables into one matrix. Y (q, q̇, q̈) is given as

Y (q, q̇, q̈) =

 q̈1 q̈1 q̈1 + q̈2 cos(q2)(2q̈1 + q̈2)− sin(q2)(q̇
2
1 + 2q̇1q̇2)

0 0 q̈1 + q̈2 cos(q2)q̈1 + sin(q2)q̇
2
1

q̈1 q̈1 + q̈2 cos(q1) cos(q1) cos(q1 + q2)

0 q̈1 + q̈2 0 0 cos(q1 + q2)


(5.24)

Then, we substitute Equation (5.21) into (5.20), we can see that

¨̃q(t) + K1
˙̃q(t) + K0q̃(t) =

l∑
i=1

D̂−1i (t)Y (q, q̇, q̈)θ̃i(t)χi(t) (5.25)

where D̂−1i (t) uses the estimate θi(t) for mode i, which is defined as

D̂−1i (t) =

 θ1i(t) + θ2i(t) + θ3i(t) + 2θ4i(t) cos(q2(t)) + θ5i(t) + θ6i(t)

θ3i(t) + θ4i(t) cos(q2(t)) + θ6i(t)

θ3i(t) + θ4i(t) cos(q2(t)) + θ6i(t)

θ3i(t) + θ6i(t)


(5.26)
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Next, we define the position tracking error and velocity tracking error in the

vector e(t):

e(t) =

 q(t)− qd(t)

q̇(t)− q̇d(t)

 =

 q̃(t)

˙̃q(t)

 (5.27)

Now, we get the tracking error equation ė(t) from Equation (5.25) and (5.27)

as

ė(t) = Ae(t) + B

l∑
i=1

D̂−1i (t)Y (q, q̇, q̈)θ̃i(t)χi(t) (5.28)

where

A =

 0 I

−K0 −K1

 , B =

 0

I

 (5.29)

with K0 and K1 chosen as before as diagonal and positive gain matrices so that A

is a Hurwitz matrix. Let P be the unique symmetric, positive definite matrix P

satisfying the matrix Lyapunov equation

ATP + PA = −Q (5.30)

where Q is constant and Q = QT > 0.

Similar to the two-link manipulator, we now consider am n-link manipulator.

As defined in Equation (5.13), we group all system parameters into m groups, and

use z to denote the zth group of parameters. The system parameter matrix is φ∗i (t) =

(φ∗1i, φ
∗
21, ..., φ

∗
mi)

T , and W (q, q̇, q̈) is the regressor that only contains joint variables.

The tracking error equation of general cases is given as

ė(t) = Ae(t) + B

l∑
i=1

D̂−1i (φi(t), q(t))W (q, q̇, q̈)φ̃i(t)χi(t) (5.31)
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where D̂i(φi(t), q(t)) is the estimate of D(q(t), t) in mode i, φ̃i(t) = φi(t)− φ∗i is the

parameter estimate error.

Now, the controller structure is ready for further design of nominal control and

adaptive control. We will provide control design, stability analysis and simulation

study of both of them in the next sections.

5.3 Nominal Control System

For nominal control, all system parameters are know, so θ∗ki, (k = 1, 2, ..., 9, l =

1, 2, ..., l) in Equation (5.9) are known. We use θ∗(t) to substitute θ(t) in the matrices

of the controller structure in Equation (5.15-5.16). The controller structure becomes

u(t) = D(q(t), t)aq(t) + C(q(t), q̇(t), t)q̇(t) + g(q(t), t) (5.32)

Now, D̂(q(t), t), Ĉ(q(t), q̇(t), t) and ĝ(q(t), t) in the controller actually become

D(q(t), t), C(q(t), q̇(t), t) and g(q(t), t) in Equation (5.10-5.12) which contain true

value of all system parameters.

5.3.1 Stability Analysis

To verify the boundedness of all closed-loop signals and convergence of tracking

error, we use ė(t) in (5.28), which becomes

ė(t) = Ae(t) (5.33)
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Since

A =

 0 I

−K0 −K1

 ∈ R4×4

where K0 and K1 are diagonal and positive. We can get position tracking error

e1(t) = q̃(t) and velocity tracking error e2(t) = ˙̃q(t) satisfy

ė1(t) = e2(t)

ė1(t) = −K0e1(t)−K1e2(t)

(5.34)

which implies that limt−→∞ e(t) = 0, with positive definite K0 and K1 and stable

A.

5.3.2 Simulation Study

In this section, we will study simulations of two typical working conditions of

the planar elbow robot manipulator. In both cases, parameters are known at this

time.

Cases with Repetitively Jumping Parameters

In this case, we set two working modes for the two-link planar manipulator,

and make the modes switch back and forth every 10 seconds. The working process

is the manipulators repeat picking and dropping the same kind of commodities.

The system parameters are given below. In mode 1, the manipulator is in normal

conditions. In mode 2, the manipulator holds a commodity by link 2.
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For simulation, the whole process is 50 seconds long. The initial values of joint

Table 5.1: Parameters of Case I (nominal control)
Parameters (unit) Mode 1 Mode 2

Mass of link 1: m1 (kg) 1 1
Mass of link 2: m2 (kg) 2.8 3
Length of link 1: l1 (m) 1 1

Center of mass of link 1: lc1 (m) 1/2 1/2
Center of mass of link 2: lc2 (m) 0.9 1

Inertia of link 1: I1 (kg ·m2) 1/12 1/12
Inertia of link 2: I2 (kg ·m2) 0.37 2/5

Gravity acceleration: g (m/s2) 9.8 9.8
K0 diag{100, 100} diag {1000, 1000}
K1 diag{100, 100} diag{1000, 1000}

variables are (q1, q2, q̇1, q̇2)|t=0 = (1, 1,−π,−π). The desired joint variables are

qd1(t) = qd2(t) = sin(πt).

Simulation results
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Figure 5.3: Position tracking error (Case I: nominal control)
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Figure 5.4: Velocity tracking error (Case I: nominal control)
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Figure 5.5: System parameters θ∗(t) (Case I: nominal control)
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Figure 5.6: Control inputs (Case I: nominal control)
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Figure 5.3 and 5.4 show the errors of joint angles and joint velocities. We can

see that the plot converge to zero quickly, and remain stable to the end of simulation.

In figure 5.5, we present the variations of θ∗k(t)(k = 1, 2, ..., 9). All θ∗k(t) that contain

changing parameters in Table 5.1 have similar variation plots.

As shown in the Figures 5.2-5.5, the system is stable, and the tracking object

is realized.

Cases with Time-Varying Parameters

In this case, we will simulate a whole working process with four procedures. For

four modes, we switch one mode to another every 20 seconds. The whole simulation

is 80 seconds long.

For simulation, the whole process is 80 seconds long. The initial values of

joint variables are (q1, q2, q̇1, q̇2)|t=0 = (1, 1,−π,−π). The desired joint variables

are qd1(t) = qd2(t) = sin(πt).

Simulation results
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Table 5.2: Parameters of Case II (nominal control)
Parameters (unit) Mode 1 Mode 2 Mode 3 Mode 4

Mass of link 1: m1 (kg) 1 1 1 1
Mass of link 2: m2 (kg) 3 6 2.8 3
Length of link 1: l1 (m) 1 1 1 1

Center of mass of link 1: lc1 (m) 1/2 1/2 1/2 1/2
Center of mass of link 2: lc2 (m) 1 1 0.9 1

Inertia of link 1: I1 (kg ·m2) 1/12 1/12 1/12 1/12
Inertia of link 2: I2 (kg ·m2) 2/5 4/5 0.37 2/5

Gravity acceleration: g (m/s2) 9.8 9.8 9.8 9.8

K0
diag{100,

100}

diag
{1000,
1000}

diag{100,
100}

diag
{1000,
1000}

K1
diag{100,

100}

diag
{1000,
1000}

diag{100,
100}

diag
{1000,
1000}
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Figure 5.7: Position tracking error (Case II: nominal control)
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Figure 5.8: Velocity tracking error (Case II: nominal control)
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Figure 5.9: System parameters θ∗(t) (Case II: nominal control)
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Figure 5.10: Control inputs (Case II: nominal control)

Figure 5.6 and 5.7 show the errors of joint angles and joint velocities. We

can see that the plot converge to zero quickly, and remain stable to the end of the

simulation. In figure 5.8, we present the variations of θ∗k(t)(k = 1, 2, ..., 9). All θ∗k

that contain changing parameters in Table 5.1 have similar variation plots.

As shown in the Figures 5.6-5.8, the system is stable, and the tracking object

is realized.
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5.4 Adaptive Control System

For adaptive control, system parameters remain unknown. We first study on

the control of two-link manipulators. We use estimated values θ(t) in Equation (5.17-

5.18) in the controller structure. Also with D̂(q(t), t), Ĉ(q(t), q̇(t), t), ĝ(q(t), t) in

Equation (5.14-5.16) and aq(t) in Equation (5.20), the controller structure is given

in Equation (5.19) that

u(t) = D̂(q(t), t)aq(t) + Ĉ(q(t), q̇(t), t)q̇(t) + ĝ(q(t), t)

Now, we design the adaptive law for updating θ(t) as

θ̇ki(t) = − Γki((D̂
−1
i (t)Y (t))TBTPe(t))kχi(t)

(k = 1, 2, ..., 9, i = 1, 2, ..., l)

(5.35)

where the notation (· )k means the k th row of the matrix (· ), χi(t) is the indicator

function that is defined in Equation (5.1), i indicates the working mode, D̂−1i (t) is

defined in Equation (5.26), Y is the regressor in Equation (5.24), A and B are defined

in Equation (5.29), P comes from Lyapunov equation in Equation (5.30). Γki is a

positive constants for the kth parameter in mode i.

Similarly, for general cases, we can express the update law for parameter esti-

mates φzi(t)(z = 1, 2, ...,m) as

φ̇zi(t) = − Γzi((D̂
−1
i (φzi(t), q(t))W (t))TBTPe(t))zχi(t)

(z = 1, 2, ...,m, i = 1, 2, ..., l)

(5.36)

where i indicates the working mode, D̂−1i (t) is the estimate of D(q(t), t)−1 in mode
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i, W is the regressor generated from Equation (5.13), A and B are defined in Equa-

tion (5.29), P comes from Lyapunov equation in Equation (5.30). Γzi is a positive

constants for the zth parameter in mode i.

5.4.1 Stability Analysis

Before applying our algorithm, it is significant to examine stability. We first

review the tracking error equation in Equation (5.31):

ė(t) = Ae(t) + B
∑l

i=1 D̂
−1
i (φi(t), q(t))W (q, q̇, q̈)φ̃i(t)χi(t)

where e(t) is tracking error, A and B are defined in Equation (5.29), D̂−1i (t) is

the estimate of D(q(t), t)−1 in mode i, W (q, q̇, q̈) is the regressor generated from

Equation (5.13). Specifically, for two-link manipulator, D̂−1i is given in Equation

(5.26), W (q, q̇, q̈) = Y (q, q̇, q̈) is given in Equation (5.24), and φ̃(t) = θ̃(t) is the

parameter error.

With the adaptive update law in Equation (5.36), we choose Lyapunov function

as

V = eTPe +
l∑

i=1

(Γ−11i φ̃
2
1i + Γ−12i φ̃

2
2i + ...+ Γ−1miφ̃

2
mi) (5.37)

with the Lyapunov matrix P = P T > 0 satisfying ATP + PA = −Q for some

Q = QT > 0, the tracking error equation in Equation (5.31), and the adaptive law

in (5.31), we get V̇ as
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V̇ = 2eTP ė+ 2
l∑

i=1

(Γ−11i φ̃1i
˙̃φ1i + Γ−12i φ̃2i

˙̃φ2i + ...+ Γ−1miφ̃mi
˙̃φmi)

= 2eTP (Ae+
l∑

i=1

((BD̂−1i Y )1φ̃1iχi(t) + (BD̂−1i Y )2φ̃2iχi(t) + ...

+ (BD̂−1i Y )mφ̃miχi(t))) + 2
l∑

i=1

(Γ−11i φ̃1i
˙̃φ1i + Γ−12i φ̃2i

˙̃φ2i + ...+ Γ−1miφ̃mi
˙̃φmi)

= − eTQe+ 2
l∑

i=1

(((eTPBD̂−1i Y )1χi(t) + Γ−11i φ̇1i)φ̃1i + ...

+ ((eTPBD̂−1i Y )mχi(t) + Γ−1miφ̇mi)φ̃mi)

= − eTQe

6 0

(5.38)

From the above equation and the tracking error equation in Equation (5.25), V̇

equals to zero only when e is zero. We can conclude that e(t) ∈ L∞∩L2, ė(t) ∈ L∞.

Then, with the Barbălat lemma, the position tracking error and velocity tracking

error will converge to zero, that is, limt−→∞ e(t) = 0.

5.4.2 Simulation Study

Similar to the nominal control parts, we will study on the simulation of planar

elbow robot manipulators in two cases. At this time, true values of system parameters

remain unknown, and parameters we set are only for the simulation needs. They

will not be used in our controller structure and the adaptive law.
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Cases with Uncertain Repetitively Jumping Parameters

For better observation, we set two working modes, and make the modes switch

back and forth every 10 seconds. The system parameters are given below. In mode

1, the manipulator is in normal conditions. In mode 2, the robot manipulator picks

some commodities by link 2.

For simulation, the whole process is 100 seconds long. The initial values of

Table 5.3: Parameters of Case I (adaptive control)
Parameters (unit) Mode 1 Mode 2

Mass of link 1: m1 (kg) 1 1
Mass of link 2: m2 (kg) 6 3
Length of link 1: l1 (m) 1 1

Center of mass of link 1: lc1 (m) 1/2 1/2
Center of mass of link 2: lc2 (m) 1 1

Inertia of link 1: I1 (kg ·m2) 1/12 1/12
Inertia of link 2: I2 (kg ·m2) 4/5 2/5

Gravity acceleration: g (m/s2) 9.8 9.8

K0
diag{1000,

1000} diag {100, 100}

K1
diag{1000,

1000} diag{100, 100}

joint variables are (q1, q2, q̇1, q̇2)|t=0 = (1, 1,−π,−π). The desired joint variables are

qd1(t) = qd2(t) = sin(πt). All Γi = diag{0.001, 0.001, 0.001, 0.001, 0.001, 0.001, 0.001, 0.001, 0.001},

Q = diag{0.01, 0.01, 0.01, 0.01}. For better observation, we set the initial parameter

estimations to be 80% of the nominal values, that is, θki(t)|t=0 = 80%θ∗ki.

Simulation results
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Figure 5.11: System parameters θ∗(t) (Case I: adaptive control)
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Figure 5.12: Joint angles contrast with desired joint angles (Case I: adaptive control,

θi(0) = 80%θ∗i )
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Figure 5.13: Joint velocities contrast with desired joint velocities (Case I: adaptive

control, θi(0) = 80%θ∗i )
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Figure 5.14: Position tracking error (Case I: adaptive control, θi(0) = 80%θ∗i )
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Figure 5.15: Velocity tracking error (Case I: adaptive control, θi(0) = 80%θ∗i )
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Figure 5.16: Control input u(t) (Case I: adaptive control, θi(0) = 80%θ∗i )
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In Figure 5.9 and 5.10, the plots show that the real trajectory can track the desired

trajectory. As shown in the Figure 5.11 and 5.12, all errors converge to zero. The

real joint angles and velocities can track the desired ones asymptotically. Especially,

we can see that disturbance is getting smaller even though the modes keep changing.

We can conclude that our control algorithms realized the control objective.

Cases with Uncertain Time-Varying Parameters

We also have this four-mode simulation for a whole working procedure. We

switch one mode to another every 10 seconds. The whole simulation is 40 seconds.

For simulation, the whole process is 40 seconds long. The initial values of

Table 5.4: Parameters of Case II (adaptive control)
Parameters (unit) Mode 1 Mode 2 Mode 3 Mode 4

Mass of link 1: m1 (kg) 1 1 1 1
Mass of link 2: m2 (kg) 3 2.8 6 3
Length of link 1: l1 (m) 1 1 1 1

Center of mass of link 1: lc1 (m) 1/2 1/2 1/2 1/2
Center of mass of link 2: lc2 (m) 1 0.9 1 1

Inertia of link 1: I1 (kg ·m2) 1/12 1/12 1/12 1/12
Inertia of link 2: I2 (kg ·m2) 2/5 0.37 4/5 2/5

Gravity acceleration: g (m/s2) 9.8 9.8 9.8 9.8

K0
diag{100,

100}

diag
{1000,
1000}

diag{100,
100}

diag
{1000,
1000}

K1
diag{100,

100}

diag
{1000,
1000}

diag{100,
100}

diag
{1000,
1000}

joint variables are (q1, q2, q̇1, q̇2)|t=0 = (1, 1,−π,−π). The desired joint variables are
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qd1(t) = qd2(t) = sin(πt). All Γ = diag{0.001, 0.001, 0.001, 0.001, 0.001, 0.001, 0.001, 0.001, 0.001},

Q = diag{0.01, 0.01, 0.01, 0.01}

Simulation results
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Figure 5.17: System parameters θ∗(t) (Case II: adaptive control)
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Figure 5.18: Joint angles contrast with desired joint angles (Case II: adaptive control,

θi(0) = 80%θ∗i )

0 5 10 15 20 25 30 35 40
−4

−2

0

2

4
joint velocity

time

q̇
1
(t
)

 

 
q dot

d
(t)

q dot(t)

0 5 10 15 20 25 30 35 40
−4

−2

0

2

4

time

q̇
2
(t
)

Figure 5.19: Joint velocities contrast with desired joint velocities (Case II: adaptive

control, θi(0) = 80%θ∗i )
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Figure 5.20: Position tracking error of adaptive control (Case II: adaptive control,

θi(0) = 80%θ∗i )
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Figure 5.21: Velocity tracking error of adaptive control (Case II: adaptive control,

θi(0) = 80%θ∗i )
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Figure 5.22: Control input u(t) (Case II: adaptive control, θi(0) = 80%θ∗i )

As shown in Figure 5.13-5.16, the real joint variables can track the desired trajectory.

Position tracking error and Velocity tracking error converge to zero in each modes.

So, we can conclude that our control design realize the control objective.

5.5 Comparison Study

To have a better observation of the technical improvements in this chapter,

figures below show the simulation results that use the existing control methods that

were introduced in Chapter 4. The existing control methods did not aim at the

problem of time-varying parameters, so they just have one controller for the whole
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working process. It results in repeating stabilization work of the controller.

For simulation, we use the same parameters in Table 5.3, which is for cases

with uncertain repetitively jumping parameters. The initial estimate θi(t) are 80%

of the true values θ∗i . The mode also switches to another one every 10 seconds.

Simulation results
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Figure 5.23: Position tracking error (Case I: the existing adaptive control, θi(0) =

80%θ∗i )
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Figure 5.24: Velocity tracking error (Case I: the existing adaptive control, θi(0) =

80%θ∗i )

As shown in Figure 5.17 and 5.18, convergence progresses are repeating every

time the modes changing. We can see that after the first period, the plots remain

the same patterns. Compared with Figure 5.11 and 5.12, the disturbance vibration

in above figures will not decrease as time goes on.

5.6 Summary

In this chapter, we first discussed the expressions of dynamic with jumping

parameters and control objective in Section 5.1. Then, we studied on the nominal
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control scheme and adaptive control scheme in Section 5.2 and 5.3 respectively.

In each of them, we present stability analysis and simulation study of two typical

working cases. A comparison study of existing control scheme that introduced in

Chapter 4 is also discussed in Section 5.4. The simulation of our control design

shows that the controller structure and adaptive laws guarantee asymptotic tracking

ability, and the disturbance of switching modes decreases as time goes on. Thus, we

can conclude that the control objective is achieved.
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Chapter 6

Conclusions and Future Topics

6.1 Summary and Conclusions

In this thesis, in order to solve the problems of time-varying system parameters

for robot manipulators, we studied two conditions which are cases with and without

joint acceleration measurements. In Chapter 5, the model of robot manipulators

with time-varying and control method with joint acceleration measurement is given.

Simulation results for nominal control and adaptive control were offered. We also

show a comparison work of previous control methods. For all simulation works

above, we use two-link planar manipulator to do the corresponding simulations, and

the results illustrate the effectiveness of the adaptive control for jumping parameters.

From this research, we can obtain the following conclusions:

(i) Study of robot manipulator control with uncertain time-varying pa-

rameters is crucial, which can help reduce material fatigue, extend

77



CHAPTER 6. CONCLUSIONS AND FUTURE TOPICS

service life and enhance operation accuracy.

(ii) Our control designs with joint acceleration measurements achieve

the control objective that the joint variables can track the desired

ones asymptotically. Meanwhile, we can observe the disturbance gets

smaller as time goes on.

6.2 Future Research Topics

In our thesis, we discussed adaptive control of robot manipulators with uncer-

tain piecewise parameters, which is a promising area. However, the research area is

not mature, and many challenges still need to be overcome.

(i) In our model, we did not include cases of flexible joint. It is a common

model in today’s robot manipulators. We can often see this structure

in industrial robots. The study includes flexible joint control can

increase the performance and meaning of control design.

(ii) The study of adaptive actuator failure compensation for robot ma-

nipulator control is a significant and promising topic now. It can

greatly enhance the performance of control design and the robustness

of the system.

(iii) In our thesis, we study the adaptive control for robot manipulators

with uncertain variable parameters, which uses joint acceleration in
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the control design. In many cases, joint acceleration measurements

are not available and hard to be accessed. So the study of adaptive

control without joint acceleration measurements is also meaningful.
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