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ABSTRACT 

Transcription is a fundamentally important process for determining cell type 

identity, growth, and function. A central regulatory step occurs during the formation of the 

transcriptional preinitiation complex (PIC) at promoter sites. While the PIC consists mainly 

of a set of general transcription factors (GTFs) and RNA polymerase II (Pol II), there are 

many other factors and complexes that recruit the machinery and/or control chromatin 

structure at promoters to facilitate PIC assembly and activity. Although much is known 

about the binding locations of these factors, their in vivo dynamics remain largely unknown. 

Recent studies indicate that binding of factors in vivo is a dynamic process, but techniques 

for measuring chromatin interaction dynamics have in general been limited either by 

insufficient time resolution or by the inability to monitor binding to single copy genes. Our 

lab developed the crosslinking kinetics (CLK) assay, which measures binding dynamics 

based on the formaldehyde crosslinking-time dependent nature of the measured chromatin 

immunoprecipitation (ChIP) signal. We updated the crosslinking and quenching conditions 

to improve the quench efficiency and measured TATA-binding protein (TBP), a component 

of the PIC, at select promoters. We found that there is a wide range of formaldehyde 

crosslinking rates, and crosslinking time-dependent changes in ChIP signal can be 

described by factor-limited or crosslink-limited models. The residence time of TBP was ~2 

minutes at the promoters measured, while the fractional promoter occupancy varied from 

~0.05 to 0.7. We have also adapted the Anchor Away approach, a nuclear depletion 

technique, to estimate the stability of a chromatin-factor interaction by elucidating the off-

rate and residence time as the nuclear factor is depleted. This data is approaching 

agreement with the CLK data at some loci, but in disagreement at others. A previous study 

developed the Competition ChIP approach, where a diploid strain with differentially tagged 

copies of the target allele, one under the control of an inducible promoter, can measure 

residence time of a factor at specific sites based on the exchange of tagged protein as 
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determined by ChIP. The CLK, Anchor Away, and Competition ChIP data for TBP at 

select loci are beginning to converge. By comparing binding dynamics measured with these 

three techniques, the in vivo binding dynamics of PIC components can be determined to 

understand PIC assembly pathways and transcriptional regulation at individual promoters. 

Additionally, we measured binding dynamics of the activator Gal4 at several of the GAL 

genes. A residence time of ~14 minutes is in agreement with the previous CLK study as well 

as previous results obtained using competition ChIP. Our collaborators have measured 

real-time transcriptional output at two GAL genes. Comparison of the results from different 

approaches will be valuable in correlating transcription factor dynamics with gene 

expression and better understanding the molecular mechanisms of complex assembly and 

regulator activity in vivo.      
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CHAPTER I 

Introduction 

Overview of transcription 

 The central dogma of biology is that information in our genes flows from DNA to RNA 

to protein (Crick 1958). The process of RNA production from DNA, known as transcription, is 

mediated by RNA polymerase (Weiss and Gladstone 1959), which is required for gene expression 

across life forms (Struhl 1999, Ptashne 2005, Jun et al. 2011, Koster et al. 2015). In eukaryotes, 

there are three different polymerases, I, II, and III, which each mediate transcription of a specific 

type of RNA (Roeder and Rutter 1969) and associate with their own specific factors. However all 

three types of polymerase require some form of TBP and TFIIB (Vannini and Cramer 2012). 

RNA polymerase II (Pol II)-mediated transcription is the focus of the studies in the following 

chapters. 

 Gene expression is regulated by the specific interactions of transcription factors (TFs) 

with promoters and regulatory regions (Figure 1.1). These patterns can vary across cell types and 

in different cellular conditions and are intimately linked to chromatin structure (Kim et al. 2005, 

Consortium 2012, Rhee and Pugh 2012, Dowen et al. 2014). The first step of transcription is 

initiation, involving coordinated binding and activity of a variety of proteins to regulate specific 

genes. Activator and/or repressor proteins bind to specific DNA sequences to tag them for 

activity, with the end goal being recruitment of transcription machinery to the core promoter 

(Hahn 2004). These proteins find their binding sites by diffusion through nuclei (Hager et al. 

2009), with transient chromatin interactions lasting milliseconds to several minutes (Dinant et al. 

2009, Hager, McNally et al. 2009, Chen et al. 2014). Longer DNA binding times correlate with 

transcription output (Lickwar et al. 2012), so most of these interactions are transient, as the 

necessary components to start transcription have not been fully recruited yet. Another regulatory 

step in transcription is recruitment of co-activator and co-repressor complexes to DNA, usually 

either through the presence of activators/repressors or chromatin modifications. Chromatin 
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regulatory complexes can exchange histone variants or remove histones to open up DNA for 

transcription (Koster et al. 2015). Each eukaryotic nucleosome consists of two copies each of H3, 

H4, H2A, and H2B wrapping 147 base pairs of DNA (Luger et al. 1997). Chromatin is very 

stable in vitro and in heterochromatic regions and in Pol II transcribed genes (Svensson 2015) and 

can allow binding of activators/repressors while preventing binding of the larger Pol II machinery 

and preinitiation complex (PIC) (Struhl 1999), but nucleosomes near promoters tend to have 

higher turnover (Guillemette 2005, Zhang 2005, Jin 2007). Nucleosomes can prevent binding of 

the PIC components, but once bound, the PIC can prevent nucleosome deposition back onto that 

area of chromatin (Workman and Roeder 1987, Meisterernst et al. 1990, Sikorski and Buratowski 

2009, Levine et al. 2014). Once a conducive chromatin environment has been established, the 

preinitiation complex can assemble on DNA, although this does not necessarily mean it will. The 

complex consists minimally of general transcription factors TFIIB, TFIID, TFIIF, TFIIE, and 

TFIIH, Pol II, and sometimes TFIIA. The assembly of the PIC was defined in vitro on TATA-

containing promoters as a step-wise process (Buratowski et al. 1989), with TFIID (TBP) binding 

first, followed by stabilization with TFIIA, TFIIB binding, TFIIF/Pol II association, then TFIIE 

and TFIIH binding (Roeder 1996). As only ~15-20% of the yeast genome contains a TATA 

sequence (Basehoar et al. 2004), this assembly pathway likely varies in vivo. The characteristics 

and assembly of the PIC will be discussed in more detail in the next sections.       

After the PIC has assembled, RNA polymerase II (Pol II) initiates RNA synthesis, 

escapes the promoter, and elongation ensues. Once the required machinery has been recruited to 

promoter DNA, enzymatic activity of TFIIH phosphorylates Pol II and initiates transcription by 

melting the promoter and changing the complex from closed to open, positioning the template 

DNA strain in the active site cleft of Pol II (Wang et al. 1992). It’s important to note that only a 

small percentage of Pol II binding events lead to productive transcription (Stasevich et al. 2014) 

(Darzacq et al. 2007). Pausing by Pol II is a frequent event in higher-order eukaryotes and is 

highly regulated as well (Core et al. 2008, Price 2008, Fuda et al. 2009, Churchman and  
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Figure 1.1. Regulation of transcription initiation; from Koster et al., 2015. Overview of 

transcription. Activator/repressor proteins for specific genes (bright red; gene-specific 

transcription factors: GSTFs) bind DNA elements such as enhancers to recruit regulatory 

complexes including Mediator (light purple), histone acetyltransferases (maroon, HAT), and 

chromatin remodelers (pink, SWI/SNF). Chromatin structure is altered, allowing the preinitiation 

complex to bind (dark purples and blue; GTFs, RNA polymerase II – RNAP). TFIID/TBP binds 

the TATA-box in the promoter and recruit other general transcription factors (TFIIA/B/E/F/H) 

and RNA polymerase II. The Mot1 and NC2 proteins can remove TBP from the promoter. 

Nucleosomes are represented by the wheels wrapped in blue DNA; red colored histones indicate 

mobile proteins, while the blue histones are more stable.  

 

 

 

ground state of promoters by blocking association of the basal
pol II machinery with the core promoter, while permitting many
GSTFs to bind their target sites’’ (Struhl, 1999). Interestingly,
transcription regulatory regions display a paucity of nucleo-
somes (see below). In contrast, archaeal chromatin is relatively
flexible and unstable, which allows its promoters to be acces-
sible (Reeve, 2003; Sandman and Reeve, 2005).

The third level is formed by the pol II pre-initiation complex
(PIC), which besides pol II itself consists of six basal (or general)
transcription factors (Thomas and Chiang, 2006; Vannini and
Cramer, 2012). PIC assembly in vitro is sequential (Buratowski
et al., 1989) and starts with core promoter binding by the TFIID
complex, which consists of TBP and 13 highly conserved TAFs
(TBP-associated factors) (Papai et al., 2011). While TBP in vitro
directly recognizes the TATA box, promoter binding by TFIID
can be stabilized by binding of TAFs to core promoter DNA
sequences, like the INR, DPE, MTE, and DCE (Juven-Gershon
and Kadonaga, 2010) and/or binding to acetylated and methyl-
ated histone tails (Jacobson et al., 2000; Vermeulen et al.,
2007). TFIID binding is stabilized by TFIIA and subsequently the
remaining four basal transcription factors (TFIIB, TFIIF, TFIIE,
TFIIH) and pol II itself enter to complete PIC assembly (Figure 2).
It is important to note that TAFs are eukaryotic inventions, which
are lacking from Archaea. The occurrence of core promoter
sequences other than TATA and INR differs between eukaryotic
species (Figure 1). Most of mammalian promoters reside in
CpG-islands and lack a canonical TATA box (Sandelin et al.,
2007). The combination of nucleosome depleted regions
(NDRs), core promoter sequence elements and histone tail inter-
actions positions TFIID onto mammalian core promoters (Cler
et al., 2009; Lauberth et al., 2013;Müller and Tora, 2014; Vermeu-
len et al., 2007). It is interesting to note that yeast pol II promoters
contain AT-rich sequences and that TATA-less promoters pre-
dominate in larger genomes (Juven-Gershon and Kadonaga,
2010; Rhee and Pugh, 2012; Tora and Timmers, 2010). Biochem-
ical experiments indicate that binding of eukaryotic TBP to TATA
occurs in a linear three-step pathway resulting in severe DNA

Figure 2. The Control of Transcription Initia-
tion and Dynamics
Gene-specific transcription factors (GSTFs) bind
to DNA elements to recruit regulatory complexes
such as Mediator, histone acetyltransferases,
and chromatin remodelers (SWI/SNF) altering
chromatin structure. Pre-initiation complex (PIC)
assembly starts with binding of TFIID, including
TATA-binding protein (TBP) to the core promoter.
Promoter association of TFIID is stabilized by TBP-
associated factors (TAFs) binding to (dynamically)
modified histone tails. BTAF1/Mot1p and NC2 can
remove TBP from the promoter. Intrinsically mobile
proteins are indicated in red, while the more stably
bound are colored blue.

bending (Delgadillo et al., 2009). Minor
groove deformation results from insertion
of two pairs of phenylalanines between
the first and last di-nucleotides of the
TATA box, which is compensated by a
!90" bend in promoter (Delgadillo et al.,

2009). While TBP binding is rapid, TATA box complexes with eu-
karyotic TBP or TFIID are long-lived (30–45 min) in vitro (Hoopes
et al., 1998; Timmers and Sharp, 1991; Workman and Roeder,
1987). Whereas nucleosomes can obstruct TFIID binding, the
opposite is also true as template pre-incubation with TFIID or
TBP renders promoter activity resistant to nucleosome repres-
sion (Meisterernst et al., 1990; Workman and Roeder, 1987).
This competition also seems to occur in living cells (Tirosh and
Barkai, 2008; van Werven et al., 2009). Besides nucleosome
organization and interaction, the assembly rate of the pol II PIC
is influenced by the combination of core-promoter elements
and by PIC composition (Levine et al., 2014; Sikorski and Bura-
towski, 2009). It is interesting to note that live-cell imaging
showed that only a few of the promoter-binding events of pol II
are productive (Darzacq et al., 2007). At present, much less is
known of the archaeal PIC. While TATA-interaction of archaeal
TBP also results in bent DNA, this interaction is extremely dy-
namic with on-off rates in the (sub)second range (Gietl et al.,
2014). Similarly to eukaryotes, archaeal TFB can stabilize TBP/
promoter interactions, but TFIIA orthologs are absent (Figure 1).
In conclusion, the general mechanisms of transcriptional

regulation display similarities in organisms from the distinct do-
mains of life and the major differences relate to fine-tuning and
the dynamic behavior of chromatin structures and of TBP/TFIID
complexes.

Sources of Stochastic Gene Transcription
Gene transcription has to be dynamic to meet changing environ-
mental and cell-intrinsic demands. A highly relevant aspect for
dynamic gene regulation is the stochastic nature of pol II-medi-
ated transcription, which relies on (in)stability of DNA-transcrip-
tion factor complexes (Hager et al., 2009; Munsky et al., 2012).
Analysis and modeling of mRNA abundance on a single-cell ba-
sis indicated that mRNAs from constitutively expressed genes
followPoisson distributions. In contrast, regulatedmRNAs follow
a two-state model, in which the promoter frequently alternates
between active and inactive states (Munsky et al., 2012; van

726 Cell 161, May 7, 2015 ª2015 Elsevier Inc.



	 4	

Weissman 2011, Buckley et al. 2014). For transcription to initiate, the C-terminal domain of Pol 

II must be hyperphosphorylated at serine residues 2 and 5. These residues cycle through 

phosphorylation and dephosphorylation as transcription proceeds (Kim and Dahmus 1989, 

Buratowski and Sharp 1990). In yeast, Cdk7/Kin28 phosphorylates serine 5 to initiate 

transcription (Serizawa et al. 1993) and later recruits the guanylyltransferase enzyme for mRNA 

capping (Cho et al. 1997, Rodriguez et al. 2000, Pei et al. 2001). Typically, multiple short RNAs 

(3-10 bases) are synthesized before Pol II is fully engaged in initiation and transcribes full-length 

RNAs (Luse and Jacob 1987, Holstege et al. 1997). Once ~30 bases of RNA are synthesized, Pol 

II is thought to release the core promoter and enter the elongation stage of transcription (Hahn 

2004). The general elongation factor TFIIS can be recruited to the PIC at select promoters in vitro 

by TBP, Mediator, and SAGA and can bind TFIIF and Pol II, potentially aiding in stabilization of 

the PIC (Kim et al. 2007). TFIIS aids in restarting arrested Pol II and promoting elongation and 

can be recruited to these stalled polymerases by the Ccr4-Not elongation factor complex (Dutta et 

al 2015). Other factors relating to RNA processing, synthesis, and export can be recruited to 

elongating Pol II (Bentley 2002, Hahn 2004). Serine 2 phosphorylation by C-terminal domain 

kinases including P-TEFb leads to recruitment of 3’-end processing factors (Komarnitsky et al. 

2000, Ahn et al. 2004). In yeast, dephosphorylation of serine 5 is done by Ssu72 (Krishnamurthy 

et al. 2004), while serine 2 dephosphorylation is carried out by TFIIF-associated C-terminal 

domain phosphatase 1 (FCP1) in yeast (Archambault et al. 1998) and can move reinitiation along 

by transforming elongating Pol II back to initiating Pol II (Chambers et al. 1995). Following 

elongation, termination and transcription-coupled mRNA processing occur and the whole process 

can begin again.  

 Transcription factors locate their specific chromatin binding sites by diffusion through 

the nucleus (Misteli 2001, Kampmann 2005, Gorski et al. 2006), interacting transiently with non-

specific sites until reaching a specific site to which the TF binds more stably and elicits a 

biological response (Misteli 2001, Phair et al. 2004, von Hippel 2007).  The TF binding site 
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search process has been the subject of intense interest and is an area of active investigation 

(Slutsky and Mirny 2004, Halford 2009, Mirny et al. 2009, van Royen et al. 2011, Hammar et al. 

2012, Wang et al. 2013, Chen et al. 2014). Dynamic TF binding correlates with transcriptional 

output and is consistent with the stochastic nature of gene expression itself (Kepler and Elston 

2001, Raser and O’Shea 2005, Cai et al. 2006, Darzacq et al. 2007, Gorski et al. 2008, Larson et 

al. 2011).  In developing molecular models for how transcription complexes assemble and 

function in cells, a key goal is to determine how TF-chromatin binding dynamics at particular 

promoters relate to the stochastic properties of RNA synthesis in vivo (Hager et al. 2009, 

Stasevich et al. 2014).  Interestingly, some TF-chromatin interactions may be exceedingly long-

lived, particularly in the context of the cell cycle or differentiated state (Chen et al. 2002, Giglia-

Mari et al. 2009).   A goal in measuring these dynamic parameters is to ultimately determine in 

detail how they correlate with transcriptional output, which is a largely unexplored area.  In the 

Introduction sections that follow, the components of the preinitiation complex are discussed, as 

well as current understanding of their regulation, assembly, and binding dynamics to set up the 

experimental questions discussed in the subsequent chapters.   

 

Components of the preinitiation complex 

 The preinitiation complex consists of general transcription factors (GTFs), including the 

TATA-binding protein (TBP) and TFIIA/B/D/E/F/H, and RNA polymerase II (Pol II) (Figures 

1.1, 1.2) and, as the name suggests, assembles in vitro in order to start the transcriptional 

initiation step at specific sites. In both mammalian and yeast cells, the minimal factors required 

are TBP, TFIIB, TFIIF, TFIIE, and TFIIH, along with Pol II (Luse 2013). Evidence for these 

GTFs was found when purified Pol II and crude subcellular fractions from human cells were able 

to transcribe the adenovirus DNA in vitro (Weil et al. 1979) and the individual factors required 

for basal transcription were identified through multiple fractionation steps of nuclear extracts 

(Matsui et al. 1980, Samuels et al. 1982, Sawadogo and Roeder 1985, Reinberg and Roeder 1987, 
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Flores et al. 1989, Flores et al. 1992, Sayre et al. 1992, Ge et al. 1996). Further in vitro work was 

done to characterize each isolated factor and determine an in vitro assembly pathway (discussed 

in the next section). Many crystal structures of partial PICs have been experimentally determined, 

but a recent paper reported cryo-EM models with the previously elusive TFIIH subcomplex 

(Figure 1.2) (Schilbach et al. 2017).  
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Figure 1.2. Two views of the cryo-EM structure of the yeast PIC; from Schilbach et al. 2017. 

Structures for all PIC components are shown. DNA (aqua and blue) is bound and bent by TBP 

(red), TFIIA (yellow, Toa1/Toa2), TFIIB (green), TFIIF (purple, only Tfg2 is shown and not 

Tfa1), Pol II (silver), TFIIE (pink, Tfa1/Tfa2), and TFIIH (light purple, 

Rad3/Ssl1/Ssl2/Tfb1/Tfb2/Tfb4/ Tfb5). Flexible linkers in TFIIE and TFIIF are indicated by 

dashed lines. The bottom image is a 90° rotation of the top image.  

 

 

 The PIC components in this section are introduced in the order they are thought to 

assemble in vitro on a TATA-containing promoter (Buratowski et al. 1989). This is one possible 

order of assembly, as discussed in the next section. The in vivo assembly of PIC components is 

unknown and could vary depending on a variety of factors, such as the promoter class; 

determining how the PIC assembles genome-wide is a major goal of our research and will be 

discussed further in future chapters. .  

The first component of the PIC to assemble in vitro is TFIID, which can be minimally 

represented by TBP for PIC formation. TFIID consists of TBP and 13 TAFs (TBP-associated 

factors) (Papai et al. 2011). TBP binds the TATA box upstream of the transcription start site, 

which contains a consensus sequence TATA(A/T)A(A/T)(A/G) (Basehoar et al. 2004) ~30 base 

pairs upstream of the start site in mammalian cells (Ponjavic et al. 2006) and ~60-120 base pairs 

upstream in yeast; there can be multiple start sites within this region (Guarente 1987, Struhl 

1987). Once TBP has bound the TATA box, it bends the DNA at approximately a 90° angle by 

inserting two phenylalanine pairs between the first and last di-nucleotides of the TATA box 

(Horikoshi et al. 1992, Kim et al. 1993, Kim et al. 1993, Delgadillo et al. 2009). At promoters that 

do not have a TATA box, TFIID is stabilized by TAFs binding to DNA around the promoter 

(Burke and Kadonaga 1997, Thomas and Chiang 2006) or binding to acetylated and methylated 

histone tails (Jacobson et al. 2000, Vermeulen et al. 2007). TFIID contains three lobes (A-C) in 
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the shape of a horseshoe, with TBP in the center lobe on the inside (Andel et al. 1999). TFIIB 

interacts with TBP and is able to bind to the DNA template as well as the catalytic subunit of Pol 

II (Sainsbury et al. 2013). TFIIB also plays a role in selecting the transcription start site (Pinto et 

al. 1994, Pardee et al. 1998, Hawkes and Roberts 1999) through its B-finger domain, which can 

work with Pol II/TFIIF for start site selection (Thomas and Chiang 2006). 

 TFIIF is a Pol II binding factor (Sopta et al. 1985) and is thought to help load Pol II into 

the PIC. Additionally, TFIIF is thought to help stabilize TFIIB in the PIC (Eichner et al. 2010, 

Fishburn and Hahn 2012, Zhang et al. 2016). Recent work found that TFIIF is not always 

associated with the PIC; TFIIF modified by casein kinase 2 (CK2) is present in the PIC, but 

phosphorylated TFIIF is not a stable PIC component (Cabart et al. 2011), which should be kept in 

mind when interpreting TFIIF dynamics in the future. It is possible that TFIIF helps load Pol II 

into the PIC, but once this has been accomplished it undergoes a conformational change and 

dissociates from the PIC. 

 One of the roles of TFIIE is to act as a loading factor for TFIIH (Maxon et al. 1994, 

Ohkuma et al. 1995), but it can help with promoter melting at supercoiled DNA templates 

without the help of TFIIH (Holstege et al. 1995). The corresponding factor in Archaea is called 

TFE, which is able to facilitate promoter melting without the help of a TFIIH-like subunit 

(Grohmann et al. 2011).  

The GTF TFIIH has enzymatic activity, containing two helicases (Ssl2p and Rad3p in 

yeast, XPB and XPD in humans) and a kinase (Kin28p in yeast, Cdk7 in humans) (Luse 2013). 

One of the functions of this factor is to melt the promoter DNA, as Pol II is not able to separate 

the template and non-template DNA strands alone (Tirode et al. 1999). At supercoiled promoters, 

superhelical tension can cause spontaneous unwinding of the DNA and TFIIH is not required 

(Pan and Greenblatt 1994, Luse 2013). TFIIH interacts with the DNA downstream of the rest of 

the PIC complex, although the exact location is not well defined (Kim et al. 2000, He et al. 2013).   
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 RNA polymerase II consists of 12 subunits (Rpb1-Rpb12) in both humans and yeast, with 

Rpb1 as the largest subunit by molecular mass (Young 1991).  Five of the subunits (Rpb5, Rpb6, 

Rpb8, Rpb10. Rpb12) are part of all three polymerases and Rpb1, Rpb2, Rpb3, and Rpb11 have a 

PolI and Pol III homologous counterpart. Only the remaining three subunits (Rpb4, Rpb7, and 

Rpb9) and the C-terminal donation of Rpb1 are present in Pol II alone (Thomas and Chiang 

2006). Bacterial and archaea only have one polymerase, but there is similarity between some of 

the Pol II subunits with the other polymerases, indicating a similar structure and mechanism of 

action (Elbright 2000). Pol II consists of four elements: the core, clamp, shelf, and jaw lobe. The 

core contains the regions of Rpb1 and Rpb2 that comprise the active center and all four elements 

form the cleft where DNA enters and the active site is located. The clamp is able to move in order 

to open and close the cleft (Hahn 2004). Structural studies indicate that double-stranded DNA is 

not inserted into the cleft and only single-stranded template DNA is fed into the cleft and reaches 

the active site (Bushnell and Kornberg 2003, Hahn 2004). 

 

Potential preinitiation complex assembly pathways 

 Since the process of transcriptional regulation requires the coordinated action of many 

proteins, the order in which they assemble is important for understanding how regulators control 

initiation. There are two general schemes for assembly of transcription complexes on promoters: 

random and regulated (step-wise) assembly (Figure 1.3) (Hager et al. 2009). The hierarchical 

step-wise assembly pathway of the PIC components was defined in vitro via native gel 

electrophoresis and DNase I footprinting using a TATA-containing promoter (Buratowski et al. 

1989). It was proposed that the first step in the pathway was recognition of the TATA element by 

TFIID, followed by addition of TFIIA on the side upstream of TFIID to stabilize the complex. 

Interestingly, TFIID binding to a cryptic TATA site was enhanced more than binding to the 

TATA element upon TFIIA addition, indicating that TFIIA may not be necessary at all promoters 

(Buratowski et al. 1989). TFIIB is thought to be the next factor to join the complex. When 
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purified Pol II was added to binding mixtures, no new complexes were generated unless TFIIB 

and TFIID were present, indicating the role of TFIIB in potentially bridging TFIID and Pol II in 

the complex. Addition of purified Pol II was necessary for formation of larger complexes, 

indicating Pol II as the next step in the complex (Buratowski et al. 1989). The authors note that 

there was another complex formed with Pol II addition, shown by a difference in mobility on the 

gel, but they did not know that TFIIF was the factor responsible for this (Flores et al. 1988). 

TFIIE is the next factor to join the complex. A loss of DNase I protection was observed when 

ATP/dATP was added to the solution, indicating ATP-dependent dissociation of TFIIE. The 

authors found that TFIIA could not necessarily be detected in the complexes formed after Pol II 

was added (Buratowski et al. 1989). This canonical pathway agrees with several other studies as 

well (Van Dyke et al. 1988, Sayre et al. 1992, Zawel and Reinberg 1992, Conaway and Conaway 

1993, Roeder 1996). Later studies identified binding of the pre-formed Pol II-TFIIF complex 

after addition of TFIIB (Zawel et al. 1995, Leuther et al. 1996) and TFIIH binding as the last step 

to completing PIC assembly (Conaway and Conaway 1993, Zawel and Reinberg 1993, Zawel et 

al. 1995).   

 A recent study using an in vitro reconstituted system and cryo-electron microscopy 

recapitulated this assembly pathway on an optimized TATA-containing promoter using TBP and 

TFIIA/B/E/F expressed and purified from E. coli and Pol II and TFIIH from HeLa cell nuclear 

extract (He et al. 2013). Another in vitro study using a single-molecule system examined TFIIB 

dynamics and found that TFIIB was stably loaded onto TATA-containing promoters only after 

TBP, TFIIA, and Pol II/TFIIF were added (Zhang et al. 2016). Without Pol II/TFIIF, TFIIB 

bound transiently, indicating the necessity of Pol II/TFIIF binding after TFIIB (Zhang et al. 

2016). The results from this study were in agreement with the proposed step-wise assembly of the 

PIC, at least up until Pol II/TFIIF addition. However, another recent study using the HIS4 

promoter and cryo-EM found an abundance of a PIC containing TBP, TFIIE, TFIIH, and DNA in 

yeast. When TFIIB and Pol II were added, the full PIC was generated (Murakami et al. 2013). 
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This is in contrast to the earlier defined canonical step-wise assembly, suggesting formation of a 

partial PIC, and resembles the scaffold complex proposed by the Hahn lab as a reinitiation 

intermediate (Yudkovsky et al. 2000). Another study at the heat shock genes also supported a 

partial assembly model, but TFIIH was found to be absent at some promoters, while TBP and 

TFIID/B/E/F were present in a complex (Zanton and Pugh 2006). Some genes acquired TFIIH 

downstream, indicating differential recruitment of this factor.  

 Additionally, a FRAP study examined the in vivo behavior of several PIC components by 

looking at TBP, TFIIB, TAF1, and the Pol II subunit Rpb1 (Sprouse et al. 2008). If factors were 

pre-assembled before binding to DNA, they would have identical recovery curves. However, this 

was not the case; TFIIB had the fastest recovery followed by TAF1, TBP, and Rpb1, so these 

factors may assemble individually. Other evidence suggests that components can arrive at a 

promoter on different time scales, but only occasionally form a full complex (Hager et al. 2009). 

This random assembly model is supported by another study using Pol I as well (Dundr et al. 

2002).  

The pathway leading to PIC assembly in vitro is rather well understood (Orphanides et al. 

1996, Roeder 1996, Hahn 2004, Vannini and Cramer 2012); however, the original studies of PIC 

formation were done in vitro at genes with TATA sequences. Only about 20% of the yeast genes 

have a TATA sequence, leading to the questions of whether regulation is different at genes that 

do or do not contain a TATA consensus sequence and how PICs form on TATA-containing 

promoters in vivo. Recent studies have provided evidence for the stepwise assembly of the PIC 

(He et al. 2013) as well as alternative pathways where PICs are partially assembled and require 

addition of the remaining core components to initiate transcription (Thomas and Chiang 2006, 

Zanton and Pugh 2006). Many questions still remain regarding PIC assembly, which explains the 

motivation for our ChIP-based studies. In theory, the binding dynamics of different PIC 

components can be compared and an assembly pathway can be modeled. For example, if factor A 

had a long residence time and factor B had a shorter residence time, A could potentially bind 
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before B in a linear pathway; however there could be more complicated cases where A binds first 

and leaves before B binds. If A and B have approximately the same residence time, they could 

pre-assemble as a complex before binding. The effective dynamic measurements we make with 

the ChIP-based approaches would need to be combined with structural data, modeling, and 

genetic manipulation studies to rule out certain cases and to model assembly pathways.  

 

 

et al., 2002; Boireau et al., 2007), recycling (Boireau et al., 2007;
Yao et al., 2007), or pausing (Darzacq et al., 2007) of the poly-
merase. A prolonged initiation phase could arise if the poly-
merase complex is subject to a number of failed assemblies
before it finally commits to elongation (Kimura et al., 2002;
Dundr et al., 2002). Alternatively, if the same polymerase is
recycled to start another transcript, then the apparent residence
time measured by FRAP will either be somewhat longer if a
few recycling events occur (Boireau et al., 2007), or markedly
longer if multiple recycling events occur (Yao et al., 2007).
Pausing of the polymerase during elongation would also lead
to longer residence times. Singer and colleagues have per-
formed a direct analysis of this by fitting FRAP data for both
pol II and an MS-2 tagged mRNA from the same gene array
with a model for elongation and pausing (Darzacq et al., 2007).
They conclude that in their system the actual rate of elongation
is 4.3 kb/min, with pausing producing an apparent elongation
rate of 0.4 kb/min.

Two studies have examined not only the largest subunit of the
polymerase, but also subunits of the preinitiation complex and
investigated how the transcription machinery assembles in vivo
(Dundr et al., 2002; Sprouse et al., 2008). In one study, com-
ponents of the yeast preinitiation complex were analyzed,
including TBP, TFIIB, and TAF1 along with the RNA pol II subunit
(Rpb1) (Sprouse et al., 2008). In the other study, components of
the mammalian RNA pol I complex were analyzed, including
upstream binding factors, assembly factors, and initiation
factors along with four RNA pol I subunits (Dundr et al., 2002).
In both of these studies, the FRAP curves for the different
components exhibited different recovery rates. This suggests
that the polymerase is not preassembled, since otherwise
components that are part of the same complex should have
generated identical FRAP curves. This implies that different
components of the transcription complex arrive at the promoter
at different times and only occasionally form a full-fledged
complex. This conclusion is also supported by a quantitative
analyses of the FRAP data for the RNA pol I subunits, which pre-
dicted that the probability of different components being incor-
porated into an elongating RNA pol I complex ranged from
only 1%–11% (Dundr et al., 2002). Also consistent with this
picture are other quantitative analyses of the RNA pol II large
subunit FRAP data, which have been interpreted to reflect ineffi-
cient assembly of the RNA pol II complex (Kimura et al., 2002;
Darzacq et al., 2007). Indeed, quantitative kinetic modeling of
the RNA pol II FRAP data yields the estimate that only 1 in 90
polymerases proceeds to elongation (Darzacq et al., 2007).
Thus, the current in vivo data support a model in which poly-
merase and transcription complex assembly occurs by random
collision of subunits at the promoter, and is therefore intrinsically
inefficient.

In sum, the current view of polymerase complex assembly is
that the components assemble stochastically, and that resi-
dence times of individual components are regulated to modulate
the likelihood of complete assembly (Figure 3). However, it is not
known whether a complete transcription complex or even
a complete polymerase complex in fact assembles at these
promoters. It is possible instead that a progressive series of tran-
sient subcomplexes form and disintegrate.

Transcription Dynamics in Gene Regulation
There is no doubt that the recruitment and assembly of the tran-
scription machinery to a promoter are highly dynamic events.

Figure 3. Transcription Complex Assembly
(A) Two subcomplexes (blue and red) exhibit dynamic exchange at a promoter
template (black line). Assembly of the full complex occurs via random colli-
sions with the template, leading sometimes to nonproductive interactions
and occasionally to productive interactions (the simultaneous presence of
both subcomplexes).
(B) Regulation of dynamic exchange rates can facilitate or inhibit complex
formation. Here, binding of the red subcomplex is stabilized by the bracket-
shaped molecule (green), leading to a longer dwell time on the promoter
template, thereby facilitating assembly of the complex. Alternatively, destabi-
lization of factor binding could also occur, inhibiting assembly (not shown).
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Figure 1.3. Potential complex assembly models; From Hager et al., 2009. A) Subcomplexes 

(red and blue) dynamically associate and dissociate from a promoter (black line) upstream of the 

transcription initiation site (black arrow). Assembly of the full complex happens randomly when 

both subcomplexes happen to bind the promoter simultaneously. B) Binding of the green shape 

stabilizes the red subcomplex, allowing the blue subcomplex to stably bind and leads to full 

complex formation. Without the presence of the red or green subcomplexes, the blue subcomplex 

dissociates from the promoter.  

 

   

Regulation of the preinitiation complex 

Along with the general transcription factors and Pol II, transcription is dependent on a 

variety of other regulatory proteins, including chromatin remodelers, histone (de)acetylases, and 

the Mediator complex. ATP-dependent remodeling proteins, like SWI/SNF and CHD1, bind to 

chromatin modifications on genes to catalyze nucleosome movement or eviction so the PIC can 

be assembled (Hargreaves and Crabtree 2011). In human cells, the p300 histone acetyltransferase 

works with Mediator, a regulatory complex that interacts with activators and the GTFs, by 

acetylating itself and chromatin, leading to p300 dissociation followed by binding of TFIID to 

Mediator, allowing PIC formation (Black et al. 2006, Black et al. 2008). The SAGA complex, 

which is an H3 histone acetyltransferase and transcriptional coactivator (Grant et al. 1997, Baker 

and Grant 2007), is often recruited to the PIC.  

The Mediator complex, which acts as a bridge between activators and GTFs, consists of 

over 20 subunits and was first discovered in yeast (Kim et al. 1994) as a global regulator of gene 

expression (Kelleher et al. 1990, Flanagan et al. 1991, Poss et al. 2013). Mediator is generally 

required for transcription and is an interface between DNA-bound transcription factors and the 

PIC (Borggrefe and Yue 2011). The complex consists of four main modules: Cdk8/kinase (Cdk8, 

CCNC, Med12, and Med13), head (Med6, Med8, Med11, Med17, Med18, Med19, Med20, and 
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Med22), middle (Med1, Med4, Med7, Med9, Med10, Med21, and Med31), and the tail (Med2, 

Med3, Med5, Med14, Med15, and Med16) (Allen and Taatjes 2015). Due to a large number of 

intrinsically disordered domains, the Mediator complex is structurally dynamic (Toth-Petroczy et 

al. 2008). Because Mediator is a structurally flexible complex and can alter its subunit 

composition, it may be able to differentially mediate gene expression depending on the specific 

gene (Poss et al. 2013). For example, the Med17 and Med21 genes are required for almost all 

protein-coding gene expression (Thompson and Young 1995, Holstege et al. 1998), while other 

subunits affect very specific sub-sets of genes. Part of this functional specificity is due to the fact 

that different transcription factors bind different Mediator subunits, leading to differing outcomes 

(Poss et al. 2013). The subunit Med15 interacts with Gal4 (Park et al. 2000), which explains why 

GAL gene expression is altered when the Med15-Gal4 interaction is disrupted (Sakurai et al. 

1993).  

Specific physical or functional interactions have been shown between the Mediator and 

each of the PIC components (Poss et al. 2013). Mediator coordinates TFIID binding to promoter 

DNA (Johnson et al. 2002) and plays a large role in recruitment of TFIIB, TFIID, and TFIIE to 

promoters, even in basal transcription (Baek et al. 2006). Mutations in Mediator subunits have 

caused defects in TFIID recruitment (Lim et al. 2007, Takahashi et al. 2009). The tail subunit 

Med15 has been implicated in stable binding of TFIIE and TFIIH (Sakurai and Fukasawa 1997, 

Badi and Barberis 2001). Mediator is also known to bind the unphosphorylated C-terminal 

domain of Pol II with high affinity (Myers et al. 1998, Näär et al. 2002) and can enhance TFIIH-

mediated phosphorylation of this domain (Kim et al. 1994). The Med11 and Med19 subunits have 

both been shown to interact with TFIIH (Baidoobonso et al. 2007, Esnault et al. 2008). Mediator 

has also been found to remain at the promoter with some of the GTFs following transcriptional 

initiation, consistent with the formation of a stable scaffold that facilitates transcription 

reinitiation (Yudkovsky et al. 2000). Mediator can bind to either Pol II or the Cdk8 domain, but 

not both at the same time, and large structural changes occur in the complex depending on 
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whether Poll or Cdk8 is bound (Poss et al. 2013, Petrenko et al. 2016). The preference of 

Mediator for the kinase domain or Pol II can help regulate transcription initiation, as dissociation 

from Cdk8 is required for Pol II association with the PIC. This switch may occur generally due to 

intrinsic changes within the complex or by specific factors, such as the poly(ADP-ribose)-

polymerase PARP-1 (Petrenko et al. 2016), which has been shown to mediate between the two 

Mediator forms at retinoic-inducible promoters (Pavri et al. 2005).    

SAGA (Spt-Ada-Gcn5 acetyltransferase) is a coactivator complex that influences the 

chromatin landscape and recruits PIC components to initiate transcription (Koutelou et al. 2010). 

It is comprised of 20 subunits in yeast with several functional units including a Tra1 recruitment 

module (Grant et al. 1998, Brown et al. 2001), acetylation module (Gcn5, Ada2, Ada3) (Horiuchi 

et al. 1995, Sterner et al. 1999, Balasubramanian et al. 2002), and TBP interaction subcomplex 

(Spt3, Spt8) (Sterner et al. 1999, Bhaumik et al. 2004, Mohibullah and Hahn 2008). SAGA does 

not directly bind DNA, but is recruited to specific genes through Tra1 interaction with activators 

(Brown et al. 2001) and Gcn5 can bind acetylated H3 and H4 tails through its bromodomain 

(Owen et al. 2000). The acetylation module can then acetylate histone H3 to open up the 

chromatin and allow other factors and the PIC to assemble (Balasubramanian, Pray-Grant et al. 

2002). The SAGA subunit Spt3 is required for TBP recruitment to promoters, but not for SAGA 

recruitment (Bhaumik and Green 2001, Larschan and Winston 2001), suggesting that SAGA 

binding to promoters contributes to TBP binding and not vice versa. Following transcription 

initiation, a partial SAGA complex without Spt8 stays with Pol II as it transcribes, acetylating and 

removing nucleosomes as Pol II moves through the gene (Govind et al. 2007). SAGA also plays a 

role in elongation, as the subunits Ubp8, Sus1, and Sgf11 deubiquitinate H2B, which leads to 

recruitment of Ctk1 and phosphorylation of serine 2 on the C-terminal domain of Pol II (Wyce et 

al. 2007). 

In addition to large regulatory complexes that help recruit individual components of the 

PIC, there are also proteins that regulate TBP, such as the Swi2/Snf2 family member modifier of 
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transcription 1 (Mot1), which dissociates TBP in an ATP-dependent manner (Auble and Hahn 

1993, Auble et al. 1994, Adamkewicz et al. 2000). Mot1 has been shown to both negatively and 

positively regulate transcription by removing TBP from DNA using ATP hydrolysis. TBP can 

either be removed from correct binding sites to repress transcription, or be removed from non-

specific sites to allow for correct binding and promote transcription through subsequent PIC 

assembly (Madison and Winston 1997, Muldrow et al. 1999, Poorey et al. 2013, Zentner and 

Henikoff 2013). This activity is responsible for the dynamics of TBP genome-wide (Sprouse et al. 

2008) and helps to regulate activated transcription (Auble 2009). In addition to its role in 

initiation, Mot1 has been shown to play a role in elongation (Poorey et al. 2010).  

Another regulator of TBP is negative cofactor 2 (NC2), a factor that has been shown to 

block PIC assembly following TBP binding to DNA in vitro (Meisterernst and Roeder 1991) and 

it also allows TBP to relocate along the DNA (Schluesche et al. 2007). Similar to Mot1, NC2 is 

known as a global transcriptional repressor, but also has a role in gene activation (Prelich 1997, 

Geisberg et al. 2001, Dasgupta et al. 2002). NC2 can bind TBP and prevent other GTFs from 

binding and it can also move TBP away from core promoters by diffusing along the DNA (Auble 

2009). Gene activation can potentially be aided by NC2 stabilizing weak TBP-DNA interactions 

(Cang and Prelich 2002) or by moving TBP along DNA to other promoters. Both Mot1 and NC2 

have been found in high proportions at active promoters (Geisberg et al. 2002, Zanton and Pugh 

2004, Huisinga and Pugh 2007) and can both be present at the same promoter at the same time 

(van Werven et al. 2008, Butryn et al. 2015), both working to limit transcription at activated 

genes (Auble 2009).  

Only about 15-20% of the yeast genome contains a TATA box (Basehoar et al. 2004) but 

the “TATA-less” promoters still require TBP (Pugh and Tjian 1991). It was thought that these 

two types of promoters direct different pathways for recruitment of TBP and/or PIC assembly. 

The Pugh lab study suggests that genes under selective pressure that need to be more adaptable, 

such as genes implicated in response to different environmental stressors, are mainly TATA-
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containing, while the housekeeping genes are generally TATA-less. Additionally, TATA-

containing genes tend to undergo more regulation by chromatin remodelers compared to the 

TATA-less genes (Basehoar et al. 2004). Using a temperature sensitive strain for taf1, a subunit 

in TFIID, it was found that the majority of the TATA-containing promoters were TAF1-

independent, while most of the TATA-less promoters were TAF1-dependent (Basehoar et al. 

2004). A mutant strain for the SAGA subunit Spt3 showed the opposite results: TATA-containing 

genes were SAGA-dependent and TATA-less genes SAGA-independent (Basehoar et al. 2004). 

This is not entirely surprising since TFIID is needed to deliver TBP to TATA-less promoters, but 

other studies have shown that SAGA and TFIID can partially compensate for loss of the other at 

most genes, so there is some fluidity in the genes they target (Lee et al. 2000, Huisinga and Pugh 

2004). While in general, the TATA-containing genes represent the highly regulated stress-

response genes and the housekeeping genes are predominantly TATA-less, it’s important to note 

that regulation of both sets of genes involves both TATA-containing and TATA-less genes, not 

only one or the other, as well as factors like TFIID and SAGA (Basehoar et al. 2004); the 

thinking in the field has been that these two classes are more “exclusive” instead of “dominant” 

(Taatjes 2017). A difference in nucleosome positioning and TBP turnover rates has been 

implicated in the two promoter classes (van Werven et al. 2009). However, work from the Hora 

and Hahn labs has revisited the question of TFIID v. SAGA regulation by measuring newly 

synthesized RNA in depletion strains to determine the dependence of different genes on each 

regulator. They found that both SAGA and TFIID are recruited genome-wide and are required for 

Pol II transcription (Baptista et al. 2017, Warfield et al. 2017). The class distinctions made are 

still important however, as they may reflect other regulatory process happening at distinct 

promoter classes, such as the influence of Mediator (Taatjes 2017). Under stress conditions there 

could also be more of a distinction in class regulation. While Baptista et al. (2017) looked at the 

transcriptional dependence of Pol II on TFIID under stress conditions using depletion strains, 

Warfield et al. (2017) did not look at SAGA dependence under these same stress conditions. Heat 
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shock lowered the dependence of transcription on TFIID by ~1.8 fold, but this change was 

approximately equal across all classes (traditional SAGA- v. TFIID-regulated, TATA consensus 

v. no TATA consensus) (Baptista et al. 2017). There may be more of a dependence on SAGA at 

the stress-response genes under stress conditions even though TFIID is still involved at these 

genes, but this remains to be tested.   

 

Current understanding of preinitiation complex dynamics 

 Transcriptional regulation depends on the correct timing of specific factors binding to 

chromatin to control gene expression. As discussed in the previous section, transcription factor 

binding can be influenced by a variety of factors in response to environmental cues to adjust 

cellular processes accordingly. It’s important to know how long these factors are bound to 

chromatin in order to understand how they assemble and work together to regulate transcription. 

Earlier in vitro studies suggested that some of the GTFs, including TBP, remained stably bound 

after transcription initiation (Zawel et al. 1995, Yudkovsky et al. 2000, Hahn 2004). However, 

recent work has found that TBP is actually highly dynamic in vivo (Sprouse et al. 2008, Auble 

2009, van Werven et al. 2009, de Graaf et al. 2010, Zhang et al. 2016). This finding is not limited 

to TBP, as other factors have also been shown to transiently interact with chromatin in vivo 

(McNally 2000, Dion et al. 2007, Karpova et al. 2008, Hager et al. 2009, Lickwar et al. 2012, 

Morisaki et al. 2014) when some were previously observed to stably interact with DNA in vitro 

(Perlmann et al. 1990). It is important to develop methods to capture and measure dynamics of 

protein-chromatin interactions in vivo to answer biological questions regarding the stability and 

assembly of these factors and how that correlates to transcriptional output at individual loci. 

 There are two broad categories of methods for measuring in vivo chromatin binding 

dynamics: imaging approaches and chromatin immunoprecipitation (ChIP)-based approaches 

(Figure 1.4). Live cell imaging approaches include FRAP (fluorescence recovery after 

photobleaching), FLIP (fluorescence loss in photobleaching), FCS (fluorescence correlation 
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spectroscopy), TICS (temporal image correlation spectroscopy), and SMT (single molecule 

tracking) (Mueller et al. 2013); these techniques have been employed for measuring TF mobility 

utilizing fluorescent tags on TFs of interest (Becker 2002, de Graaf, Mousson et al. 2010). With 

the possibility of engineering transcription factors with fluorescent labels, FRAP studies were 

able to view the movement of labeled factors in live cells, providing evidence that binding events 

were highly dynamic (Hager et al. 2009). FRAP measures the rate of recovery of fluorescently 

tagged proteins into a photobleached area of the cell. The resulting recovery curves represent the 

ensemble dynamics of all tagged proteins rather than the binding behavior at a particular 

chromosomal locus. The measurements can be modeled to extract the average length of binding 

events, length of diffusion events, and the average of the on and off rates (Sprague et al. 2004). 

Since the implementation of FRAP, other fluorescent techniques have been employed, such as 

FCS, which measures fluorescence fluctuations as fluorescently tagged proteins move in and out 

of a sub-micron sized volume (Mueller et al. 2013). This technique is able to make measurements 

on the sub-millisecond scale, which is much faster than the scale detectable by FRAP (Chen et al. 

2008). FRAP, FLIP, and SMT all have resolution on the millisecond scale (Mueller et al. 2013).  

The FRAP technique can be used to distinguish different DNA binding rates, as proteins that 

do not bind DNA return to the laser-bleached spot quickly, but proteins that are part of a complex 

or bind DNA have a slower recovery; general assembly patterns can be inferred by comparing 

these measurements. The recovery rate of proteins can be examined under different experimental 

conditions, which was done for several of the general transcription factors (Sprouse et al. 2008). 

FRAP curves for Pol II, TBP, TFIIB, the TFIID component TAF1, and the Pol II large subunit 

Rpb1 were measured. The individual components all had different recovery rates, with TBP 

recovering in about 15 seconds, indicating the highly dynamic binding nature of this factor. 

Recovery rates were also measured with mutated mot1, which caused the TBP recovery time to 

decrease due to loss of the regulatory function of Mot1, and a chromatin-binding compromised  
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Figure 1.4. Techniques to measure chromatin binding dynamics. Overview of methods used 

for measuring chromatin-binding dynamics in vivo.  The gray sphere represents a TF and its 

reversible interaction with DNA (gray helix) is shown by the black arrows.  The various 

experimental approaches in use are shown by the names and acronyms arrayed around the TF and 

DNA.  See text for explanation of each method and supporting references.  The solid gray 

rectangle highlights SMT as an approach that monitors the behavior of single molecules, which is 

in contrast to the other methods (bracketed by dashed rectangles), which measure the ensemble 

behavior of populations of molecules.  
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TBP mutant V71R, which showed increased recovery time since V71R TBP does not bind DNA 

(Sprouse et al. 2008). By looking at several factors in the PIC in different mutant strains, the 

regulation of these factors can be determined based on the effect on binding dynamics when 

certain mutations are made. This can also provide insight into how the components of the PIC are 

recruited and stabilized in vivo.  

FLIP is a technique similar to FRAP, but instead of bleaching an area and measuring the 

recovery of the fluorescent signal, an area is bleached repeatedly and images are taken between 

each bleaching step to measured the signal decay (Mueller et al. 2013). The FLIP technique can 

be combined with FRAP to quantify binding dynamics; two regions in a nucleus are compared 

simultaneously over time, but only one of them is bleached. This technique is especially useful 

for determining the residence time of a protein in subnuclear structures (van Royen et al. 2009). 

While both FRAP and FLIP offer a way to measure the ensemble dynamics of a factor with a 

fairly long residence time compared with other fluorescent techniques, the protein of interest must 

be expressed at fairly high levels to visualize, subpopulations of very transient binding 

interactions can be masked, and these techniques don’t yet have the sub-millisecond resolution 

needed for some binding interactions (Mueller et al. 2013).  

In FCS, the fluorescent signal of a certain volume is measured over time. This signal is 

then usually fit to a diffusion model with two distinct species: one fraction that is freely diffusing 

and the other fraction representing chromatin binding; this is also how FRAP data is fit (Mikuni 

et al. 2007). Slower moving factors remain correlated with the earlier measurements since they 

are not moving out of the defined volume, while more transient factors have less of a correlation 

(Mueller et al. 2013). TICS is similar to FCS, but looks at all pixels in an image sequence instead 

of a small volume. Both of these techniques can measure events as fast as a microsecond (Chen et 

al. 2008), but TICS is preferred when measuring longer binding events because photobleaching is 

more uniform, which makes it easier to correct for during analysis.  Additionally, these 

techniques work best with low fluorescence, so factors present at low cellular concentrations are 
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ideal (Chen et al. 2008). However, cell movement is a limiting factor, as correlation is sensitive to 

small changes in movement of the cell (Mueller et al. 2013). 

Unlike the previous fluorescent approaches, SMT is able to track single labeled proteins 

over time instead of measuring ensemble movements, which allows the full distribution of 

dynamics to be observed, as some sub-groups can be masked with ensemble measurements (Li 

and Xie 2011, Mueller et al. 2013). This technique works best with low concentrations of labeled 

proteins, and because there are no assumptions about protein dynamics in the analysis, this type 

of data can help inform the model selection for other techniques like FRAP and FCS (Mazza et al. 

2012). SMT is best for binding dynamics that occur on the order of seconds (more transient 

interactions) (Mueller et al. 2013). A recent study utilized a modified version of SMT to quantify 

binding dynamics of TFIID, TFIIA, and TFIIB to in in vitro TATA-containing promoter. TFIIB 

promoter binding lasted only a few seconds in the absence of Pol II/TFIIF, but bound the DNA 

for minutes if they were present, giving insight into the assembly process as well as the effect that 

other transcription factors can have on binding dynamics of another factor (Zhang et al. 2016).  

Recently, FRAP, FCS, and SMT results have converged to yield consistent parameters 

for a few TFs (Mazza et al. 2012, Mazza et al. 2013). The general agreement between these 

methods provides a critical framework for addressing unanswered questions in the field, 

particularly those requiring new methods, which will need to be appropriately validated.  Under 

some circumstances it is possible to measure transcription factor binding to a particular native 

locus in vivo (Elf et al. 2007, Karpova et al. 2008) and several studies have used amplified gene 

arrays to capture transient factor binding (McNally 2000, Yao et al. 2006, Karpova et al. 2008, 

Rafalska-Metcalf et al. 2010), but it is unknown how this artificial system correlates with the true 

single copy gene binding dynamics (Mueller et al. 2013). Most imaging studies have inferred 

factor binding properties without identification of the specific chromatin sites to which the 

observed factor associates.  This limitation has spurred work exploiting the localization precision 

of the ChIP assay to extract transcription factor binding dynamics information.   
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The ChIP-based techniques we use to extract transcription factor binding dynamics will 

be discussed in detail in Chapters II and III. All three methods measure ensemble dynamics at 

single loci on the time scale of minutes to an hour, with potential to measure dynamics on the 

seconds scale. As the field moves forward, it will be important to compare fluorescent and ChIP-

based approaches to better understand the dynamics of transcription factors. Each method has 

limitations that another method may be able to compensate for or complement. These methods 

may also measure different aspects of binding, which will be important to figure out when 

consensus is not reached between methods. The more information available about binding 

dynamics of a factor, the more we will know about how it is regulated and works in the process of 

transcription in vivo. By coupling techniques that measure residence time with those that measure 

dynamics of transcription, we can better understand the molecular mechanisms of gene 

expression in cells.   

 

Summary 

 Transcription is a complex and highly regulated process that requires the coordination of 

a myriad of proteins. One crucial step is establishment of a productive PIC to initiate 

transcription, including TBP, general transcription factors, and Pol II. The assembly pathway of 

the PIC in vivo is unclear but there is evidence for either a step-wise or random assembly and may 

differ depending on the gene class. Recent studies indicate that the binding of PIC components to 

chromatin in vivo is highly dynamic, unlike the stable interactions indicated by previous in vitro 

studies. There is a need in the field to develop techniques and measure the protein-chromatin 

binding dynamics in vivo at specific promoters to more fully understand how genes are regulated 

in real time, which this study addresses.  
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Scope of this study 

 While much is known about the biochemical properties of transcription factors, their in 

vivo binding dynamics with chromatin are unclear. Previous studies indicated that transcription 

factors are highly dynamic in vivo. The following chapters in this dissertation describe the 

development of three different ChIP-based methods to measure chromatin-binding dynamics at 

single loci: the crosslinking kinetics (CLK) assay, Anchor Away, and Competition ChIP. TBP 

binding dynamics were measured and compared using these three independent methods to 

understand the stability of this protein in vivo (Chapters II and III). An important aspect of a 

ChIP-based technique is formaldehyde crosslinking; there is still much unknown about the 

chemical effects of this molecule in vivo. Through improvement of the CLK assay from the 

previous version, the range of formaldehyde binding dynamics was further investigated, which 

has implications for many techniques using this reagent (Chapter II). 

 The in vivo binding dynamics for the inducible activator Gal4 are also unknown; Gal4 

was thought to very stably bind to DNA but recent studies indicate this interaction is much faster 

than previously thought. Using CLK and Anchor Away, the binding dynamics of Gal4 were 

measured and compared to a microscopic approach that measures the kinetics of RNA synthesis 

(Chapter IV). These dynamics were also measured in strains with a weakened Gal4 binding site 

and disrupted regulatory complex. By comparing these dynamic measurements, important 

biological questions can be answered about how activators are regulated, what complexes they 

recruit or are recruited by, and how their dynamics contribute to transcriptional output. 

 Taken together, this study shows the dynamic nature of transcription factors and provides 

insight into how these dynamics are regulated in vivo. This opens the door for studying dynamics 

of other factors involved in transcription to better understand the molecular mechanisms of this 

highly regulated and complex system.          
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CHAPTER II 

The crosslinking kinetics assay and formaldehyde crosslinking chemistry 

Most of the data in this chapter were published in Zaidi et al., 2017 and Hoffman et al., 2015. 

 

Formaldehyde crosslinking underpins many of the most commonly used 

experimental approaches in the chromatin field, especially in capturing site-specific 

protein–DNA interactions. Extending such assays to assess the stability and binding kinetics 

of protein–DNA interactions is more challenging, requiring absolute measurements with a 

relatively high degree of physical precision. We previously described an experimental 

framework called the crosslinking kinetics (CLK) assay, which uses time-dependent 

formaldehyde crosslinking data to extract kinetic parameters of chromatin binding. Many 

aspects of formaldehyde behavior in cells are unknown or undocumented, however, and 

could potentially affect CLK data analyses. In this chapter, we report biochemical results 

that better define the properties of formaldehyde crosslinking in budding yeast cells. These 

results have the potential to inform interpretations of “standard” chromatin assays, 

including chromatin immunoprecipitation. Moreover, the chemical complexity we 

uncovered resulted in the development of an improved method for measuring binding 

kinetics, which we refer to as CLKv2. Optimum conditions included an increased 

formaldehyde concentration and more robust glycine quench conditions. Notably, we 

observed that formaldehyde crosslinking rates can vary dramatically for different protein–

DNA interactions in vivo. Some interactions were crosslinked much faster than the in vivo 

macromolecular interactions, making them suitable for kinetic analysis. For other 

interactions, we found the crosslinking reaction occurred on the same time scale or slower 

than binding dynamics; for these interactions, it was sometimes possible to compute the in 

vivo equilibrium-binding constant but not binding on- and off-rates. Selected DNA 
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interactions for components of the preinitiation complex displayed dynamic behavior on the 

minutes time scale with this updated method.  

 

Introduction 

Formaldehyde crosslinking and its utility in capturing protein-chromatin interactions 

Prior to its use in the chromatin field, formaldehyde use had a long history in a number of 

fields, including vaccine production (Nencioni et al. 1991, Eckels and Putnak 2003) and histology 

(Werner et al. 2000). We are most interested in its use in chromatin immunoprecipitation 

approaches and protein-protein interaction studies to understand the location and abundance of 

transcription factor binding along DNA. Previous work (see below) has been done to describing 

formaldehyde reactivity toward proteins, DNA, and their constituent monomers.  This 

information provides a basis for understanding how formaldehyde functions in widely used 

assays in the chromatin field, and conversely, highlights less well-understood aspects of 

formaldehyde behavior in cells.  These issues are of significance for designing crosslinking-based 

studies as well as for properly interpreting the resulting data.  The analysis of formaldehyde-fixed 

chromatin has provided fundamental insights into where and when regulatory factors associate 

with the DNA template in vivo, but it in general does not provide unambiguous information about 

chromatin binding kinetics or an absolute measure of fractional occupancy.  A major goal of 

ongoing work is to understand kinetic and thermodynamic aspects of chromatin complex 

assembly at single copy loci in vivo.  Development of experimental strategies to achieve these 

goals will require a deeper and more comprehensive understanding of the effects mediated by 

formaldehyde in cells. Figure 2.1 shows the main features of formaldehyde interactions with and 

trapping of macromolecular complexes in cells.  
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Figure 2.1.  This cartoon depicts the main aspects of formaldehyde reactivity in cells.  The 

dashed arc represents cell or nuclear membranes, which are thought to be highly permeable to 

formaldehyde (red circles).  The thick black curved line represents DNA, shown assembled as 

nucleosomes (light gray circles).  A chromatin interacting factor is schematized in cyan, with 

other partner proteins shown in blue and purple. Small molecules such as glycine and Tris that 

react with formaldehyde and can therefore quench reactivity with cellular constituents are shown 

as green circles.  Formaldehyde can crosslink macromolecules together as well as modify 

exposed groups on macromolecules, forming a product species potentially stabilized by reactivity 

with a quencher. Quenchers are ordinarily added to the extracellular milieu and may exert their 

main effects outside the cell.   
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Basic chemistry of formaldehyde 

Formaldehyde is the smallest aldehyde, an electrophilic molecule susceptible to chemical 

attack by a wide range of nucleophilic species of biological interest.  The chemical complexity of 

formaldehyde-mediated reaction products was investigated more than 70 years ago (Fraenkel-

Conrat et al. 1945).  Initially using amino acids, and subsequently proteins and other substrates, it 

was shown that formaldehyde reacts in vitro with a wide range of functional groups, forming a 

complex array of products (Fraenkel-Conrat and Olcott 1948).  It has been known since the 1940s 

that such products can include intramolecular and intermolecular crosslinked species, and that the 

reaction conditions (e.g. pH, temperature) can strongly influence the nature, yield, and half-life of 

chemical modifications (French and Edsall 1945).  The concentration of formaldehyde used, 

incubation times, and other conditions can vary substantially among different applications 

employing formaldehyde fixation, yielding very different chemical products (reviewed in 

(Sutherland et al. 2008)).    

Formaldehyde reacts with macromolecules in several steps (Figure 2.2).  In the first step, 

a nucleophilic group on an amino acid or DNA base (for example) forms a covalent bond with 

formaldehyde, resulting in a methylol adduct which is then converted to a Schiff base.  Methylols 

and Schiff bases can decompose rapidly (Metz et al. 2004) or may be stabilized in a second 

chemical step involving another functional group, often on another molecule, leading to 

formation of a methylene bridge (Feldman 1973).   A methylene bridge might form between a 

solvent-exposed group on a macromolecule and a small molecule in solution such as glycine, 

which is frequently used as a formaldehyde quencher.  Alternatively, and of most interest to 

biologists, is the formation of a covalent bond linking functional groups in two different 

macromolecules.  The small size of formaldehyde dictates its linkage of groups that are ~2 

angstroms apart, making it well suited for capture of interactions between macromolecules that 

are in close proximity (Solomon and Varshavsky 1985, Quievryn and Zhitkovich 2000).  
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(Commercial preparations of formaldehyde may also contain formaldehyde aggregates (Toews et 

al. (2008) whose reactivities and distance spanning capabilities are unclear.)  

 

 
 

Figure 2.2.  Formaldehyde crosslinking of biomolecules occurs in two steps. First, 

formaldehyde reacts with a relatively strong nucleophile, most commonly a lysine ε-amino group 

from a protein. This reaction forms a methylol intermediate that can lose water to yield a Schiff 

base (an imine). Second, the Schiff base reacts with another nucleophile, possibly an amino group 

of a DNA base, to generate a crosslinked product. This second nucleophile might be from DNA, 

another protein, the same protein as the first nucleophile, a quencher molecule, or other 

endogenous small molecule, and therefore a protein-DNA crosslink is only one of many possible 

products. All of the reactions in this two-step process are reversible, which is a key feature of 

formaldehyde crosslinking for chromatin capture. A specific example of a protein-DNA crosslink 

is shown. The atoms are color coded to match those of Figure 2.1: protein (cyan), formaldehyde 

(red), DNA (black).  
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Formaldehyde reactivity with proteins 

As studies of formaldehyde reactivity became more sophisticated, it was found that 

conditions that more closely resemble those used for crosslinking components in cells yield a 

subset of the products identified in the earlier studies (Toews et al. 2008).  Using model peptides, 

formaldehyde was found to react with N-terminal amino groups and side chains of cysteine, 

histidine, lysine, tryptophan and arginine (Metz, Kersten et al. 2004).  Reaction products were in 

some cases influenced by the peptide sequence, yielding intramolecular crosslinks as well as 

linkages of the N-terminus and histidine, asparagine, glutamine, tryptophan, tyrosine and arginine 

residues to glycine molecules added to the reaction (Metz, Kersten et al. 2004).  Despite the long 

incubation time (48 hours), adducts were not detected between glycine and peptide cysteine or 

lysine residues.  Subsequent work employing model substrates along with formaldehyde 

concentrations and reaction times more in line with those used with cells identified a smaller 

subset of formaldehyde reaction products involving lysine, tryptophan and cysteine side chains as 

well as the peptide N-terminus (Toews et al. 2008).  Such studies have often been motivated by 

interest in developing techniques for analysis of native protein complex subunit composition.  As 

discussed more below, the rapid reactivity of formaldehyde with cellular components suggests 

that cells are highly permeable to formaldehyde, and the requirement for crosslinked groups to be 

closely apposed makes formaldehyde a good candidate for capturing macromolecular complexes 

in vivo containing specific but unstably bound subunits, which can then be analyzed by mass 

spectrometry (Klockenbusch et al. 2012).   

In discussing the complexity of crosslinked complexes formed by incubation of cells with 

formaldehyde, it is important to distinguish between two types of complexity. The first is the 

chemical complexity arising from the variety of macromolecular functional groups that can 

potentially react with formaldehyde, and the second is complexity associated with the types and 

numbers of macromolecules crosslinked to each other.  Although formaldehyde can potentially 

generate a great variety of chemically distinct products in vitro, the biologically relevant chemical 
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complexity is in all likelihood simpler under incubation conditions more typically used for 

analyses of macromolecular complexes in vivo. This is due to several factors, including a lowered 

effective formaldehyde concentration in cells compared to most model experiments in vitro, 

limiting the ability of formaldehyde to locate and interact with a functional group. While there is 

much greater macromolecular diversity in cells than in typical in vitro experiments, native 

macromolecules likely provide a smaller range of chemically reactive groups than model 

substrates used in vitro.  As discussed below, N-terminal amino groups may be less available and 

side chains are less accessible to formaldehyde crosslinking due to protein tertiary structure in 

native proteins. These factors would decrease the proportion of potentially chemically reactive 

groups and allow for a smaller, less diverse set of chemical products in vivo.  For instance, 

reactivity with native proteins is limited to those nucleophilic groups that are accessible to 

formaldehyde, and indeed, studies exploring differential formaldehyde reactivity have been used 

to provide insight into enzyme structure and catalytic function (Means and Feeney 1995).  

Solvent accessible lysine residues have been found to provide the most reactive functional groups 

in native proteins, and moreover, modification of native proteins by formaldehyde does not 

appear to alter tertiary structure very much (Toews et al. 2010).  This is consistent with early 

work in the chromatin field that established that lysine residues are the predominant sites of 

formation of methylene bridges in histone complexes; such studies led to the suggestion as well 

that formaldehyde crosslinking does not in general perturb protein structure (Jackson 1978).  The 

apparent preference of formaldehyde for accessible lysine residues may explain in part why 

formaldehyde has emerged as the crosslinker of choice for trapping protein-DNA complexes, as 

lysine residues are common mediators of interactions with DNA (Rohs et al. 2010).  The 

differential reactivity of accessible groups on protein surfaces has also been explored to 

understand how formaldehyde fixation impacts epitope recognition by antibodies (Vani et al. 

2006).  Of note, the potential for formaldehyde to affect antibody recognition could possibly 

impact a wide range of experiments that require quantification of recovered fixed material by 
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immunoprecipitation.  Conditions can often be worked out such that formaldehyde treatment does 

not adversely impact antibody recognition (Vasilescu et al. 2004, Klockenbusch and Kast 2010), 

but to our knowledge this has not been examined in great detail in the chromatin field.  

Importantly, the apparent predominance of a subset of reactive sites on macromolecules under 

typical experimental conditions is not to suggest that overall crosslinking complexity in cells is 

necessarily simple. Even though in vivo crosslinking is probably predominated by a subset of the 

chemical products observed in vitro, there is potential for macromolecules to become crosslinked 

together in multiple ways and in multiple combinations, forming larger daisy-chained structures 

that complicate in vivo crosslinking results. Indeed, there is some evidence that formaldehyde 

treatment of cells can result in higher order chromatin or nuclear structures whose formation may 

yield misleading interpretations of chromatin association data by trapping factors within dense 

crosslinked networks (Schmiedeberg et al. 2009, Gavrilov et al. 2015).    

 

Formaldehyde reactivity with DNA 

Formaldehyde reacts with amino and imino groups of DNA bases, and extensive studies 

have been performed to document kinetic and thermodynamic aspects of such reactions 

(Fraenkel-Conrat 1954, Haselkorn and Doty 1961, McGhee and von Hippel 1975, McGhee and 

von Hippel 1975).  While formaldehyde reactivity with proteins does not appear to perturb 

protein tertiary structure, formaldehyde reactivity with DNA is notably different as covalent 

modification of DNA bases requires disruption of base pairing in duplex DNA, and in fact, 

formaldehyde was used in pioneering studies to probe DNA melting (Utiyama and Doty 1971, 

von Hippel and Wong 1971, McGhee and von Hippel 1976, Shikama and Miura 1976, McGhee 

and von Hippel 1977).  Modified bases are thus precluded from base pairing and promote further 

DNA denaturation (Utiyama and Doty 1971).  This likely occurs to some extent in stretches of 

naked DNA in cells treated with formaldehyde, although under typical conditions employed for in 

vivo studies, the recovered DNA is by and large suitable for enzymatic manipulation (Gavrilov 
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and Razin 2009).  Formaldehyde modification of naked DNA in vitro may be more extensive 

(Wu et al. 2011).  Conformational changes in DNA that promote formaldehyde reactivity have 

been referred to as DNA “breathing” or base flipping.  Measurement of the rates of such 

spontaneous conformational changes is an active area of investigation (Yin et al. 2014) and it is 

unclear what specific DNA conformational changes are required to allow reaction of DNA bases 

with formaldehyde (i.e., full extrahelical extrusion of a DNA base may not be required).  The 

rates of formaldehyde reactivity with naked DNA in vitro were found to be orders of magnitude 

below (faster than) diffusion-limited rates, although these studies make clear that reaction 

conditions can have large effects on reactivity and indeed, it was recognized early on that it 

would be difficult to extrapolate rates of reaction obtained in relatively simple in vitro systems to 

other more complex systems, let alone in vivo (McGhee and von Hippel 1975).   

 

Capture of protein-DNA complexes with formaldehyde crosslinking 

The early use of formaldehyde as a probe of macromolecular structure led to the 

discovery that formaldehyde can crosslink histones to DNA (Brutlag et al. 1969).  Retrieval of the 

crosslinked complexes and analysis of the associated DNA then gave birth to the ChIP assay 

(Gilmour and Lis 1985, Solomon and Varshavsky 1985, Solomon et al. 1988), which has become 

ubiquitous in the chromatin field in an ever-expanding number of variations (Collas 2010).  

Although ChIP assays performed without crosslinking have proven valuable for analyses of stable 

chromatin complexes (Kasinathan et al. 2014), crosslinking has made it possible to identify 

interactions that would not otherwise withstand the isolation procedure.  Given the utility of 

crosslinking and its critical role in establishing many of the principles underlying the current 

understanding of chromatin structure and function, a clear picture of formaldehyde chemistry is 

critical to ensure that any biases resulting from formaldehyde crosslinking are taken into account.   

The ability of formaldehyde to crosslink amino acids to DNA bases has been examined 

systematically in vitro.  In comparing the products of reactions containing lysine, cysteine, 
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histidine, or tryptophan with each of the four DNA bases, the highest yield of crosslinked product 

was obtained with lysine and deoxyguanosine (Lu et al. 2010), consistent with lysine being most 

reactive among residues in native proteins described above.  Similar results were obtained using 

short peptides and trinucleotides (Lu  et al. 2010).  In the context of protein-DNA interactions, the 

first chemical step could involve reaction with either an amino acid side chain in a protein, the 

protein N-terminus, or an amino or imino group on a DNA base; importantly, however, the ε-

amino group on the lysine side chain is a better nucleophile than are the amino/imino groups on 

DNA bases whose lone pair electrons are delocalized in the aromatic ring due to less steric 

hindrance.  For this reason it seems reasonable to speculate that in most crosslinked protein-DNA 

complexes, a Schiff base is formed on a lysine residue first, followed by nucleophilic attack by 

the DNA base held in proximity to the side chain, resulting in a methylene bridge.     

Interestingly, and in line with this idea, formaldehyde reactivity with DNA was 

stimulated substantially by adding amino acids or histones to an in vitro reaction, resulting in 

stable products that in some cases contained both DNA and the protein or amino acid (Siomin et 

al. 1973).  The ~20-30-fold stimulation in the reaction rates observed in these early experiments 

by addition of glycine or lysine (for example) was striking; furthermore, formaldehyde 

crosslinking of proximal functional groups on specific, stable macromolecular complexes 

presumably can occur even faster owing to the constrained physical proximity of the reacting 

species (Jencks 1997).  In addition to the ubiquity of lysine side chains in DNA-binding proteins 

(for interaction with the phosphate backbone), the DNA bases provide a high density of amino 

and imino groups along the length of the nucleic acid.  These two features may contribute to the 

relatively higher yield of protein-DNA crosslinks compared to protein-protein crosslinks as 

measured by conjugation of chromatin regulatory complexes that interact indirectly with DNA 

(Zeng et al. 2006).  It has been observed that for some transcriptional co-regulators, protein-

protein crosslinks are not efficiently detected between factors that interact with chromatin 

indirectly when using 3C methods; this could be due to either inefficiencies in formaldehyde 
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crosslinking between proteins (due to non-optimal reactive side chain availability) or rarity of 

these protein-protein interactions (Gavrilov et al. 2015).  

Several different crosslinking agents have been used in ChIP (Nowak et al. 2005) but all 

of the features described above including cell permeability, short spacer length, rapid reactivity- 

as well as reversibility (discussed below)- have led to formaldehyde becoming the crosslinking 

agent of choice for ChIP.  This utility has been borne out by many genome-wide studies that have 

shown how profiles of crosslinked complexes capture transcription factor binding to 

physiologically significant DNA sites (for example, see (Ren et al. 2000, Harbison et al. 2004, 

Venters et al. 2011).  Since DNA site-specific transcription factors can also bind to nonspecific 

sites (Elf et al. 2007, Hager et al. 2009, Mirny et al. 2009, Hammar et al. 2012), crosslinking of 

non-specifically bound proteins to DNA would be expected to occur and may account in part for 

binding events detected in genome-wide studies that cannot be readily explained physiologically.  

Non-DNA binding proteins are not crosslinked to chromatin (Solomon and Varshavsky 1985, 

Hall and Struhl 2002), and non-specifically bound factors are presumably bound to a multitude of 

disparate sites at low levels consistent with their relative occupancies (Buck and Lieb 2004, 

Struhl 2007).  Analyses of chromatin binding by a series of mutants in the methyl CpG binding 

protein 2 gene led to the conclusion that there is a threshold interaction lifetime of about 5 

seconds required for crosslinking (Schmiedeberg et al. 2009).  However, it has been possible to 

ChIP transcription factors whose interactions with chromatin are known from imaging studies to 

be highly transient (~few seconds time scale) (Mazza et al. 2013, Chen et al. 2014, Stasevich et 

al. 2014, Zhang et al. 2016).  Importantly, in vivo ChIP signals have been found to correlate with 

DNA binding specificities and affinities measured in vitro (Toth and Biggin 2000, Kaplan et al. 

2011), supporting the use of formaldehyde for measuring chromatin binding interactions in cells 

with quantitative rigor and over a broad thermodynamic range.  A better understanding of 

formaldehyde’s effects in cells could potentially be obtained by biochemical studies of protein-

DNA complex crosslinking in vitro.  However, while the data are not extensive, it is noteworthy 
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that there are examples in which in vitro and in vivo binding behaviors differ when assessed using 

formaldehyde in one system or another (Solomon and Varshavsky 1985, Toth and Biggin 2000). 

A study by Solomon and Varshavsky (1985) found that histones could be crosslinked to DNA 

both in vitro and in vivo but lac repressor and α-protein could not be crosslinked to DNA in vitro. 

Additionally, pronase-digested SV40 chromosomes treated with formaldehyde in vivo were 

suggested to have crosslinks within digested DNA fragments, similar to in vitro treatment, but 

also between these fragments. Toth and Biggin (2000) were able to crosslink the Eve protein to 

DNA in vitro but not in vivo; however, they were able to crosslink another Drosophila protein, 

Zeste, to DNA both in vitro and in vivo.     

 

Kinetics and stability of formaldehyde-mediated crosslinks 

Formaldehyde crosslinking in chromatin studies typically employ relatively low 

formaldehyde concentrations (1%/360 mM or less).  The relatively easy detection of protein-

DNA complexes following incubation times of 30 min or less suggests that macromolecular 

crosslinking occurs relatively rapidly, as suggested by the earliest ChIP experiments (Solomon 

and Varshavsky 1985, Solomon, Larsen et al. 1988, Dedon et al. 1991).  Relatively rapid 

formaldehyde reactivity in cells is also consistent with the ability to distinguish ChIP signals over 

short time intervals (seconds to minutes) (Hall and Struhl 2002, Katan-Khaykovich and Struhl 

2002, Poorey et al. 2013).  Formaldehyde crosslinks are quite stable in vivo compared to the 

durations of most crosslinking experiments, with crosslink half-lives of ~10-20 hours depending 

on the cell type and conditions (Quievryn and Zhitkovich 2000).  In ChIP experiments, crosslinks 

are most often reversed by heat (Jackson 1978).  The reversibility of formaldehyde crosslinking 

has been explored in some detail in an effort to recover proteins from fixed tissue and cell 

samples (Shi et al. 2013).  The temperature and salt concentration dependence of the 

formaldehyde crosslink reversal rate has been established, revealing a crosslink half-life 

consistent with the estimate of crosslink half-life in cells (tens of hours at 37 °C) (Kennedy-
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Darling and Smith 2014). That study also quantitatively showed the extent to which heat can 

increase the crosslink reversal rate.  More such measurements on other aspects of crosslinking 

chemistry will be useful in developing a quantitative understanding of how the abundance of a 

particular crosslinked species obtained under some set of conditions (i.e. the effect of pH, 

quencher choice and concentration, and formaldehyde concentration) relates to dynamic aspects 

of complex assembly/disassembly and stability (Poorey et al. 2013).  

 

Quenching and reversal of formaldehyde-mediated crosslinks 

To limit formaldehyde reactivity to a particular time interval, unreacted formaldehyde is 

quenched with an excess of a small reactive molecule added to the reaction (Figure 2.3).  

Quenching is important but not well understood (Sutherland et al. 2008).  Glycine has been 

typically used as a sink for unreacted formaldehyde in ChIP (Kuo and Allis 1999, Nowak et al. 

2005) as well as in approaches to map higher order chromatin structure (de Wit and de Laat 

2012).  The efficacy of glycine is improved by reduced pH, but detailed studies of the quenching 

reaction have not been reported (Sutherland et al. 2008).  In principle, formaldehyde crosslinking 

could be quenched by reaction of the quencher with formaldehyde molecules in solution or 

reaction with formaldehyde conjugates on other molecules in the cell, if the quencher is readily 

cell permeable.  As discussed above, formaldehyde-mediated glycine conjugates have been 

detected or inferred in vitro, although there was no evidence for such conjugates seen in proteins 

analyzed from formaldehyde-treated cells (Vasilescu et al. 2004, Sutherland et al. 2008, Poorey et 

al. 2013).  On the other hand, evidence suggests that glycine-DNA conjugates are formed in an in 

vitro reaction (Wu et al. 2011). Despite the fact that glycine has been used routinely to quench 

crosslinking, Tris3 is a more efficient quencher (Sutherland et al. 2008), which can be explained 

chemically by the ability of Tris to form a cyclic product upon reaction with formaldehyde (Wu et 

al. 2011) (Figure 2. 3).  However, at higher concentrations of Tris, which would likely be used 
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for quenching, Tris can also facilitate crosslink reversal (Kawashima et al. 2014) thereby 

potentially impacting the yield of crosslinked material.  

 

 
 
Figure 2.3.  Formaldehyde quenching reactions with glycine and Tris, the two most 

common quenchers. The chemical reactions are analogous to those shown in Figure 2.2 with the 

amino group of glycine or Tris acting as the primary nucleophile. The Schiff base formed from 

glycine may or may not react with a second nucleophile, but regardless, the crosslinking between 

macromolecules has been quenched. The Tris molecule has readily available second nucleophiles 

(hydroxyl groups) that create stable intramolecular five-membered rings. It is also possible for 

Tris to react with two formaldehyde molecules, leading to the final product shown. The 

propensity for Tris to form these stable intramolecular products likely allows it to scavenge 

formaldehyde from other molecules and thereby facilitate crosslink reversal.  The atoms are color 

coded: quencher (green), formaldehyde (red), miscellaneous nucleophile (brown).  

 

 The crosslinking kinetics (CLK) assay 

Gene regulation is a complicated and highly regulated process involving the coordinated 

assembly of dozens of proteins on promoter DNA within the context of chromatin (Kim et al. 

2005, Consortium 2012, Rhee and Pugh 2012, Dowen et al. 2014).  As discussed in Chapter 1, in 

vitro studies have provided a structurally detailed paradigm for how the transcription preinitiation 

complex (PIC) is assembled and regulated (Horn et al. 2016, Coulon et al. 2013, Cramer 2014, 
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Hager, McNally et al. 2009, He, Fang et al. 2013, Luse 2013, Zawel and Reinberg 1992, 

Conaway and Conaway 1993, Roeder 1996), but less is known about the dynamic assembly of 

PICs in vivo or how transcription factors (TFs) contribute kinetically to PIC assembly or to the 

rate of the initiation of synthesis of individual RNAs.  To develop molecular models for how 

these processes occur in vivo, estimates of on- and off-rates for TF binding to specific loci in vivo 

are required.  In instances in which kinetic measurements cannot be made, biophysically rigorous 

estimates of site-specific in vivo affinity (as opposed to estimates of relative affinity) and 

fractional occupancy would be valuable.   

Chromatin immunoprecipitation is quite possibly the most widely used assay for 

characterizing the interactions between TFs and specific sites on chromatin and typically uses 

formaldehyde to crosslink TFs to their chromatin sites (Solomon and Varshavsky 1985).  While it 

is an undeniably powerful approach for determining transcription factor binding locations with 

high precision (Rhee and Pugh 2012), standard ChIP assays are static, non-kinetic measurements 

that do not provide unambiguous insight into the in vivo kinetics of these dynamic interactions. 

Several assays have expanded ChIP to attempt to capture these relationships.  We previously 

developed a ChIP-based method, the crosslinking kinetics (CLK) assay, which exploits the time 

dependence of formaldehyde crosslinking to model chromatin-TF binding dynamics on a broad 

time scale and at individual loci (Poorey et al. 2013).  The basic principle of the method is based 

on the following equation:  

 

A factor can bind and dissociate from chromatin to form a complex at the rate of ka and kd, 

respectively.  When formaldehyde is added to the system, the TF-chromatin complex becomes 

crosslinked at a rate of kxl.  In this approach, cells are incubated with formaldehyde for various 

periods of time, unreacted formaldehyde is then quenched, and the extent of DNA site 

crosslinking of a TF of interest at each time point is quantified by ChIP.  The time-dependent 

Box 1. Overview of the crosslinking kinetic (CLK) 
analysis method 

 
The standard ChIP protocol is commonly used to examine protein-DNA interactions at 
specific, single copy loci in vivo.  However, it does not provide unambiguous information 
about how stable these interactions are.  The CLK method aims to elucidate on- and off- 
rates in vivo based on a mathematical model that determines the dependence of the ChIP 
signal on formaldehyde cross-linked time.  The chemical reaction diagram below (1) 
illustrates the model in which a reversibly formed transcription factor (TF)-chromatin 
complex with on-rate ka and off-rate kd becomes crosslinked upon formaldehyde addition 
with rate kxl: 

!
!
The following assumptions apply to the method: 

1. Binding occurs before crosslinking. 
2. Crosslinking is irreversible. 
3. The unbound factor is in excess and is not depleted by formaldehyde. 
4. Formaldehyde is not limiting. 

 
It is important to note than no assumptions are made about the rates of crosslinking or TF 
binding/dissociation.   

Standard principles of chemical kinetics were applied to derive a mathematical model of 
the above time-dependent process in which the amount of crosslinked material at time t 
of crosslinking (θxl(t)) is quantified by ChIP.  The resulting differential equation 
describing the time-dependent change in ChIP signal was analytically solved and 
includes as variables the on-rate for TF binding, the off-rate, the crosslinking rate, the 
concentration of the TF in the nucleus (CTF), and the concentration of formaldehyde 
(CFH):   

!!
 
The full equation is mathematically complex, but has the following general form with 
two exponential terms: 

!
!
The!concentration!of!formaldehyde!is!known!and!the!concentration!of!the!TF!in!the!
nucleus!can!be!measured.!!The!assumption!that!the!TF!is!not!depleted!by!
formaldehyde!treatment!can!be!tested!experimentally!by!measuring!the!level!of!
soluble!TF!in!cell!extracts.!!Likewise,!the!assumption!that!formaldehyde!is!not!
limiting!can!be!tested!by!using!different!formaldehyde!concentrations.!The!rate!

 
TF + chromatin ka

kd
! ⇀!!↽ !!! complex kxl

formaldehyde⎯ →⎯⎯⎯⎯ crosslinked

θ xl (t) = f [ka ,kd ,kxl ,CTF ,CFH ]

θ xl (t) = 1− Ae
−ct − Be−dt

(2) 

(3) 

(1) 
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increase in ChIP signal results from a combination of time-dependent formaldehyde reactivity 

and time-dependent binding of free TF molecules to unoccupied DNA sites in the cell population 

and eventually reaches saturation, assuming an excess of TF molecules, where all available 

chromatin binding sites have theoretically been occupied (Figure 2.4).  To distinguish kinetic 

effects of crosslinking chemistry from kinetic effects of TF binding, measurements are made 

using congenic cells differing only in the concentration of TF and the data are fit using both sets 

of data simultaneously (Poorey et al. 2013, Viswanathan et al. 2014).  A number of assumptions 

were made for the development of this model: binding occurs before crosslinking, crosslinking is 

irreversible, the unbound pool of the factor of interest is in excess and not depleted by 

formaldehyde, and formaldehyde is not limiting.  It’s important to note that no assumptions are 

made about the rate of crosslinking or TF binding dynamics.      

 

 

Figure 2.4.  Simulation of the dependence of ChIP signal on formaldehyde incubation time 

with the CLK model. The curve is comprised of two parts: the initial steep rise of the ChIP 

signal is dependent on formaldehyde crosslinking time and the second shallower rise indicates the 
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increase in ChIP signal due to TF dynamics as factors find available binding sites on chromatin 

and are crosslinked.  The bend where the first part of the curve transitions to the second part 

indicates the fractional occupancy of the TF at the specific locus without formaldehyde at steady-

state conditions.   

 

 

  The CLK method modeling was derived from the concept that a TF can only be in three 

states over the course of the assay: bound to DNA but not crosslinked, unbound, or crosslinked to 

DNA. This is represented by the following formula, derived by Stefan Bekiranov and Kunal 

Poorey (Poorey et al. 2013), where θb(t) is the fraction of bound sites, θu(t) is the fraction of 

unbound sites, and θxl(t) is the fraction of crosslinked sites:  

 

The rate of change in the fraction of sites bound by the TF is represented by the following, where 

r1f is the association rate of the TF, r1b is the dissociation rate, and r2 is the crosslinking rate:  

 

and the rate of change of TF crosslinked to binding sites is: 

  

If first-order kinetics are assumed, r1f = kaCTFθu , where ka is the on-rate, CTF is the concentration 
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the number of unbound sites as a function of t, and 𝑛௫௟(𝑡) the number of sites with the TF 
crosslinked to DNA as a function of t, we have 𝑛௦ = 𝑛௕(𝑡) + 𝑛௨(𝑡) + 𝑛௫௟(𝑡).  Dividing 
by the total number of binding sites gives 

 

𝜃௕(𝑡) + 𝜃௨(𝑡) + 𝜃௫௟(𝑡) = 1                                                               (1)   

    

where 𝜃௕(𝑡) = 𝑛௕(𝑡)/𝑛௦ is the fraction of bound sites; 𝜃௨(𝑡) = 𝑛௨(𝑡)/𝑛௦ is the fraction 
of unbound sites; and 𝜃௫௟(𝑡) = 𝑛௫௟(𝑡)/𝑛௦ is the fraction of sites with the TF crosslinked 
to DNA and linearly related to ChIP signals, 𝐼𝑝(𝑡), as 𝜃௫௟(𝑡) = 𝐼𝑝(𝑡)/𝐼𝑝(∞).   

 Based on the kinetic model shown above, the rate of change of the fraction of 
sites bound by the TF is given by 

 

  ௗఏ್(௧)
ௗ௧ = 𝑟ଵ௙ −  𝑟ଵ௕ −  𝑟ଶ                                                  (2) 

 

and the rate of change of sites crosslinked to the TF is 

 

ௗఏೣ೗(௧)
ௗ௧ = 𝑟ଶ                                                                   (3) 

 

Assuming first order kinetics, the overall association- or on-rate of TF binding is 
𝑟ଵ௙ = 𝑘௔𝐶்ி𝜃௨ where 𝐶்ி, 𝜃௨ and 𝑘௔  are the concentration of the TF in the nucleus, the 
fraction of unbound sites, and the molecular on-rate, respectively.  The overall 
dissociation- or off-rate is 𝑟ଵ௕ = 𝑘ௗ𝜃௕ where 𝜃௕ and 𝑘ௗ are the fraction of sites bound by 
the TF, and the molecular off-rate, respectively.  In the absence of cross-linking (𝑟ଶ = 0), 
equation (2) describes the dynamics of a TF binding to its DNA site in vivo.  We assume 
that the crosslinking reaction is first order with respect to the formaldehyde concentration 
(𝐶ிு) and 𝜃௕, giving 𝑟ଶ = 𝑘௫௟𝐶ிு𝜃௕ for the overall rate where 𝑘௫௟ is the molecular 
crosslinking rate. 

Substituting the overall rates into Eq. (2) and (3) yields 

 

ௗఏ್(௧)
ௗ௧ = 𝑘௔𝐶்ி𝜃௨(𝑡) −  𝑘ௗ𝜃௕(𝑡) −  𝑘௫௟𝐶ிு𝜃௕(𝑡)                                   (4) 
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of the factor in the nucleus, and θu is the fraction of unbound sites. The overall dissociation rate is 

r1b = kdθb, where kd is the off-rate and θb is the fraction of sites bound by the TF. If the overall 

rates are substituted into reaction (2), they yield the following:   

 

 

We assume that there are no crosslinked sites before formaldehyde addition (defined as t0). 

Therefore, before crosslinking at time t = 0: 

 

At time t = 0, there is no crosslinking and therefore r2 = 0; equation (2) describes a TF binding to 

its in vivo DNA site in this case.   When we set r2 = 0 and d θb /dt = 0 (steady-state before 

crosslinker is added), the equilibrium fraction of bound sites, θ0
b, at time t = 0 is:   

 

Using equations (1) – (3) and (6) and (7), the fraction of sites with a TF crosslinked, θxl(t), can be 

determined as a function of time:  

           (8) 

In this final equation, τ+ and τ- are two time constants/relaxation times and represent a short and 
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𝜃௕(𝑡) + 𝜃௨(𝑡) + 𝜃௫௟(𝑡) = 1                                                               (1)   

    

where 𝜃௕(𝑡) = 𝑛௕(𝑡)/𝑛௦ is the fraction of bound sites; 𝜃௨(𝑡) = 𝑛௨(𝑡)/𝑛௦ is the fraction 
of unbound sites; and 𝜃௫௟(𝑡) = 𝑛௫௟(𝑡)/𝑛௦ is the fraction of sites with the TF crosslinked 
to DNA and linearly related to ChIP signals, 𝐼𝑝(𝑡), as 𝜃௫௟(𝑡) = 𝐼𝑝(𝑡)/𝐼𝑝(∞).   

 Based on the kinetic model shown above, the rate of change of the fraction of 
sites bound by the TF is given by 

 

  ௗఏ್(௧)
ௗ௧ = 𝑟ଵ௙ −  𝑟ଵ௕ −  𝑟ଶ                                                  (2) 

 

and the rate of change of sites crosslinked to the TF is 

 

ௗఏೣ೗(௧)
ௗ௧ = 𝑟ଶ                                                                   (3) 

 

Assuming first order kinetics, the overall association- or on-rate of TF binding is 
𝑟ଵ௙ = 𝑘௔𝐶்ி𝜃௨ where 𝐶்ி, 𝜃௨ and 𝑘௔  are the concentration of the TF in the nucleus, the 
fraction of unbound sites, and the molecular on-rate, respectively.  The overall 
dissociation- or off-rate is 𝑟ଵ௕ = 𝑘ௗ𝜃௕ where 𝜃௕ and 𝑘ௗ are the fraction of sites bound by 
the TF, and the molecular off-rate, respectively.  In the absence of cross-linking (𝑟ଶ = 0), 
equation (2) describes the dynamics of a TF binding to its DNA site in vivo.  We assume 
that the crosslinking reaction is first order with respect to the formaldehyde concentration 
(𝐶ிு) and 𝜃௕, giving 𝑟ଶ = 𝑘௫௟𝐶ிு𝜃௕ for the overall rate where 𝑘௫௟ is the molecular 
crosslinking rate. 

Substituting the overall rates into Eq. (2) and (3) yields 

 

ௗఏ್(௧)
ௗ௧ = 𝑘௔𝐶்ி𝜃௨(𝑡) −  𝑘ௗ𝜃௕(𝑡) −  𝑘௫௟𝐶ிு𝜃௕(𝑡)                                   (4) 
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ௗఏೣ೗(௧)
ௗ௧ = 𝑘௫௟𝐶ிு𝜃௕(𝑡)                                                                                     (5)  

                  

Boundary Conditions 

The boundary conditions can be derived from Eq. (1)-(3) assuming steady-state 
conditions.  Before crosslinking (at t=0),  

 

𝜃௫௟(0) = 0                                                               (6) 

 

by definition.  Using this, we can solve for the equilibrium fraction of sites bound by the 
TF by first setting 𝑟ଶ = 0 and solving Eq. (2) with 𝑑𝜃௕ 𝑑𝑡⁄ = 0 (i.e., steady-state before 
addition of crosslinker). This results in the equilibrium fraction of bound sites, 𝜃௕

଴, at t = 0 

 

𝜃௕
଴ = ௞ೌ஼೅ಷ 

௞ೌ஼೅ಷା௞೏
                                                         (7) 

 

After crosslinker is added and 𝑡o ∞, 𝑑𝜃௕ 𝑑𝑡⁄ o 0 and 𝑑𝜃௫௟ 𝑑𝑡⁄ o 0 (i.e., steady-state is 
reached after addition of crosslinker).  Use of Eqs. (1)-(3) under steady-state yields 

 

 lim௧→ஶ 𝜃௫௟ →  1                                                      (8) 

 

Eqs. (6)-(8) constitute the boundary conditions, which we will use together with Eqs. (1)-
(3) to solve for the fraction of sites crosslinked to the TF as a function of time, 𝜃௫௟(𝑡). 

 

Solution of the Differential Equations Subject to Boundary Conditions     

Differentiating Eq. (4) with respect to t, substituting for 𝜃௨ using Eqs. (1), and 
using (5), we find 

  

 ௗ
మఏ್(௧)
ௗ௧మ =  −(𝑘௔𝐶்ி + 𝑘ௗ +  𝑘௫௟𝐶ிு) ௗఏ್(௧)

ௗ௧  + (−𝑘௫௟𝐶ிு𝑘௔𝐶்ி)𝜃௕(𝑡)               (9) 

 

10 
 

ௗఏೣ೗(௧)
ௗ௧ = 𝑘௫௟𝐶ிு𝜃௕(𝑡)                                                                                     (5)  

                  

Boundary Conditions 

The boundary conditions can be derived from Eq. (1)-(3) assuming steady-state 
conditions.  Before crosslinking (at t=0),  

 

𝜃௫௟(0) = 0                                                               (6) 

 

by definition.  Using this, we can solve for the equilibrium fraction of sites bound by the 
TF by first setting 𝑟ଶ = 0 and solving Eq. (2) with 𝑑𝜃௕ 𝑑𝑡⁄ = 0 (i.e., steady-state before 
addition of crosslinker). This results in the equilibrium fraction of bound sites, 𝜃௕

଴, at t = 0 

 

𝜃௕
଴ = ௞ೌ஼೅ಷ 

௞ೌ஼೅ಷା௞೏
                                                         (7) 

 

After crosslinker is added and 𝑡o ∞, 𝑑𝜃௕ 𝑑𝑡⁄ o 0 and 𝑑𝜃௫௟ 𝑑𝑡⁄ o 0 (i.e., steady-state is 
reached after addition of crosslinker).  Use of Eqs. (1)-(3) under steady-state yields 

 

 lim௧→ஶ 𝜃௫௟ →  1                                                      (8) 

 

Eqs. (6)-(8) constitute the boundary conditions, which we will use together with Eqs. (1)-
(3) to solve for the fraction of sites crosslinked to the TF as a function of time, 𝜃௫௟(𝑡). 

 

Solution of the Differential Equations Subject to Boundary Conditions     

Differentiating Eq. (4) with respect to t, substituting for 𝜃௨ using Eqs. (1), and 
using (5), we find 

  

 ௗ
మఏ್(௧)
ௗ௧మ =  −(𝑘௔𝐶்ி + 𝑘ௗ +  𝑘௫௟𝐶ிு) ௗఏ್(௧)

ௗ௧  + (−𝑘௫௟𝐶ிு𝑘௔𝐶்ி)𝜃௕(𝑡)               (9) 

 

10 
 

ௗఏೣ೗(௧)
ௗ௧ = 𝑘௫௟𝐶ிு𝜃௕(𝑡)                                                                                     (5)  

                  

Boundary Conditions 

The boundary conditions can be derived from Eq. (1)-(3) assuming steady-state 
conditions.  Before crosslinking (at t=0),  

 

𝜃௫௟(0) = 0                                                               (6) 

 

by definition.  Using this, we can solve for the equilibrium fraction of sites bound by the 
TF by first setting 𝑟ଶ = 0 and solving Eq. (2) with 𝑑𝜃௕ 𝑑𝑡⁄ = 0 (i.e., steady-state before 
addition of crosslinker). This results in the equilibrium fraction of bound sites, 𝜃௕

଴, at t = 0 

 

𝜃௕
଴ = ௞ೌ஼೅ಷ 

௞ೌ஼೅ಷା௞೏
                                                         (7) 

 

After crosslinker is added and 𝑡o ∞, 𝑑𝜃௕ 𝑑𝑡⁄ o 0 and 𝑑𝜃௫௟ 𝑑𝑡⁄ o 0 (i.e., steady-state is 
reached after addition of crosslinker).  Use of Eqs. (1)-(3) under steady-state yields 

 

 lim௧→ஶ 𝜃௫௟ →  1                                                      (8) 

 

Eqs. (6)-(8) constitute the boundary conditions, which we will use together with Eqs. (1)-
(3) to solve for the fraction of sites crosslinked to the TF as a function of time, 𝜃௫௟(𝑡). 

 

Solution of the Differential Equations Subject to Boundary Conditions     

Differentiating Eq. (4) with respect to t, substituting for 𝜃௨ using Eqs. (1), and 
using (5), we find 

  

 ௗ
మఏ್(௧)
ௗ௧మ =  −(𝑘௔𝐶்ி + 𝑘ௗ +  𝑘௫௟𝐶ிு) ௗఏ್(௧)

ௗ௧  + (−𝑘௫௟𝐶ிு𝑘௔𝐶்ி)𝜃௕(𝑡)               (9) 

 

12 
 

 

We use Eqs. (12) and (15) to solve for A and B which when substituted into Eq. (14) 
yields the fraction of binding sites with crosslinked TF in a population of cells as a 
function of crosslinking time,  

 

𝜃௫௟(𝑡) = 1 −  ఛశ௘ష೟ ഓశൗ  ି ఛష௘ష೟ ഓషൗ

ఛశିఛష
+  ఏ್

బఛశఛష௞ೣ೗஼ಷಹ
ఛశିఛష

ቀ𝑒ି௧ ఛశൗ − 𝑒ି௧ ఛషൗ ቁ.             (16) 

 

 

2.3 – Approximate Forms of the CLK Model 
Eqs. (11), (16) describe the relationship of the fractional ChIP signal to chromatin 

binding dynamics and formaldehyde crosslinking rate.  These equations were 
challenging to understand and implement because of their complexity and the 
number of parameters involved.  We derived simpler approximations to obtain insight 
into the interpretation of CLK data, and in addition, the approximate models allowed us 
to obtain accurate initial parameter estimates for subsequent fitting.  The experimental 
results show in general a steep dependence of ChIP signal on time for relatively short 
incubation times, followed by a more gradual increase in ChIP signal with longer 
formaldehyde incubation times.  This suggested that two processes were occurring that 
are well separated in time. Thus, we assumed that the two time constants shown in Eq. 
(11) are well separated (i.e., different orders of magnitude), which led to two simplified 
approximate models: (1) crosslinking dynamics is much faster than TF-DNA binding 
dynamics or (2) TF-DNA binding dynamics is much faster than crosslinking dynamics.  
The detailed derivation of these two approximate models is shown below. 
 

2.3.1 – TF-DNA Binding Dynamics-Limited Model 
We arrive at the first approximate model by assuming that the crosslinking rate is 

much greater than transcription factor binding dynamics (i.e., (𝑘௔𝐶்ி + 𝑘ௗ) 𝑘௫௟𝐶ிு⁄  ≪
1  ).  Applying these assumptions, we Taylor expand Eq. (11) in 𝑘௔𝐶்ி/𝑘௫௟𝐶ிு and 
𝑘ௗ/𝑘௫௟𝐶ிு and retain the first order terms 

 

ଵ
ఛశ

≈  𝑘௫௟𝐶ிு and  ଵ
ఛష

≈  𝑘௔𝐶்ி.                                            (17) 

 

We then find the approximate forms for Eq. (16) for relatively short crosslinking times 
(i.e., ) and long crosslinking times (i.e., ).  Use of Eq. (17) and , we 

��
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long crosslinking time required to reach steady state. Equation (8) is complicated and involves a 

number of parameters. Simpler approximates were developed for four cases to fit the data to non-

linear models, which require good estimates of initial parameters. These cases represent different 

possibilities of crosslinking and TF-binding dynamic regimes and are illustrated in Figure 2.5. 

Initial estimates are fit to the approximate form of Eq. (8). For Cases 1 and 2, output parameters 

for kxl, θb, and ka are calculated; kd and t1/2 are extrapolated using θb = kaCTF/(kaCTF+kd) and t1/2 

= ln(2)/kd, respectively. For Cases 3 and 4, the dissociation constant (Kd = kd/ka) and θb are 

determined, but not the individual kinetic rates, since the steady-state saturation level cannot be 

accurately determined.  The specific approximations and assumptions for each case used to model 

fit data are discussed further in the Computation Modeling section of Materials & Methods.  

 
Figure 2.5.  Schematic illustrating four possible cases in which crosslinking kinetics (blue 

arrows) and TF binding dynamics (orange arrows) contribute to the increase in ChIP signal 

with increasing formaldehyde incubation time (black arrow at top of figure).  The 

observation that the ChIP signal increases quickly with short formaldehyde incubation times and 

26 
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Figure S5. Schematic illustrating four possible cases in which crosslinking kinetics (blue 
arrows) and TF binding dynamics (orange arrows) contribute to the increase in ChIP 
signal with increasing formaldehyde incubation time (black arrow at top of figure). The 
four cases arise as a result of our experimental observation that in general, the ChIP 
signal increases dramatically in response to relatively short formaldehyde incubation 
times, and then more gradually in response to longer incubation times (see Section 2.3).  
This suggests that the processes of formaldehyde crosslinking and chromatin binding 
dynamics are themselves well separated in time. Reactions too fast (less than ~100 ms) 
and too slow (>40 min) are outside the experimentally accessible regime (shown by the 
central light blue shaded area).  In Cases 1 and 2, crosslinking kinetics is assumed to be 
much faster than TF-chromatin binding dynamics. In Case 1, crosslinking occurs very 
rapidly (seconds time scale), followed by TF-chromatin binding which is on-rate limited 
and occurs on the order of seconds to ~30 minutes. Case 2 is similar to Case 1 in that 
crosslinking occurs on a faster time scale than binding dynamics, but in this case 
crosslinking occurs more slowly and TF-DNA binding dynamics is even slower still.  In 
Case 2, on-rate limited chromatin binding dynamics occurs on the minutes to hours time 
scale (i.e., much of it is beyond our experimentally accessible time range). In Cases 3 and 
4, TF-chromatin binding dynamics is much faster than crosslinking kinetics. In Case 3, 
TF-chromatin binding dynamics happens over the first few seconds while most of the 
measured ChIP signal increase would be explained by the crosslinking reaction rate. In 
Case 4, the overall ChIP reaction is limited by the crosslinking reaction rate. The 
experimentally accessible increase in ChIP signal is linearly dependent on the 
crosslinking rate. As the formaldehyde incubation time increases (~30 minutes to hours), 
the crosslinking-limited reaction drives the ChIP signal to saturation by an exponential 
relationship with the crosslinking rate. As discussed in the text, the CLK data reported 
here are best described by Case 1. 
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then more slowly with longer incubation times indicates that the two processes of crosslinking 

and TF-binding can be separated.  However, reactions that occur too quickly (ms) and too slowly 

(>40 min) are outside the accessible regime with this method (indicated by light blue shading). 

Depending on the specific locus and factor examined, the crosslinking rate and TF dynamics can 

vary, yielding four possible cases for model fitting. Cases 1 and 2 result when formaldehyde 

crosslinking dynamics are faster than those of the TF-chromatin binding and are rate-limited by 

the on-rate of the TF.  Crosslinking occurs rapidly (ms/sec time scale) in Case 1 followed by TF-

binding dynamics on the order of seconds to ~30 min, while Case 2 crosslinking occurs at a 

slower rate and binding dynamics are even slower.  Cases 3 and 4 result from more rapid TF 

binding dynamics than crosslinking rates and are referred to as “crosslinking-limited” later in the 

paper and the resulting fit can either be a single exponential or linear, depending on the time scale 

of the two components. In Case 3, TF-binding dynamics happen in a matter of seconds and most 

of the increase in ChIP signal depends on the crosslinking rate. The ChIP signal resulting from 

Case 4 is completely dependent on and limited by the crosslinking rate and results in a linear rise. 

So far, we have observed data that represents Cases 1, 3 and 4.   

 

 

A challenge with the development of locus-specific kinetic assays such as CLK is that 

aspects of the effects of formaldehyde on cells largely remain a black box (Gavrilov et al. 2015), 

and validation of the extracted dynamic parameters is difficult because complementary 

approaches are still being developed and there are few “gold standard” interactions with 

convergent kinetic measurements obtained by different approaches.   Support for the CLK 

approach was obtained by measurement of binding dynamics for two TFs with very different 

dynamic properties that had been assessed by live cell imaging (Robinett 1996, Karpova et al. 

2008, Poorey et al. 2013).  However, live cell imaging has its own technical challenges (Mueller, 
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Stasevich et al. 2013) and in most cases it is not possible to identify particular single copy 

chromatin sites of interaction by live cell imaging (Hager et al. 2009, Larson et al. 2009, Morisaki 

et al. 2014).   An alternative approach is competition ChIP, an assay that measures the rate of 

turnover between an endogenous and inducible copy of a TF, which will be discussed in the next 

chapter. Recent work demonstrates that quantitative estimates of locus-specific binding kinetics 

can be obtained by modeling competition ChIP data, including the estimation of residence times 

much shorter than the time for full induction of the competitor TF (Zaidi et al. 2017).  

Importantly, comparison of CLK and competition ChIP data for TATA-binding protein (TBP) to 

a few specific loci shows that the time scales for chromatin interaction are similar as judged by 

the two methods, with residence times for promoter binding being in general on the order of 

several minutes (Zaidi et al. 2017).  

Nonetheless, locus-specific TF-chromatin dynamics are just beginning to be explored, 

with only a small number of TFs and chromatin sites for which CLK, competition ChIP, and/or 

live cell imaging kinetic data are available.  A key aspect of the CLK assay involves the trapping 

of bound species using formaldehyde.  This chapter reports biochemical results that better define 

the chemical behavior of formaldehyde in yeast cells.  An increased formaldehyde concentration 

led to more rapid crosslinking, which improved the time resolution and analytical ability of the 

assay to extract locus-specific binding kinetic information for some TFs.  For other TFs, an 

increased formaldehyde concentration resulted in their depletion from the soluble pool, and in 

some cases rapid depletion.  These observations emphasize the importance of optimizing the CLK 

approach for analysis of the dynamic behavior of a particular TF.  This improved CLK method 

utilizes more rapid crosslinking and more efficient quenching in yeast cells, as well as improved 

computational methods for data analysis and improved approaches for distinguishing 

contributions of crosslinking rate and binding kinetics to the time-dependent increases in ChIP 

signal. These new conditions have resulted in a more robust method and the ability to model and 

analyze crosslinking kinetic data with more reliability and confidence.  
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Materials and Methods 
 

The updated version of crosslinking kinetic (CLKv2) analysis is a modified ChIP 

procedure that yields kinetic measurements for transcription factor binding to specific loci by 

fitting ChIP data obtained from cells treated with formaldehyde for different periods of time. 

Before the samples can be collected for kinetic analysis, control experiments are completed to 

optimize experimental conditions; the schematic in Figure 1 outlines the general workflow for 

this process. 

 

Yeast strain construction and growth conditions 

For the CLKv2 assay, two strains are used for the analysis of a TF of interest: a wild type 

(WT) strain and an overexpression (OE) strain. The overexpression strain is isogenic to the WT 

strain other than driving levels of the TF that are modestly higher (~3-5-fold) over the WT levels. 

Kinetic analysis of the WT and OE strains in parallel (described below) highly constrains fits of 

the data by revealing the mass action contribution to the increase in ChIP signal over time. The 

OE strain can be engineered by introducing into cells an additional copy of the TF gene on a 

plasmid or by integrating into the genome under control of the native promoter or an appropriate 

heterologous promoter. If the TF functions as a stable biochemical entity with more than one type 

of subunit, the OE strain needs to be engineered to drive balanced expression of each subunit, as 

for example, was done for the analysis of TFIIE (Zaidi et al. 2017). For a detailed description of 

OE strain and plasmid construction, see Poorey et al., 2013, and Zaidi et al., 2017.  

To generate strains for kinetic analysis using an OE plasmid, transformation of WT S. 

cerevisiae cells in the strain background of interest with either the OE plasmid construct or an 

empty vector carrying the same selection marker was carried out.  Transformants were selected 

on appropriate agar plates and restreaked for single colonies. The WT and OE strains were  
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Figure 2.6. CLKv2 workflow. Control experiments are performed to optimize the assay 

conditions before collection of CLK data and fitting to the CLK model. 
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archived by storage at -80 °C using standard yeast glycerol stock methods (Amberg et al. 2005).  

Many of the S. cerevisiae strains used were described previously (Poorey et al. 2013).  Other 

strains were newly developed for the work presented here and all are listed in Table 2.1; plasmids 

used for strain construction are listed in Table 2.2.   

 

TBP ChIP was performed in two ways: (1) using a monoclonal antibody that recognizes 

untagged TBP, and (2) using an antibody that recognizes the epitope tag on TBP-myc. 

Chromatin-associated myc-tagged TBP was measured using the epitope-tagged strain YAD154.  

TBP ChIP using the monoclonal TBP antibody was performed in various strains as described 

below.  YAD154 cells used for the TBP-myc ChIP experiments were grown in YPD overnight at 

30°C and harvested at OD600 ~ 1. For other TBP ChIP experiments comparing strains with two 

different levels of TBP, AY146 (wild type TBP levels) and YSC018 (harboring a 2µ TBP 

overexpression plasmid) were obtained from the TBP shuffling strain YAD165 as described 

previously (Poorey et al. 2013).  Cells were grown in synthetic medium without leucine plus 2% 

glucose overnight at 30°C. Culture volumes for each type of experiment are noted below and 

range from 100-450 ml depending on the experiment.  When an OD600 of ~0.8 was reached, cells 

were pelleted and resuspended in an equivalent volume of YEP plus 2% glucose medium.  They 

were grown at 30°C for approximately one hour until an OD600 of 1.0 was reached and cells were 

then formaldehyde crosslinked as described below.  This regimen allowed cells to be initially 

grown under plasmid selection, but then transferred to YPD in order to standardize ChIP results 

which could otherwise be potentially influenced by effects of growth medium, and in addition, 

growth in YPD prior to crosslinking permitted direct comparison with previously published work 

(Consortium 2012, Rhee and Pugh 2012).   
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Table 2.1. Yeast strains used in this chapter. 

Strain Genotype Reference or 
source 

YPH499 MATa ura3-52 lys2-801a ade2-101o trp1-Δ63 his3-Δ200 leu2-Δ1  Sikorski and 
Hieter, 1989 

YTK539 MATa his3-Δ1 leu2Δ0 met15Δ0 ura3Δ0 ace1Δ :: KAN TRP1:: pCap2-
ACE1-tripleGFP-HIS3 

Karpova et al, 
2008  

YSC002 MATα his3∆1 leu2∆0 lys2∆0 ura3∆0 ACE1-tripleGFP-URA3 pMW101 
[ACE1-triple GFP HIS3 2µ] 

Poorey et al, 
2013  

YRV005 MATa his3Δ1 leu2Δ0 met15Δ0 ura3Δ0 GAL4-TAP Ghaemmaghami 
et al., 2003  

AY146 MATa * spt15::natMX pRS425 [LEU 2µ] Poorey et al, 
2013  

YSC018 MATa * spt15::natMX pSH223 [TBP LEU 2µ] Poorey et al, 
2013  

YTK260 
MAT a/α, HIS5/his3∆1, leu2∆0/leu2∆0, ura3∆0/ura3∆0, met15∆0 

LYS2::pHIS3-lacI-GFP-NLS-NAT1, CU3::KAN- (LacO)256 , 
CU1::(LacO)256 

Poorey et al, 
2013  

YSC001 
MAT a/α, HIS5/his3∆1, leu2∆0/leu2∆0, ura3∆0/ura3∆0, met15∆0 

LYS2::pHIS3-lacI-GFP-NLS-NAT1, CU3::KAN- (LacO)256 , 
CU1::(LacO)256 pSC001 [pHIS3-GFP-LacI URA3 2µ] 

Poorey et al, 
2013 

YAD154 MATa ura3-52 lys2-801a ade2-101o trp1-Δ63 his3-Δ200 leu2-Δ1 
SPT15-myc 

Poorey et al, 
2013  

AY151 MATa his3Δ1 leu2Δ0 met15Δ0 ura3Δ0 TFA1-TAP pRS315 [LEU2 CEN 
ARS] This study 

AY152 MATa his3Δ1 leu2Δ0 met15Δ0 ura3Δ0 TFA1-TAP pTAF1-TAP [pRS315-
TFA1-TAP TFA2 LEU2 CEN ARS] This study 

YRV006 MATa his3Δ1 leu2Δ0 met15Δ0 ura3Δ0 TFA1-TAP Ghaemmaghami 
et al., 2003  

YBR049C MATa his3Δ1 leu2Δ0 met15Δ0 ura3Δ0 REB1-TAP Ghaemmaghami
 et al. 2003  

YRV018 MATa ade2–1 his3–11,15 leu2–3,112 trp1–1 ura3–1 can1–100 
abf1::HIS3MX6 pRS415-ABF1-FLAG [LEU2} 

Miyake et al, 
2004 

YGR186W MATa his3Δ1 leu2Δ0 met15Δ0 ura3Δ0 TFG1-TAP Ghaemmaghami
 et al. 2003 

ML307-1 MATa his3Δ1 leu2Δ0 met15Δ0 ura3Δ0 CAT8-13xMyc::kanmx Jeff Smith lab 

YNL167C MATa his3Δ1 leu2Δ0 met15Δ0 ura3Δ0 SKO1-TAP Ghaemmaghami
 et al. 2003  

 
 

Table 2.2. Plasmids used for strain construction in this chapter.  
Plasmid name  Information  Reference or source  

pMW101 ACE1-triple GFP HIS3 2µ  Poorey et al., 2013  
pRS425  LEU 2µ  Christianson T.W., et al., 1992  
pSH223 TBP LEU 2µ  Steve Hahn  
pSC001 pHIS3-GFP-LacI URA3 2µ  Poorey et al., 2013  
pRS315 LEU2 CEN ARS Sikorski and Hieter, 1989  

pTFA1-TAP TFA1-TAP TFA2 LEU2 CEN ARS This study 
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For TFIIE ChIP, strains were used with WT or elevated levels of the two TFIIE subunits 

Tfa1 and Tfa2 in which the Tfa1 subunit was TAP tagged.  YRV006  (TFA1-TAP, Dharmacon) 

(Poorey et al. 2013) was transformed with an empty pRS315 vector (Sikorski and Hieter 1989) 

(AY151, WT TFIIE levels) or a pRS315-based plasmid carrying copies of TFA1-TAP and TFA2 

under control of their endogenous promoters (AY152, over-expressed levels of TFIIE). Cells 

were grown at 30°C overnight in synthetic medium without leucine and with 2% glucose. When 

an OD600 of ~0.8 was reached, cells were pelleted, resuspended in an equivalent volume of YPD, 

and grown at 30°C to an OD600 of 1.0 as described above.  Strain construction for AceI (YTK539 

and YSC002) and LacI (YTK260 and YSC001) as well as collection for ChIP was described 

previously (Poorey et al. 2013).  

For western blotting, strains YGR186W, YBR049C, YRV018, and ML307-1 were grown 

overnight in YPD at 30°C to OD600 of 1; YRV005 was grown in YEP + 2% raffinose at 30°C 

overnight to OD600 0.8, then 2% galactose was added and cells incubated to OD600 ~1.0. YTK539 

cells were grown under conditions of copper induction as previously described (Poorey et al. 

2013).  

 

CLK data collection  

Quenching and crosslinking conditions.  Different crosslinking and quenching conditions were 

tested with the TBP-myc strain (YAD154) in order to explore the relationship between 

crosslinking rate and formaldehyde concentration, as well as quenching efficiency. In all 

experiments, cells were first grown in a 5 ml YPD culture overnight at 30°C then diluted in a 

larger YPD culture and grown at 30°C overnight to an OD600 of 1.0. To test the effect of 250 mM 

glycine, 100 ml cell cultures were incubated with 2.7 ml 37% formaldehyde (1% final, Fisher) 

followed by addition of 10 ml 2.5 M glycine (pH 6.3) at various times. To test the effect of 2.93 

M glycine, 450 ml cultures were grown in YPD overnight at 30°C to OD600 of 1.  Cells were then 

concentrated five-fold by centrifugation and resuspended in 90 ml YPD. The concentrated 
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cultures were then incubated with 2.7 ml 37% formaldehyde (1% final concentration) by addition 

of formaldehyde to the culture while rapidly mixed using a stir bar.  At various times thereafter, 

10 ml aliquots were removed and added to 440 mL glycine pH 5 contained in 450 ml Sorvall 

centrifuge bottles.  Bottles were capped by hand as quickly as possible and vigorously shaken.  

Samples were washed and worked up as detailed below. 

To test different formaldehyde concentrations and other quenching conditions, TBP-myc 

cells were grown as described above.  To test formaldehyde concentrations at 1% or lower, in 

most cases the appropriate volume of 37% formaldehyde was added to a rapidly stirring 100 ml 

culture, and the reaction was then quenched after specific incubation times by addition of 3 M 

glycine or 3 M Tris-HCl, pH 8, to achieve the indicated final quencher concentration.  For 

reactions in which formaldehyde was added to a final concentration greater than 1%, cells were 

concentrated five-fold in YPD as described above, 37% formaldehyde was added to achieve the 

indicated final concentration, and after particular incubation times, 10 ml aliquots were removed 

to centrifuge bottles or tubes containing 3 M glycine or Tris yielding the final concentration of the 

quencher indicated in the figure legends.   Cell samples quenched in Tris were worked up and 

analyzed as described above except that the first TBS wash contained 120 mM Tris-HCl pH 8 

rather than glycine.    

 

Quenching reversal experiments.  To determine the stability of crosslinked material in the 

presence of quencher, crosslinked cells were incubated in solution containing glycine or Tris for 

different periods of time prior to ChIP work-up.  For Tris-quenched samples, 100 ml cultures of 

AY146 cells were grown overnight in synthetic media lacking leucine and containing 2% glucose 

at 30°C. Cells were then transferred to YPD at an OD600 of 0.8 and grown until reaching an OD600 

of 1. Each sample was crosslinked by adding formaldehyde to 1% for 5 minutes and then 

quenched by adding 10 ml 2.5 M glycine to each 100ml culture. Cells were pelleted and 

resuspended in either 750 mM Tris-HCl pH 8, or TBS buffer (which contains 50 mM Tris-HCl, 
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pH 8 as described above) and incubated at room temperature for 10 or 30 minutes.  Subsequent 

steps were carried out as described below. 

To test crosslink stability in the presence of glycine, 250 ml replicate cultures of AY146 

cells in synthetic media plus 2% glucose and without leucine were incubated overnight at 30°C, 

then resuspended in YPD and grown to an OD600 of 1 as described above.  Three aliquots of 50 

ml were taken from each culture and pelleted at room temperature. Each pellet was then 

resuspended in 10 ml YPD and transferred to a flask on a stir plate. Formaldehyde was then 

added to 5% final concentration to each sample and mixed at room temperature for 5 minutes. 10 

ml from each sample were quenched in 440 ml 3 M glycine pH 5 at room temp for 0, 10, or 30 

minutes. The zero minute sample was pelleted at 4°C immediately after quenching; the other time 

point samples were pelleted the same way after glycine incubation of 10 or 30 minutes.  

Following incubation of the crosslinked cells in glycine solution for the indicated times, the cells 

were processed for ChIP as described below.    

 

Order-of-addition experiments.  Order-of-addition experiments were performed to test quenching 

efficiency using the TBP-myc strain, YAD154. Replicate cultures of YAD154 cells (300 ml) 

were grown overnight at 30°C in YPD to an OD600 of 1.0, then concentrated by resuspension in 

60 mL YPD. In each experiment, three 10 ml aliquots were collected in duplicate: (1) no 

formaldehyde control samples in which 3 M glycine pH 5 was added to 2.93 M final 

concentration, (2) samples in which 3 M glycine was added to 2.93 M final concentration before 

5% formaldehyde addition for 8 minutes, and (3) 5% formaldehyde incubation for 8 minutes 

followed by addition of 3 M glycine pH 5 to 2.93 M final concentration.  Following these 

treatments, cell samples were washed in 50 ml TBS plus 300 mM glycine pH 5 followed by 

washing in 50 ml TBS, both washes at 4o C. Subsequent work-up for ChIP and Real Time PCR 

for TBP binding to the URA1 locus were performed as described above.  
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  Order-of-addition experiments for Gal4 with the previously published CLK conditions 

(15) were done in the same way as order-of-addition experiments described above, except 

different glycine and formaldehyde concentrations were used. For each sample set, three 100 ml 

YPH499 cultures were grown overnight at 30°C in YEP + 2% raffinose. When an OD600 of 0.8 

was reached, each culture was induced with 2% galactose. At OD600 of 1.0, samples were 

collected in duplicate. The following experimental parameters were used: (1) 2.5 M glycine pH 

6.3 was added to 250 mM final concentration, (2) 2.5 M glycine pH 6.3 was added to 250 mM 

final concentration for 5 minutes before addition of 1% formaldehyde for 8 minutes, and (3) 1% 

formaldehyde incubation for 8 minutes before addition of 2.5 M glycine pH 6.3 to 250 mM final 

concentration for a 5 minutes incubation.  The subsequent steps were the same as above, except 

analysis was performed for interaction at the GAL3 locus. 

 

Micrococcal nuclease (MNase) digestion. The protocol was adapted from a published MNase 

ChIP-seq method (Wal and Pugh 2012). Five ml YPD primary cultures were grown overnight at 

30°C. These were added to 495 ml YPD media the next day and cells were grown until the OD600 

was ~0.8. Each culture was then split into three 150 ml aliquots. Cells in one aliquot were 

collected by centrifugation for 5 minutes at 4000 rpm in an eppendorf 5810R benchtop 

centrifuge.  Cells in the second aliquot were crosslinked with 5% formaldehyde for 30 seconds 

then quenched with 2.93 M glycine pH 5 for one minute, and then the cells were pelleted by 

centrifugation. The third aliquot was mixed with 2.93 M glycine pH 5 for one minute and cells 

were collected by centrifugation. Each cell pellet was washed with 50 ml ice cold TBS and cells 

were collected by centrifugation as above. Samples were processed and digested as described 

(Wal and Pugh 2012) with the following exceptions. Aliquots were taken for the undigested 

(input) samples and digestions were performed by adding 500, 1000 or 2000 units of MNase 

(Worthington Biochemical) as indicated in the figure. Samples were then resolved on 2% agarose 

gels, stained with ethidium bromide, and imaged.  
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Whole cell extract preparation and western blotting.  Two sets of datasets were collected for 

western blotting: (1) duplicate WT and OE strains to determine the OE factor and (2) duplicate 

WT strains to measure the TF depletion over the experimental time course; samples for (1) were 

prepared as whole cell extracts (WCE) and samples for (2) were prepared as whole cell extracts 

and chromatin.  Collection for both datasets began with a 5 ml YPD primary culture grown 

overnight at 30°C.  The next day, cultures for the OE factor were diluted into 50 ml of 

appropriate media (SC-Leu for TBP and TFIIE CLK strains) and grown until the OD600 was ~0.8. 

Cells were pelleted for 5 min at 4,000 rpm and 4°C in an Eppendorf 5810R benchtop centrifuge. 

Cell pellets were resuspended in 50 ml YPD and incubated at 30 °C with shaking for about one 

hour until the OD600 was ~1.0. Cells were spun again as before; WCE preparation is described 

below. For the depletion samples, the primary culture was diluted into 300 ml YPD and grown to 

an OD600 = 1.0, then concentrated five-fold as described above. Following removal of a zero 

minute (no formaldehyde) control, formaldehyde was added to 5% and cells were incubated for 

various times at room temperature as indicated in the figures and then 10 ml aliquots were 

quenched in 440 ml of 3 M glycine pH 5. Samples were spun down and then prepared as either 

chromatin or whole cell extracts; the Benoit’s buffer (200 mM Tris-HCl (pH 8.0), 400 mM 

(NH4)2SO4, 10 mM MgCl2, 1 mM EDTA, 10% glycerol, 7 mM β-mercaptoethanol) lysis 

extraction protocol was employed for whole cell extracts (Consortium 2012, Rhee and Pugh 

2012).  Chromatin extracts for western blotting were prepared in the same way as chromatin was 

prepared for ChIP. The only difference for chromatin samples was the use of 300 mM glycine pH 

5 in the first TBS wash instead of 250 mM glycine pH ~6.3 (Consortium 2012, Rhee and Pugh 

2012). Both chromatin and WCE protein levels were quantified with Bradford protein dye (Bio-

Rad) using bovine serum albumin as the standard. 8% or 10% denaturing protein gels were used 

to resolve 15 µg protein for each sample. Unless otherwise noted, before loading the gel, samples 

were incubated at 95°C for five minutes. This heating step was left out for unheated samples.  
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Coomassie staining or membrane transfer was performed following electrophoresis.  For staining, 

the gel was incubated with Coomassie dye (Research Organics Inc) for one hour at room 

temperature with gentle shaking, followed by overnight destaining (40% methanol, 10% acetic 

acid) at room temperature. The gel was imaged with the FluorChemQ system (protein simple). 

For gel transfer, proteins were transferred to Immobilon P and western detection of particular 

protein species was performed using the antibodies listed in Table 2.3 and detection with 

Amersham ECL Prime (GE Healthcare).  Quantification of bands on the blots was done using 

ImageJ software (NIH).  The overexpression factor was calculated by dividing the quantified OE 

band by the corresponding WT band; the values were averaged for at least two biological 

replicate sets of samples to determine the overall OE factor. The bands for the depletion time 

points were normalized to the zero minute time point and/or a loading control. The effects of 

formaldehyde incubation time on soluble TF levels were estimated by averaging the effects 

observed in at least two biological replicate sets of samples. 

 

Table 2.3 Antibodies used for western blotting to check TF depletion in chromatin and 
whole cell extracts. 

Antibody Specific 
binding Company Catalogue 

Num. 
Secondary 
Antibody Protein on W.B. 

α-Protein A Protein A (TAP 
tag) 

Sigma 
Aldrich P-3775  α-rabbit Tfa1 (TFIIE), Tfg1 (TFIIF), 

Reb1, Gal4, Sko1 
α-TBP, 

monoclonal TBP C-terminus Abcam ab61411 α-mouse TBP 

α-FLAG FLAG peptide 
sequence  

Sigma 
Aldrich F1804 α-mouse Abf1 

α-GFP GFP tag Thermo 
Fisher A11122 α-rabbit Ace1 

α-myc c-myc Abcam ab32 α-mouse TBP, Cat8 

α-Sir2 Sir2 N-terminus Santa Cruz 
Biotech. sC6666 α-goat Sir2 

α-Sua7 
rabbit 

polyclonal 
antiserum 

  D.T.A α-mouse TFIIB 

α-Rpb1 
8WG16 C-terminal Rbp1 Covance MMS-

126R α-mouse Rbp1 (Pol II) 
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Collection of crosslinking time points and preparation of chromatin samples.  We found that 

collection of eight crosslinking time points in a single experiment was manageable.  A single 

eight time point experiment performed with optimized glycine quenching required nearly 4 liters 

of 3M glycine, which was made by adding 900.84 g glycine (Bio-Rad) to a total volume of 4 L 

water. The solution was gently heated on a hot plate to help the glycine dissolve. The pH of the 

resulting solution was then adjusted to 5 using a few milliliters of concentrated HCl (Fisher). The 

glycine was then aliquoted into eight 500 ml bottles, each of which contained 440 ml of the 

solution. The flask containing 90 ml cell culture was rapidly mixed with a stir bar, and 14 ml 37% 

formaldehyde (Fisher) was added to the culture (resulting in 5% final formaldehyde 

concentration) at time zero. 10 ml aliquots of culture were then removed from the flask using a 

Pipet Aid and immediately added to the aliquoted glycine solution.  For each sample, bottles were 

immediately capped and vigorously shaken for a few seconds to ensure good mixing.  All 

subsequent steps were performed at 4°C by keeping the samples on ice, and using buffers and 

centrifuges chilled to 4°C. Quenched cell samples were pelleted by centrifugation for 7 minutes at 

5000 rpm in an SLA-3000 rotor and Sorvall RC 5B centrifuge. Cell pellets were resuspended in 

50 ml TBS plus 300 mM glycine and transferred to 50 ml conical tubes. The tubes were 

centrifuged for 5 minutes at 4000 rpm in an eppendorf 5810R benchtop centrifuge. Cell pellets 

were then washed with 50 ml TBS (40 mM Tris-HCl pH 7.5, 300 mM NaCl) and spun as before. 

Each pellet was transferred to a FastPrep tube and cell pellets were stored at -80°C for later work-

up or resuspended in 600 µl 140 mM ChIP lysis buffer (50 mM Hepes pH 7.5, 140 mM NaCl, 1% 

Triton X-100, 0.1% sodium deoxycholate) with protease inhibitors (Roche Complete Protease 

Inhibitor Cocktail Tablet OR 1.0 mM phenylmethylsulfonyl fluoride, 2.0 mM benzamidine, 2.0 

mM pepstatin, 0.6 mM leupeptin, and 2.0 mg of chymostatin per ml of buffer) for bead beading.     

Once pellets were resuspended in ChIP lysis buffer, acid-washed beads (Sigma) were 

added to just above the liquid line and samples were processed for 7 cycles of 45 sec on, 1 min 

off in a FastPrep machine (MP Biomedicals). Tube bottoms were punctured with an 18-guage 



	 57	

needle (BD PrecisionGlide) and placed in 13 x 100 mm glass tubes and the flow-through liquid 

recovered by centrifugation for 5 min at 3000 rpm in an eppendorf 5810R benchtop centrifuge. 

Each sample was briefly vortexed and transferred to a 1.5 ml eppendorf tube on ice.  Samples 

were then sonicated with a Branson Sonifier 250 with microtip probe for 7 cycles of 5 pulses each 

with 30% output and 90% duty cycle. This was followed with a 5 min spin at 14000 rpm and 4°C 

in an eppendorf 5415C benchtop centrifuge. The supernatant was transferred to a new eppendorf 

tube.  Following a second spin for 20 min at 14000 rpm, supernatants were collected and the 

protein was quantified by Bradford protein assay as described above. 

 

ChIP and real time PCR. Chromatin immunoprecipitation was performed with 1 mg total protein 

for each sample. For each time point IP, mock, and total (input) samples were assayed. IP and 

mock sample volumes were adjusted to 500 µl with 140 mM ChIP lysis buffer with protease 

inhibitors added. For TBP ChIP, 2.5 µl of anti-TBP antibody (Cat# ab61411, Abcam) was used in 

the IP. For TBP-myc, 2.5 µl of anti-Myc antibody (Cat#ab32, Abcam) was used. For LacI and 

AceI, 5 µl of anti-GFP antibody (Cat# A11122 Life Technologies Inc) was added to samples. The 

IP and mock samples were inverted overnight at 4°C. Following overnight incubation, the IP and 

mock samples were then incubated with 40 µl Sepharose A Fast Flow 4 beads (GE Healthcare) 

for 2 hours at 4°C.  Samples were washed twice with 1 ml of 140 mM ChIP lysis buffer, 500 mM 

ChIP lysis buffer (same as 140 mM ChIP lysis buffer but containing 500 mM NaCl), LiCl wash 

buffer (10 mM Tris pH 8.0, 250 mM LiCl, 0.5% NP-40, 0.5% sodium deoxycholate, 1 mM 

EDTA), and 1X TE (10 mM Tris-Cl pH 8.0, 1 mM EDTA). Two elutions of the bound material 

were performed by adding 75 µl elution buffer (50 mM Tris-HCl pH 8.0, 1% SDS, 10 mM 

EDTA) to each sample for 10 min at 65°C. The two elutes were combined and incubated 

overnight at 65°C along with the total samples, which consisted of 0.1 mg input chromatin 

protein combined with 150 µl elution buffer. The following day, samples were cleaned up using 
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the QiaQuick PCR cleanup kit (Qiagen) following the manufacturer’s instructions and DNA was 

eluted with 50 µl DEPC water pre-warmed at 55°C.  

ChIP for TFA1-TAP was performed as described above, except 40 µl of a 50% slurry of 

IgG Sepharose 6 Fast Flow beads (GE Healthcare) was added to the IP sample and 40 µl of a 

50% slurry of Sepharose 6 Fast Flow beads (GE Healthcare) was used for the mock samples. An 

overnight IP was carried out at 4°C followed by washing the bead pellet the next day as described 

above.  

To quantify the ChIP DNA, real time PCR was performed using appropriate primer sets 

(listed in Table 2.4), iQ SYBR Green Supermix and a MyiQ instrument (Bio-Rad). A standard 

curve consisting of four serial dilutions of the input was also run to determine ChIP levels for the 

IP and mock samples.  The standard curve inputs were run in duplicate and all unknowns (IP, 

mock, total samples) were run in triplicate. The relative ChIP signal for each time point was 

calculated by subtracting the mock signal from the IP signal and then dividing by the total signal 

(5X input sample). The kinetic data reported here represent the average from at least two 

independent experiments for each strain and condition; this averaged data was plotted before 

moving onto the fitting procedure to check for consistencies between the two datasets. 
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Table 2.4. Oligonucleotides used for Real-Time PCR (5’-3’) in this chapter. 

Name Sequence 

ACT1-F CAG CTT TTA GAT TTT TCA CGC TTA  

ACT1-R TTT TCG ATC TTG GGA AGA AAA A  

LOS1-F TTT GAG AAG TTG TCG GTA AGC A  

LOS1-R GCA TTC CTC GAT TTG ACT GG 

URA1-F AAG ATG CCC ATC ACC AAA AA  

URA1-R AAG AAT ACC GGT TCC CGA TG  

CU3-F TCT CGG CCT AGC TCA TCA GT  

CU3-R AAG ACA GAT CCA CGT CTT TGG  

NTS2-F GCA CCT GTC ACT TTG GAA AAA  

NTS2-R TCG CCG AGA AAA ACT TCA AT  

HSC82-F TCT TGA AAC GCT ACA GAA CCA A  

HSC82-R CAC CAG CCA TAT TTC AGA ATG A  

U6-F TTC GTC CAC TAT TTT CGG CTA  

U6-R GGG TTA CTT CGC GAA CAC AT  

CUP1-F AGA AGC AAA AAG AGC GAT GC  

CUP1-R GAC AAT CCA TAT TGC GTT GG 

  

 

Statistical Analysis. Student t-tests (non-paired, two-tail, equal variance) were used to compare 

data sets represented on scatterplots and marked with an asterisk (*) for significance (p < 0.05).   

 

Model fitting and data analysis 

Poorey et al. (Science, 2013) developed the mass-action kinetic model used to analyze the data 

generated in that study and extract kinetic parameters. The procedure to fit the data to this model 
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was systematically studied and re-formulated in Zaidi et al. (2017) based on the experimental 

regimes seen in the experimental data.  A general flowchart for fitting the data is below (Figure 

2.7). 

 

 

Figure 2.7. Flow chart for fitting CLKv2 data. After visual inspection of the data, the fitting 

procedure in either Flow1 arm (blue) or Flow2 arm (red) was followed for a given locus. Fitting 

procedure for non-linear data was further broken down into arm 1-A or 1-B. Arm 1-A represents 

the TF full-model fit, while 1-B could be crosslinking-limited or full model fit. Flow2 is the 

linear crosslinking-limited fit. 
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Computational Modeling.  The Crosslinking Kinetics (CLK) model is described by Eqns. 7, 11, 

and 16 in Sec. 2.2 of Poorey et al. (Poorey et al. 2013) Supplementary Material. The model is 

characterized by the transcription factor association rate (ka) and disassociation rate (kd) of 

binding to chromatin, the formaldehyde-transcription factor crosslinking rate (kxl), the saturation 

level of the ChIP signal (Ssat), the transcription factor concentration in vivo (CTF), and the 

formaldehyde concentration (CFH). The ChIP signal, S(t), is related to the in vivo fraction of a 

given binding site cross-linked by the TF across cells (θxl) by the relationship θxl(t) = S(t)/Ssat, 

where Ssat is the saturation value of the ChIP signal.  This scaling of the ChIP signal ensures that 

θxl(t) approaches 1 as crosslinking time goes to infinity, as required by the CLK model. Two 

physically interpretable parameter regimes of the model are the transcription-factor dynamics 

limited (TF-limited) regime where TF dynamics are much slower than crosslinking dynamics 

(i.e., ka*CTF << kxl*CFH and kd << kxl*CFH) and the crosslinking dynamics limited (XL-limited) 

regime where crosslinking dynamics are much slower than TF dynamics (i.e., kxl*CFH << ka*CTF 

and kxl*CFH << kd), as detailed in Sec. 2.3 of Poorey et al. (Poorey et al. 2013) Supplementary 

Material.  Finally, for extremely slow crosslinking dynamics which occur on the timescale of the 

full range of crosslinking times or longer (i.e., kxl*CFH*θb*tl << 1 where tl is the last crosslinking 

time point, which is usually 1200s), the CLK model predicts that θxl(t) will be a linear function of 

crosslinking time, θxl ~ kxl*CFH*θb*t.  Notably, we observe TF-limited, XL-limited, and linear in 

crosslinking time CLK curves depending on the TF and locus examined. 

The simulations presented in Fig. 2.16 show the expected CLK curves in the TF-limited, 

the XL-limited, and the linear regimes, while the schematic diagram shows the physical 

interpretation of the in vivo dynamics in these regimes. The hallmarks of the TF-limited model 

are a relatively fast exponential rise at time scales of less than ~100 seconds but often less than 5 

seconds (first crosslinking time point in the experiment) followed by a slower exponential rise 

(see Fig. 2.16A).  Notably, when the first relatively fast exponential rise is less than 5 seconds, we 
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observe a non-zero y-intercept in the WT and OE data with a clear separation between the WT 

and OE y-intercepts.  When the rise in the first relatively fast exponential is ~100 seconds, we 

find a zero y-intercept, an initial fast exponential rise in the data followed by a slower exponential 

rise, hence forming what looks like a “knee” in the data around the transition from the fast to the 

slow exponential for both the WT and OE data.  Interestingly, the y-intercept for very fast 

crosslinking or “knee” for modestly fast crosslinking in the WT data yields an excellent 

approximation of the in vivo occupancy, θb.  The XL-limited model shows a single exponential 

rise with a zero y-intercept for the WT and OE data (see Fig. 2.16B).  The linear model shows a 

near-zero y-intercept at t = 5 seconds, and no sign of saturation on the experimental time scale of 

700 seconds to 1200 seconds (see Fig, 2.16C).  Importantly, the two crosslinking dynamics 

limited models, XL-limited and linear, display relatively high sensitivity to formaldehyde 

concentration (as shown in Fig. 2.9B, C) while the TF-limited (which we also refer to as the “full 

model” (see Tables 2.6-2.9) for reasons described below) does not.  While the full mathematical 

model presented in equations (11) and (16) in the Supplemental Material of Poorey et al (2013) 

can be used to fit and represent all of these parameter regimes, we use and refer to a “full model” 

fit for data that clearly show the double exponential behavior (i.e., relatively fast crosslinking rise 

followed by a second TF-dynamics limited rise with a relatively clear kink or knee in between the 

two).  Moreover, in the case of XL-limited behavior, we use the single exponential XL-limited 

model shown in equation (21) of the Supplementary Materials of Poorey et al (2013), which is a 

highly accurate approximation of the “full” model (equations (11) and (16) in the Supplemental 

Material of Poorey et al (2013)) in the XL-limited parameter regime.  Finally, for linear in 

crosslinking time data, we use the linear model shown in equation (22) of the Supplementary 

Materials of Poorey et al (2013), which is a highly accurate approximation of the “full” model in 

the very slow crosslinking dynamics parameter regime. 

For data that showed negative curvature (i.e., TF-limited or XL-limited), we started by 

visually estimating Ssat to be close to the late time point over-expression ChIP signal.  Hence, our 
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initial guess was normally Ssat between 1 and 5, except for LacI, where we started with Ssat ~10.  

In the case of data that visually showed TF-limited behavior (e.g., TBP at ACT1, LOS1, and 

URA1), we estimated the initial value for kxl by looking at the time (τxl) around which the data 

showed a “knee.” Setting ln[2]/kxl ~ τxl gives an estimate for kxl.  The y-intercept of a linear 

extrapolation of the late-time S(t) data points (i.e. linear extrapolation of the S(t) data points that 

are approximated by the second exponential) divided by Ssat gives an initial estimate for θb.  The 

in vivo occupancy, θb, is expressed in terms of ka and kd as θb=ka*CTF/(ka*CTF+kd).  For a given 

θb, we can sweep over a wide range of ka and Ssat values to see where the theoretical curves match 

with the WT and OE experimental data.  Importantly, the overall on-rate, ka*CTF, dominates the 

rate at which the second exponential rises.  With these starting estimates for the kinetic 

parameters, we run the NonLinearModelFit routine in Mathematica (Wolfram Research 2016) to 

fit the full model to the data using least squares. The fit reliably gives us ka, kd, and Ssat 

(equivalently, Ssat, θb = ka*CTF/(ka*CTF+kd), and t1/2=ln(2)/ kd). 

For data that did not show TF-limited behavior (but still showed negative curvature, as 

opposed to a purely linear response, for example, TFIIE at ACT1 and URA1), there were two 

possibilities: either the data was XL-limited (showing a single exponential), or the knee was not 

markedly visible by inspection because of the experimental time scales. We started by fitting a 

straight line to the short crosslinking time data to estimate kxl*Ssat and θb. With these estimates, 

we swept over a wide range of ka, kxl, and Ssat values to match the theoretical full model with the 

data. With these tuned estimates, we fit both the XL-limited model and the full model to the data, 

and determined which model yielded a better fit of the data by looking at the validity of 

parameters obtained, the sum of squared residuals (SSR), or by conducting an F test.  

  For data that fit the linear XL-limited model best (e.g., TBP at NTS2 and ACE1), we 

subtracted the y-intercept (extrapolated ChIP signal at t = 0 second) from the data as background, 
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and fit a line to each of the WT and OE data using least squares. The overexpression factor is 

known (Table 2.5), so we could extract kxl*Ssat and θb from the two slopes.  

Table 2.5. Estimate of nuclear protein concentrations for factors used in the 
chapter, based on nuclear volume from Jorgensen et al, 2007. 

Factor Concentration in the 
nucleus (µM) Reference 

Overexpression 
concentration (µM) (This 

study) 

Ace1-GFP 1 Ghaemmaghami S et al, 2003 (4), 
Karpova et al, 2004 (8) 10 

TBP 12 Borggrefe et al, 2001 (9) 38 
LacI-GFP 1 Poorey et al, 2013 (3) 3.6 
Tfa1-TAP 14.4 Borggrefe et al, 2001 (9) 26.5 

 

 

For some loci it was not obvious if the data would fit the full model/TF-limited model or  

the linear XL-limited model (e.g., TBP at HSC82 and U6).  It was important to answer the 

question of the better fit because the two models have a different number of effective parameters: 

the full-model fit has four free parameters (Ssat, ka, kd, and kxl), while the linear regime has only 

one: Ssat*kxl*θb.  The sum of squared residuals (SSR) with the linear fit (with fewer degrees of 

freedom) was lower than the SSR with the full model fit (with more degrees of freedom); hence, 

the linear fit was chosen without the need to conduct an F-test comparing the two models.  The 

full model fit gave worse SSR values because we were explicitly starting with estimates close to 

the TF-limited regime when fitting the full model, which lead the minimization of the difference 

between the model and data to a suboptimal, local minimum.  Note that the SSR was calculated 

without normalizing the data using Ssat because the SSR scales with Ssat and Ssat is unknown in the 

linear fit case.  

For TFIIE at ACT1, the final parameters from the XL-limited fit were unphysical (θb ~ 0 

and Kd = kd/ka ~ 107 mol); hence, the full model fit was chosen. An F-test was performed to 

choose the XL-limited fit for TFIIE at LOS1 over the full model fit. For TFIIE at URA1, the 

parameter estimates from a full model fit satisfied XL-limited binding dynamic conditions. 

Therefore, the TFIIE data at LOS1 and URA1 were fit with the XL-limited model. 
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To estimate the errors associated with our output parameters, we ran our fitting procedure 

on simulated data for each locus. Specifically, we simulated the data at each locus with the mean 

value at each time point given by the theoretical fit and the variance given by the mean of the 

squared residuals.  We simulated and fit the data at each locus for one thousand successful fitting 

iterations. The standard deviation in the simulated fit parameters was calculated on the log scale 

(see Figure 2.20 and 2.21), and was transformed back from the log scale to determine the lower 

and upper bounds on the error bars quoted in Tables 2.6-2.9.  Error bars for kxl could not be 

estimated in the case of TBP at LOS1 since the fit parameters were TF-limited and fitting the full-

model to the simulated data gave spurious values for kxl in addition to failing often. Hence the 

error bars for ka, CTF, kd and Ssat for TBP at LOS1 were calculated by fitting the TF-limited model 

to the simulated LOS1 data. 

In addition to the parameter error analysis, we assessed the significance of each of the fits 

as well as the parameters derived from the fits by calculating their associated adjusted R-squared 

and p-values, respectively, as shown in Tables 2.10-2.12.  Importantly, the estimation of p-values 

relies on an approximation that is equivalent to the model being linear in the parameters, which it 

is not.  Nevertheless, we estimated parameter p-values as guides to their relative significance.  We 

found all the fits to significantly explain the variance in the data—accounting for the number of 

fitting parameters—with the adjusted R-squared ranging from 0.93-0.99 for unambiguous fits 

(i.e., excluding full model fits of TBP at SNR6 and HSC82).  We also found all kinetic parameters 

were significantly different than 0 except the on-rate for LacI at the lac array and TFIIE fits, 

suggesting that these were the least significant parameters.  In the case of TFIIE, we also 

estimated the 95% confidence intervals of the parameters, which take into account significance 

information via the linearized model assumptions.  For a number of the kinetic parameters, the 

linearized model assumption produced a lower limit of the confidence interval that yielded an 

unphysical, negative value, which we set to zero.  For linear fits, we performed linear regression 

analysis separately for the wild type and overexpressed TF data from which we derived linear 
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coefficients (i.e., beta = θb*kxl*Ssat*CFH) shown in Tables 2.10 and 2.11 along with each fit’s 

adjusted R-squared value.  We calculate the occupancy and association constants shown in Tables 

2.7 and 2.8 using the wild type and overexpressed beta values shown in Tables 2.10 and 2.11. 	

 

Results 

Determining updated experimental conditions  

The CLK method relies on time-resolved formaldehyde crosslinking ChIP data to assess 

the kinetics and thermodynamics of TF-chromatin binding.  The original CLK method (Poorey et 

al. 2013, Viswanathan et al. 2014) employed 1% formaldehyde (360 mM) and reactions were 

quenched with 250 mM glycine (Kuo and Allis 1999, Wu et al. 2011).   Under these conditions, 

the concentration of glycine is sub-stoichiometric to the formaldehyde concentration as added, 

but crosslinking was performed by adding formaldehyde to cells in YPD medium, which is made 

from an amino acid-rich extract of yeast cells and as such, the concentration of unreacted 

formaldehyde that reaches cells under these conditions is unknown and is most likely well below 

the initial concentration.  Order-of-addition experiments showed that 250 mM glycine could 

block crosslinking of the Gal4-promoter interaction (Poorey et al. 2013), but we noted in 

subsequent work that quenching may be variably efficient under these conditions (Hoffman et al. 

2015).  Indeed, we have noticed that for unknown reasons the quench efficiency can be variable 

from experiment to experiment for certain TFs (Fig. 2.8) (Sutherland et al. 2008, Zaidi et al. 

2017).  To better define time-dependent crosslinking behavior and the impact of different 

quenching conditions on the resulting ChIP signals, data were obtained using 1% (360 mM) 

formaldehyde and either 250 mM or 2.93 M glycine using the interaction between yeast TBP-

myc and the URA1 promoter as a model interaction. The high concentration of 2.93 M glycine 

used in this and subsequent experiments was the maximum achievable based on the solubility of 

glycine in aqueous solution (~3M) and subsequent dilution resulting from addition of a relatively 

small volume of concentrated yeast cell culture to the quenching solution (see Experimental 
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procedures).  For this reason, we refer to this as the “max glycine” quench condition hereafter.  

As shown in Fig. 2.9A, the max glycine quench conditions resulted in lower ChIP signals at each 

time point compared to 250 mM glycine.  These results demonstrate that the concentration of 

glycine used in the quench can have a significant effect on the magnitude of the ChIP signal, 

suggesting that more robust quenching of formaldehyde can be achieved with a higher 

concentration of glycine.   

	

Figure 2.8. Variability observed in quench efficiency with original crosslinking and 

quenching conditions. A) Order of addition experiments identical to setup in Fig. 3, but with 1% 

formaldehyde and 250mM glycine, pH ~6.3 conditions. B) Plots of the real time PCR 

quantitation for three different sets of samples of Gal4 binding to the GAL3 promoter. 

Experiments were done in duplicate with standard deviation shown.   

  

 

In addition to lower signals at each time point obtained using max glycine conditions, 

some time-dependent datasets showed initial shallow slopes, which continuously increased until 

the curve reaches apparent linear behavior at longer times (Fig. 2.9).  We refer to this as “positive 
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curvature”.  This type of behavior has several possible explanations (discussed below) but none 

are accounted for in the original CLK model.  To better understand how glycine concentration 

affected the time course of formaldehyde crosslinking, experiments were performed to test both 

the dependence of the reaction on formaldehyde concentration and how ChIP data were affected 

using Tris, rather than glycine, to quench the reaction.  Tris has been reported to be a robust 

quencher of formaldehyde reactivity (Sutherland et al. 2008).  As shown in Fig. 2.9B, using max 

glycine quenching conditions, the ChIP signal depended on the formaldehyde concentration, as 

reaction with 4.7% formaldehyde increased the ChIP signal at each time point compared to 

reactions that employed 1% formaldehyde.   A dependence on formaldehyde concentration was 

also seen in reactions using Tris as the quenching agent (Fig. 2.9C).  However, in reactions that 

were quenched with Tris, the ChIP signals obtained for a given concentration of formaldehyde 

were reduced compared to the values obtained using glycine, and the resulting reaction progress 

curves showed positive curvature similar to reactions quenched with max glycine discussed 

above. 
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Figure 2.9. Effect of different formaldehyde and quench conditions on TBP-myc ChIP 

signal at the URA1 locus. A) The TBP-myc strain was crosslinked for varying amounts of time 

with 1% (360 mM) formaldehyde followed by quenching with either low (0.25 M, red line) or 

high (2.9 M, blue line) glycine. Chromatin immunoprecipitation (ChIP) was performed followed 

by analysis with real time PCR at the URA1 locus. Normalized ChIP signal is the IP signal minus 

mock signal divided by an input signal; values were determined from a standard curve. B) Similar 

to A, but TBP-myc expressing cells were crosslinked for varying amounts of time with 1% (blue 

line) or 4.7% (red line) formaldehyde and quenched with high (2.9 M) glycine. C) Similar to B, 

but 1% (blue line) or 4.4% (red line), formaldehyde was used for crosslinking and 600 mM Tris 

pH 8 for quenching. For each plot, two replicates were collected and the error bars represent the 

standard deviation. The data in all panels is from David Auble.  

  

 

Although Tris is apparently a more efficient quencher than glycine, it also has the 

potential to reverse crosslinks (Shi et al. 2013, Kawashima et al. 2014).  Crosslink reversal would 

be problematic for the CLK assay as it could lead to underestimates of ChIP signal, with 

potentially large percentage-wise effects on the modest levels of crosslinked material obtained 

after short crosslinking times.   To test the potential for reversal with both Tris and glycine, 

samples were crosslinked, quenched, and incubated at room temperature for different periods of 

time in the quenching solution.  As shown in Fig. 2.10A, incubation of cells in Tris-containing 

solution led to a loss of TBP ChIP signal over time. While the diminished ChIP signal from 10 to 

30 minutes was only statistically significant with 50 mM Tris, the ChIP signal obtained with 750 

mM Tris from 10 to 30 minutes also trended downward.  In contrast, there was no detectable 

decrease in TBP ChIP signal over time when crosslinked cells were incubated in max glycine 

solution (Fig. 2.10B).  Thus, although Tris is a robust quenching agent, we ruled out its use in the 

assay because it decreased the recovery of crosslinked complexes.     
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The results thus far led to implementation of two significant changes in the CLK 

methodology.  First, to obtain the most accurate time resolved ChIP data, we employed the more 

robust quenching afforded by max glycine conditions, which lack the negative attributes of Tris 

as a quencher.  Second, as the crosslinking rate is dependent on formaldehyde concentration, we 

employed 5% formaldehyde rather than 1% as used in previous work (Poorey et al. 2013) (and 

most ChIP experiments published to date).  While 5% formaldehyde optimized the assay for 

analysis of several interactions in this study, it will be important to determine the optimal 

formaldehyde concentration for analysis of other types of interactions and in other cell types.  We 

sought the highest feasible formaldehyde concentration for two reasons. First, experimentally, we 

wanted the ChIP signal to be minimally affected by noise. Second, since the overall crosslinking 

rate depends on the formaldehyde concentration, faster crosslinking would yield better time 

resolution between the crosslinking and binding dynamics timescales.  To achieve the desired 

concentrations of reagents in the reactions and to obtain sufficient cellular material for analysis, 

cell cultures were concentrated by centrifugation, formaldehyde was added to the concentrated 

cell suspension, and then aliquots of cells were quenched by dilution in a much larger volume of 

glycine at high concentration.  This approach also has the advantage that formaldehyde reactivity 

is reduced by dilution to 0.1% after glycine addition.  Prior work showed that little crosslinking 

was detectable using 0.1% formaldehyde so dilution alone was expected to have a substantial 

impact on formaldehyde reactivity (Figure 2.11) (Viswanathan et al. 2014).  In addition, the 

glycine quenching solution was adjusted to pH 5 which further improves the ability of glycine 

and formaldehyde to react (Sutherland et al. 2008).  We refer to the experimental approach 

employing all of these modifications as CLKv2 (Fig. 2.12A) to distinguish it from the original 

CLK method.   
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Figure 2.10.  Tris, but not glycine, quenching reverses ChIP signal over time. A) Average 

TBP ChIP signal at the URA1 locus in cells crosslinked with 1% formaldehyde, quenched with 

250 mM glycine, and resuspended in either 50 mM or 750 mM Tris, pH 8. Samples were 

incubated at room temperature for 10 (blue circles) or 30 (red circles) minutes before processing. 

A student t-test was performed to determine statistical significance between conditions. B) 

Average ChIP signal of cells crosslinked with 5% formaldehyde and quenched with 2.93 M 

glycine pH 5. Samples were incubated in glycine quench solution for 0, 10 or 30 minutes before 

processing. All experiments were performed with two biological replicate samples and error bars 

represent the standard deviation.  * p < 0.05. The data in both panels is from Savera Shetty. 
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Figure 2.11. Dependence of ChIP signal on formaldehyde concentration.  Wild-type YPH499 

cells were incubated with the indicated concentrations of formaldehyde for ten minutes, then 

chromatin was isolated and ChIP was performed to quantify the association of TBP with the 

URA1 promoter. (A) Percent of input DNA in the anti-TBP immunoprecipitates. Asterisks 

indicate sample comparisons with p values < 0.05: ChIP signal obtained with 0.3% formaldehyde 

versus no formaldehyde (p = 0.02, two-tailed Student’s T-test)); 1% formaldehyde ChIP signal 

versus 0, 0.1% and 0.3% p values were all < 0.03.  The difference between the 1% and 3% 

samples was not significant (p value = 0.187). Error bars represent the standard deviation 

obtained from two biological replicates. Data from David Auble.  
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 As shown in Figs. 2.12B and C, order-of-addition experiments established that glycine 

was a very efficient quencher of formaldehyde reactivity when used in this way; the TBP-myc 

ChIP signal obtained in reactions in which formaldehyde was added first was ~28-fold higher 

than in reactions with no formaldehyde.  In contrast, the ChIP signal obtained when glycine was 

added before formaldehyde was not statistically different from the background ChIP signal 

obtained with no formaldehyde at all (p = 0.20).  Next, the use of 5% formaldehyde prompted us 

to evaluate how this higher level of formaldehyde might generally impact cellular constituents.  

As shown in Fig. 2.13A, protein yields were reduced in whole cell extracts prepared from cells 

treated with 5% formaldehyde for increasing periods of time.  In contrast, there was no change in 

the yield of chromatin protein associated with extracts prepared as normally done for ChIP.  In 

addition, there was little change in the pattern of protein bands or their relative intensities over a 

time course of formaldehyde incubation, indicating that the majority of proteins present in these 

chromatin extracts were not notably depleted or modified (Fig. 2.13B).  This suggests that the 

reduced yield of protein in whole cell extracts was due to crosslinked cells being refractory to 

lysis by rapid agitation with glass beads, whereas soluble protein contents were more efficiently 

released in the chromatin extract preparation procedure, which utilizes a combination of glass 

bead agitation plus sonication.  Protein samples are typically heated to facilitate their denaturation 

prior to electrophoresis, but formaldehyde crosslinks are also reversible by heat so we analyzed 

protein extracts on gels with and without heating.  There was relatively little difference in overall 

protein banding pattern when chromatin extract proteins were analyzed following brief heating to 

facilitate protein denaturation versus unheated samples (Fig. 2.13B).  Heating did reduce an 

indistinct smear of protein toward the top of the lanes of unheated samples, consistent with heat 

improving denaturation of the samples.  Brief heating had a dramatic effect on the ability to 

detect TBP in extracts by western blotting (Fig. 2.13C).  The formaldehyde crosslink reversal 

time is much longer than this brief heating period (Quievryn and Zhitkovich 2000), suggesting 

that heating in this experiment facilitated disruption of TF-protein complexes and protein 
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unfolding rather than crosslink reversal.  In the case of TBP, it is likely that its association with 

TAFs (TATA-binding protein associated factors) and potentially other regulatory factors in 

extracts (Thomas and Chiang 2006) make detection of monomeric TBP difficult or impossible 

without heating. MNase titration experiments were performed to examine the overall chromatin 

state resulting from treatment with crosslinker and quencher. Compared to untreated cells, we 

observed no difference in the overall chromatin digestion pattern when cells were treated with 

2.93 M glycine, pH5 with or without prior formaldehyde incubation (Fig. 2.13D). Thus, 

formaldehyde and glycine do not cause any detectable bulk structural changes in chromatin or 

affect chromatin accessibility.  

	

Figure 2.12. CLK v.2 quenching conditions and overview of the updated method. A) 

Flowchart of CLK v.2 method focusing on sample collection. B) Order of addition experiments to 

verify new excess glycine conditions are shown in the schematic. Three experiments were set up: 



	 75	

1) glycine alone added to samples, 2) glycine addition to samples then formaldehyde 

crosslinking, and 3) formaldehyde crosslinking followed by glycine quenching. For all samples, 

5% formaldehyde and 2.93 M glycine pH 5 were used. C) Real time PCR read out from 

experiments done in B; data were obtained from two biological replicates and the error is the 

standard deviation.  * p < 0.05. The data in panel C is from Savera Shetty.  

	

Figure 2.13. Effect of formaldehyde crosslinking on proteins. A) Relative concentration of 

protein in either whole cell extract (blue circles) or chromatin (red circles) samples crosslinked 

with 5% formaldehyde for varying amounts of time. Bradford assays were used to determine the 

concentration. Duplicates were used for each time point and samples were normalized to their 

respective zero time point. Error bars represent the standard deviation. B) Coomassie stained 

SDS-PAGE gel of AY146 whole cell extract samples from cells crosslinked for varying amounts 

of time with 5% formaldehyde.  Fifteen microgram samples were heated (H) for 5 minutes at 
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95°C or not heated (NH) before loading.  C) Samples from the AY146 strain were crosslinked for 

0, 5, 10, or 15 minutes with 5% formaldehyde and either heated for five minutes at 95°C or 

unheated before loading into an SDS-PAGE gel. The western was probed with a TBP antibody 

and visualized with chemiluminescence. C (control) is recombinant TBP protein. D) MNase 

digestion of chromatin from wild type cells visualized on a 2% agarose gel. Cells were treated 

with no formaldehyde or glycine, 2.93 M glycine pH 5, or 5% formaldehyde for 30 seconds 

followed by 2.93 M glycine pH 5. The indicated amounts of MNase (units) were added to 

aliquots of cells and the resulting chromatin resolved by gel electrophoresis. The base pair lengths 

of molecular weight standards are denoted to the left of the image. The images in panels B and C 

are from Savera Shetty.  

 

Examining suitable factors with new conditions  

A key requirement for the CLK method is that the unbound pool of the TF being 

investigated is not depleted significantly by formaldehyde incubation (Poorey et al. 2013).  This 

ensures that there are sufficient molecules available for interaction with unbound DNA sites and 

that the overall on-rate, which depends on the concentration of the free TF, does not change over 

the course of the reaction. To determine the effect of 5% formaldehyde on the soluble pools of 

particular TFs, western blots were performed using extracts obtained from cells treated with 

formaldehyde for various periods of time.  Based on the results in Figs. 2.14B and C, a brief 

heating step was used prior to loading samples on the gels in order to accurately estimate the 

relative amount of soluble TF without reversing any crosslinks that had formed. Western blotting 

showed that 5% formaldehyde treatment resulted in depletion of some TFs and not others, and the 

rates of depletion among those that were depleted varied significantly (Fig. 2.14A-F, 2.15A-D).  

TBP, Gal4, and Ace1 were not significantly depleted in these experiments, whereas Reb1, Cat8, 

Abf1, TFIIB and Tfa1 were stable for ~10 min and then were depleted.  In contrast, the largest 

subunit of RNA polymerase II, Rpb1, and the TFIIF subunit Tfg1 were rapidly depleted. Both 
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whole cell extract (WCE) and chromatin samples showed the same depletion patterns; chromatin 

samples were not prepared for Sir2 or Cat8 because the WCE samples showed depletion (Fig 

2.14A, D).  This indicates that some factors such as TBP and Gal4 are readily amenable to 

analysis by CLKv2.  As shown below, others such as Tfa1 can be investigated as long as the 

crosslinking time course is confined to the period in which the levels of the factor are not 

depleted.  Other factors such as Rpb1 and Tfg1 cannot be investigated at present using these 

conditions. However, it should be noted that in principle one could incorporate the TF depletion 

rate into the dynamic model.	

	

Figure 2.14. Protein levels in crosslinked whole cell extract samples over time. A) Western 

blots of whole cell extract (WCE) samples for all factors. Antibodies used are listed in Table 2.3 

and molecular weight is denoted to the right in kDa. Samples were crosslinked with 5% 

formaldehyde for 0-15 minutes and quenched with excess glycine. B) Quantification of WCE 

western blot bands shown in A for TBP. Each sample was normalized to the 0 time point as a 

percentage. Two replicates were averaged for the plot and error bars represent standard deviation. 
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C) Same as B, except for Ace1. D) Same as B, except for transcription factors Reb1, Cat8, Abf1, 

Sir2, and Sko1. E) Same as B, except for preinitiation complex components TFIIB, Tfa1 (TFIIE), 

Tfg1 (TFIIE), and Rpb1 (RNA polymerase II).  Independently performed Western blots using 

chromatin rather than WCE samples showed the same trends.  

 
Figure 2.15. Protein levels in crosslinked chromatin samples over time. A) Western blots of 

chromatin samples for all factors except Sir2 and Cat8. Antibodies used are listed in Table 2.3 

and molecular weight is denoted to the right in kDa. Samples were crosslinked with 5% 

formaldehyde for 0-15 minutes and quenched with excess glycine. B) Quantification of chromatin 

western blot bands shown in A for TBP. Each sample was normalized to the 0 time point as a 

percentage. Two replicates were averaged for the plot and error bars represent standard deviation. 

C) Same as B, except for Sko1. D) Same as B, except for transcription factors Reb1, Ace1, Gal4 

and Abf1, Sir2. E) Same as B, except for preinitiation complex components TFIIB, Tfa1 (TFIIE), 

Tfg1 (TFIIE), and Rpb1 (RNA polymerase II). Data in figure A is from both Savera Shetty and 

Elizabeth Hoffman.  
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Model fits with updated conditions  

To measure dynamics using the CLKv2 method, ChIP data for an interaction of interest 

are acquired in two different strains, each of which differ only in the concentration of the TF.  

One strain (“WT”) expresses the TF of interest at wild type levels and the other (“OE” for “over-

expression”) typically harbors an additional copy of the TF gene which increases the TF 

concentration ~2-3-fold on average (see Table 2.5 for overexpression values).  The CLK model 

contains as variables the on-rate for TF-chromatin binding (ka), the off rate (kd), and the 

formaldehyde crosslinking rate (kxl); the fractional occupancy (θb) and residence time (t1/2) are 

calculated from the variables and are not direct outputs of the fits.  The saturation level of the 

ChIP signal (Ssat) is an additional parameter obtained from the fits, which we use to normalize the 

ChIP signal and, thereby, obtain an estimate of the fraction of crosslinked TF at a given site (θxl). 

The concentration of the TF in the nucleus (CTF) and the formaldehyde concentration (CFH) are 

experimentally measured quantities used in the fitting calculations (For reference, all variables 

are defined at the beginning of this dissertation under the List of Abbreviations section).  The 

CLK model makes no assumptions about the relative rates of chromatin binding or crosslinking, 

and indeed it provides a framework sufficiently flexible to model a wide range of chemical and 

dynamic behavior (15, 16).  Using the CLKv2 conditions, and as discussed in detail below, a 

wide range of behaviors were observed, including interactions with binding dynamics slower than 

crosslinking, comparable to crosslinking, or faster than crosslinking. In the binding dynamics-

limited scenario (Fig. 2.16A, D), crosslinking is much faster than the on- and off-rates for 

chromatin binding.  The hallmarks of the binding-dynamics limited behavior (referred to as “TF-

limited”) include two exponentials:  a very steep exponential rise at short time scales (seconds), 

often manifesting as a non-zero y-intercept in the WT and OE data with a clear separation in the 

WT and OE y-intercepts, followed by a slower exponential rise.  This clear separation in time 

scales makes it possible to extract binding dynamics, including the on- and off-rate (15). In 
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contrast, if the rate of crosslinking is slower than the time scale of TF binding dynamics, 

crosslinking-limited (referred to as “XL-limited”) data show a single exponential rise with a zero 

y-intercept for the WT and OE data (Fig. 2.16B).  The simulation in Fig. 2.16B and schematic in 

Fig. 2.16E show that for XL-limited interactions, the crosslinking time scale is slower than for the 

TF-limited case, and under these conditions TF binding and unbinding can occur prior to 

crosslinking.  If the crosslinking rate is so slow (Fig. 2.16F) that its associated time is longer than 

the latest crosslinking time (usually 1200 seconds for this study), the ChIP signal rises linearly (or 

nearly linearly) as shown in Fig. 2.16C.  In the linear version of the XL-limited model the 

theoretical curve shows a near-zero y-intercept, and no sign of saturation on the experimentally 

accessible time scale.  

	

Figure 2.16. Overview of CLKv2 possible model fits. A-C) Simulations of CLKv2 fits. For 

each plot, blue represents the wild type strain and red is the overexpression strain. From left to 

right, the fits correspond to: binding dynamics (TF)-limited (A), crosslinking-limited (B), and 

linear crosslinking-limited behavior (C). D-F) Schematic of binding dynamics for each of the 

three CLKv2 cases with formaldehyde crosslinking over time: TF-limited (D), XL-limited (E), 
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and linear XL-limited (F). In each square cell, the TF (blue circles) binds to its binding site (blue 

rectangles); red x’s represent crosslinking by formaldehyde. Crosslinking time increases as the 

panels progress from top to bottom. The simulations in A-C were made by Hussain Zaidi and D-F 

by David Auble.   

 

	

 Once crosslinking time-dependent data have been acquired, determining which scenario 

describes the data and fitting to the model is described in the flow chart in Fig. 2.7.  The fitting 

procedures themselves are described in detail in the Methods section. We note that different sets 

of parameters are gained from each type of fit as shown in the schematic: TF-limited fits yield ka, 

kd, kxl, and Ssat from which the dissociation constant, Kd, θb, and t1/2 can be derived.  However, the 

XL-limited fit only gives Kd, kxl and Ssat from which θb can be derived, and the linear model 

provides Kd and kxl*Ssat from which θb can be derived.  

 Data were obtained for a number of TF-chromatin interactions using CLKv2.  The 

interactions of TBP with the LOS1, ACT1 and URA1 promoters are shown in Fig. 2.17A-C.  

Applying the flow chart shown in Fig. 2.8 revealed that these interactions were well described by 

the TF-limited behavior (See Computational Modeling section under Materials & Methods for a 

definition of TF-limited behavior and the full model). At the URA1 promoter, TBP-myc displayed 

both a linear ChIP signal with crosslinking time and sensitivity to formaldehyde concentration 

consistent with XL-limited dynamics, suggesting that although myc-tagged TBP complements 

growth, the myc tag had a relatively strong effect on crosslinking and possibly TBP binding 

dynamics.  The data describing the interaction between LacI-GFP and an array of LacI sites is 

shown in Fig. 2.17D and was also well described by TF-limited behavior. The fractional 

occupancies of the three TBP loci ranged from 0.04-0.07, while the residence times were about 

60-90 seconds (Table 2.6).  Consistent with prior work (Poorey et al. 2013), this indicates that 
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these promoters are unoccupied by TBP most of the time, and that the TBP complexes that do 

form are not very long-lived.  LacI fractional occupancy was lower still, but the complexes 

formed had half-lives of 1056 seconds (Table 2.8).  This long lifetime is consistent with both 

prior CLK and live imaging data (Poorey et al. 2013). TBP binding to NTS2 (the promoter for Pol 

I transcription) and Ace1 binding to CUP1 were both best approximated by the linear model (Fig. 

2.17E, F; Tables 2.7 & 2.8).  The linear behavior of Ace1 CLK data using the CLKv2 conditions 

is consistent with rapid binding dynamics (Karpova et al. 2004, Poorey et al. 2013) being faster 

than the crosslinking rate. The high fractional occupancy of Ace1 at CUP1 (0.83) is also 

consistent with prior observations (Karpova et al. 2004, Poorey et al. 2013).  The fractional 

occupancy of TBP at NTS2 (0.73) was much higher than TBP occupancies at the other promoters, 

consistent with the high transcriptional activity of the rDNA in cells in log phase growth in rich 

medium (Dammann et al. 1993). Tables 2.6 and 2.7 provide all the measured kinetic parameters 

along with their associated errors.  Notably, error analysis derived from multiple fits of simulated 

data (see Materials and Methods) showed that most parameters were associated with a single 

well-defined distribution (Figs. 2.20 and 2.21). 
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Figure 2.17. CLKv2 fits of data for TBP, LacI, and Ace1. A-D) All fits shown are TF-limited 

full model fits. The blue line is the wild type strain, while red has the factor overexpressed; 

overexpression factors are listed in Table 2.5. TBP is shown at ACT1 (A), URA1 (B), and 

LOS1(C); LacI is shown at a lac array (D). Occupancy (�b) and t1/2 are denoted on the plots. E-F) 

Both fits are linear crosslink-limited. TBP is shown at NTS2 (E) and AceI is shown at CUP1 (F). 

Only occupancy (�b) is shown since residence time is not extracted with this fit. Each dataset 

resulted from two biological replicates and the average is shown. Error bars represent the 

standard deviation. Data in all panels was collected by Savera Shetty and fit by Hussain Zaidi and 

Stefan Bekiranov. 	

 

 

Datasets obtained for TBP binding to the HSC82 and SNR6 promoters were not obviously 

linear or non-linear; these ambiguous cases required a more rigorous selection process for the best 

fit (see flowchart, Fig. 2.18A, and Methods section for detailed explanation).  These datasets were 
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fit with both the TF-limited and linear models and the sum of squared residuals (SSR) derived 

from the fits were compared for the appropriate fit (Fig. 2.18B, C).  Both loci had a better fit with 

the linear model; the SSR for the TF-limited/linear models for HSC82 and SNR6 were 0.11/0.042 

and 3.35/0.43, respectively.  The occupancy of TBP at HSC82 and SNR6 was 0.57 and 0.73, 

respectively.  

As mentioned earlier, it is possible to model kinetic behavior of TFs that are depleted by 

formaldehyde by focusing measurements on the formaldehyde incubation time period where 

levels remain stable. TFIIE was significantly depleted by about ten minutes (Fig. 2.14A, E), but 

the protein levels were not detectably changed through seven minutes of formaldehyde incubation 

(Fig. 2.19A). This allowed us to measure TFIIE interaction with the ACT1, LOS1, and URA1 

promoters (Fig. 2.19B-D, Table 2.9).  TFIIE binding to URA1 and LOS1 was best described by a 

crosslinking-limited model, whereas a full model fit described binding to ACT1.  Fractional 

occupancies were well below saturation for all three sites, and at ACT1 we compute a residence 

time of about 6 minutes, which is within the bounds of an estimate of its 95% confidence interval 

(Figure 2.11) and on par with the time-scale for TBP interaction at this site. 
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Figure 2.18. Resolution of ambiguous TBP fits. A) Flow chart to determine best fit for 

ambiguous data. Data was fit with both linear and full models and F-tests or sum of squared 

residuals (SSR) was then used to differentiate the best fit. B-C) TBP fits at HSC82 (B) and SNR6 

(C) were fit with both full (top) and linear (bottom) models. SSR derived from the fits was used 

to find that both datasets were best represented with the linear fit; SSR is shown on all four plots 

and occupancy (θb) for the linear fit. Each dataset resulted from two biological replicates and the 

average is shown. Error bars represent the standard deviation. Data in panels B and C was 

collected by Savera Shetty and fit by Hussain Zaidi and Stefan Bekiranov.  
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Table 2.6. Measurements for TBP-binding dynamics at select promoters with a full model 
fit. 

TBP-Full 
model kxl (1/mol s)1 τxl (s)2 ka*CTF (1/s)3 kd (1/s)4 Ssat

5 K (mol)6 t1/2 (s)7 θb
8 

ACT1 0.14 (+31.2, 
-0.51) 

2.76 
(+45.05, 
-0.73) 

3.21 (+1.3, 
-0.92) E-04 

6.98 
(+3.3, 

-2.2) E-03 

1.35 
(+0.35, 
-0.28) 

2.61 (+1.0, -
0.74) E-04 

99.3 
(+99.32, 
-56.51) 

0.044 (+0.44, 
-0.016) 

LOS1 N/A N/A 6.31(+1.1, 
-0.93) E-04 

8.58 
(+2.3, -

1.8) E-03 

0.44 
(+0.031,  
-0.029) 

1.63 (+0.32,  
-0.27) E-04 

80.8 
(+21.45, 
-16.94) 

0.069 
(+0.012,0.01) 

URA1 
0.30 

(+1129.02, 
-4.74) 

1.29 
(+19.22, 
-0.081) 

7.59 (+1.0, 
-0.91)E-04 

1.0 
(+0.29, 

-0.23) E-
02 

0.71 
(+0.036, 
-0.035) 

1.62 (+0.36, 
-0.29) E-04 

67.7 
(+21.02, 
-16.2) 

0.069 (+0.015, 
-0.01) 

1Formaldehyde crosslinking rate     5ChIP signal at saturation  
2Crosslinking time       6Dissociation constant, kd/ka  
3On-rate of transcription factor X nuclear concentration of factor 7Residence time of TF binding  
4Off-rate of transcription factor     8Occupancy 
N/A: not applicable 
 
 
 
Table 2.7. Measurements for TBP-binding dynamics at select promoters with a linear model 

fit. 

TBP-
Linear 

kxl*Ssat (1/mol 
s)1 τxl (s)2 ka*CTF (1/s)3 kd (1/s)4 Ssat

5 K (mol)6 t1/2 (s)7 θb
8 

NTS2 1.1 (+0.084, 
-0.078) E-03 N/A N/A N/A N/A 4.51 (+2.21, 

-1.44) E-06 N/A 0.73 (+0.077, 
-0.07) 

SNR6 1.7 (+0.12, 
-0.11) E-03 N/A NA NA NA 4.46 (+2.0, 

-1.37) E-06 NA 0.73 (+0.074, 
-0.067) 

HSC82 3.4 (+0.54, 
-0.47) E-04 N/A NA NA NA 8.96 (+5,73, 

-3.51) E-06 NA 0.57 (+0.13, 
-0.1) 

1Formaldehyde crosslinking rate     5ChIP signal at saturation  
2Crosslinking time       6Dissociation constant, kd/ka  
3On-rate of transcription factor X nuclear concentration of factor 7Residence time of TF binding  
4Off-rate of transcription factor     8Occupancy 
N/A: not applicable 
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Table 2.8. Measurements for Ace1 and LacI binding dynamics. 

 kxl (1/mol s)1 τxl (s)2 ka*CTF (1/s)3 kd (1/s)4 Ssat
5 K (mol)6 t1/2 (s)7 θb

8 

Ace1 
(linear) @ 

CUP1 

2.28	(+0.1,	
-0.098)	E-03 N/A NA NA NA 

2.07	
(+1.14,	

-0.77)	E-07 
NA 0.83	(+0.055,	

-0.052) 

Lac1 (full 
model) @ 

LacO 

3323	
(+5.26E09,	
-767979) 

1.2E-04	
(+0.0034,	
-5.0	E-07) 

5.33	(+5.09,	
-2.37)	E-07 

6.57	
(+1.51,	
-1.22)E-
04 

906.9	
(+893.7,	
-473.1) 

1.23	
(+1.75,	

-0.79)	E-03 

1055.5	
(+254.6,	
-206.1) 

8.10	(+8.3,	
-3.8)	E-04 

1Formaldehyde crosslinking rate     5ChIP signal at saturation  
2Crosslinking time       6Dissociation constant, kd/ka  
3On-rate of transcription factor X nuclear concentration of factor 7Residence time of TF binding  
4Off-rate of transcription factor     8Occupancy 
N/A: not applicable 
 
 

Figure 2.19. CLKv2 for TFIIE on a shorter experimental time scale. A) Western blot of Tfa1-

TAP chromatin using an anti-TAP antibody. Samples were crosslinked for 30 seconds to seven 

minutes. Wild type and overexpression strains were both tested for depletion. Quantification of 

the signal was plotted below; two replicates were averaged and the standard deviation is shown as 

error bars. The wild type strain was normalized to its 30 second time point; the overexpression 
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strain was normalized to its 30 second time point and multiplied by the overexpression factor 

(Table 2.5). The overexpression factor was determined by running four 5% formaldehyde-

crosslinked time points for the wild type and overexpression strains on the same gel and blotting 

for TAP tag (data not shown). Bands were quantified with ImageJ (NIH) and compared to 

determine overexpression. B) TFIIE at ACT1 resulted in a full model fit; occupancy and residence 

time are denoted. C, D) TFIIE at both URA1 and LOS1 gave crosslink-limited fits; only the 

occupancy is shown. Each dataset resulted from two biological replicates and the average is 

shown. Error bars represent the standard deviation. The data in panels B-D was fit by Hussain 

Zaidi and Stefan Bekiranov. 	

 
 

Table 2.9. Measurements for TFIIE binding dynamics at select promoters. 

TFIIE kxl (1/mol 
s)1 τxl (s)2 ka*CTF 

(1/s)3 kd (1/s)4 Ssat
5 K (mol)6 t1/2 (s)7 θb

8 

Full model 
fit:         

ACT1 
4.80E-03 

(+1.3,  
-0.22) 

80.2 
(+992.3, 
-16.85) 

3.5 (+9.4, 
-2.7) E-04 

2.0 
(+7.2,  
-2.2)  
E-03 

3.11 
(+3.21, 
-2.94) 

7.80 (+14, 
-6.2) E-05 

346.6 
(+523.9, 
-156.8) 

0.149 
(+0.48, 
-0.01) 

XL-limited 
fit:         

URA1 
1.96 (+1.0, 

-0.69)  
E-03 

206.5 
(+76.52, 
-52.94) 

N/A N/A 
2.71 

(+2.71, 
-0.48) 

7.17 
(+18.0,  

-5.5) E-06 
N/A 

0.66 
(+0.15, 
-0.12) 

LOS1 4.3 (+5.4, 
-2.5) E-03 

90.1 (+95.4, 
-44.2) N/A N/A 

0.294 
(+0.08, 
-0.05) 

4.14 (+2.4, 
-1.0) E-05 N/A 

0.31 
(+0.14, 
-0.1) 
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Figure 2.20. Error distribution generated from simulated data for TBP. A) Error 

distributions for TBP at ACT1. Plots are from left to right: M (this is Kd), ka*CTF, kd, and kxl. B) 

Error distributions for TBP at URA1. Plot order is identical to A. C) Error distributions for TBP at 

LOS1. Plots are in the same order as A, but analysis for kxl was not done. D) Error distributions 

for TBP at NTS2 for M. E) Error distributions for TBP at HSC82 for M. F) Error distributions for 

TBP at SNR6 for M. All plots were generated by Hussain Zaidi. 	
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Figure 2.21.  Error distribution generated from simulated data for all other CLKv2 factors. 

A) Error distributions for lacI at the lac array. Plots are from left to right: M (this is Kd), ka*CTF, 

kd, and kxl. B) Error distributions for Ace1 at CUP1 for M. C) Error distributions for TFIIE at 

ACT1. Plot order is identical to A. D) Error distributions for TFIIE at URA1. Plots for M and kxl 

are shown. E) Error distributions for TFIIE at LOS1. Plots for M and kxl are shown. All plots were 

generated by Hussain Zaidi. 	
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Table 2.10. Statistical analysis of TBP CLK model fits at select loci. 
Full model    

Protein Locus Parameter p-value: Adjusted R2   
  S ka*CTF kd kxl    

TBP URA1 6.04E-10 2.05E-05 8.8E-03 0.58 0.99   
TBP ACT1 3.38E-04 0.0170 0.034 0.44 0.98   

TBP LOS1 1.52E-08 1.38E-04 3.1E-03 <1E-07 0.99   

TBP SNR6 3.15E-04 0.87 0.91 1.00 0.90   
TBP HSC82 0.017 0.82 0.87 1.00 0.89   

    
Linear     

Protein Locus Wild Type 
Beta* 

Wild Type 
Adjusted R2 

Over- 
expression  

Beta* 

Over- 
expression  

Adjusted R2    

TBP SNR6 1.45E-08 0.99 1.37E-07 0.98    
 HSC82 1.53E-05 0.93 1.58E-06 0.96    
 NTS2 7.30E-07 0.97 5.08E-09 0.99    

 
*Beta = θb*kxl*Ssat*CFH 
 
     

Table 2.11. Statistical analysis of lacI and Ace1 model fits at select loci. 

*Beta = θb*kxl*Ssat*CFH 
 
 

Full 
model   

Protein Locus Parameter p-value: Confidence interval: Adjusted 
R2 

  S ka*CTF kd kxl S ka*CTF 
(1/s) 

kd  
(1/s) 

kxl (1/M 
s)  

LacI lac 
array 0.99 0.99 1.93E-03 <1E-07 0.0, 

163.50 
0.0, 

8.01E-05 
2.94E-04, 
1.02E-03 

1460.3, 
1460.3 0.97 

      

Linear       

Protein Locus 
Wild 
Type 
Beta* 

Wild 
Type 

Adjusted 
R2 

Over- 
expression  

Beta* 

Over- 
expression  
Adjusted 

R2 
     

Ace1 CUP1 7.24 
E-08 0.99 2.85E-08 0.99      
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Table 2.12. Statistical analysis of TFIIE CLK model fits at select loci. 

 

Discussion 

 The CLK assay was conceived to provide biophysically rigorous on and off rates for TF 

binding to single copy loci in vivo (Poorey et al. 2013).  We sought to develop an approach that 

would also be generally applicable and potentially scalable to genome-wide analysis.  The biggest 

obstacle to implementation of this assay has been to develop general experimental conditions and 

a companion model that accurately account for the many effects occurring in cells that undergo 

formaldehyde crosslinking and to distinguish them from the contributions of binding kinetics to 

the time dependent change in ChIP signal.  The new, updated version of the CLK assay extends 

our understanding of the effects of formaldehyde on yeast cells and uses our observations to both 

improve the CLK assay conditions and to improve the approach to data analysis.  Formaldehyde 

crosslinking is ubiquitous in the chromatin field, so the results may contribute to the 

understanding and interpretation of ChIP and related types of experimental results in general as 

well.  

 Our results demonstrate improvement in formaldehyde quenching using a higher 

concentration of glycine than was used previously.  The residual unquenched formaldehyde that 

Full 
model  

Protein Locus Parameter p-value: Confidence interval: Adjusted 
R2 

  S ka*CTF kd kxl S ka*CTF 
(1/s) 

kd 
(1/s) 

kxl 
(1/M s) 

 TFIIE ACT1 0.19 0.70 0.71 0.36 0.0, 
1.83 0.0, 0.0031 0.0, 0.012 0.0, 0.014 0.97 

         
  XL-

limited  
  Protein Locus Parameter p-value: Confidence interval: Adjusted 

R2 
  

  S Kd kxl S Kd 
(1/M) 

kxl 
(1/M s)  

  TFIIE URA1 0.012 0.36 0.14 0.25, 1.74 0.0, 1.71 0.0, 0.0045 0.97 

  TFIIE LOS1 0.016 0.52 0.44 0.22, 1.78 0.0, 9.28 0.0, 0.016 0.93 
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remains following addition of 250 mM glycine as commonly used and in the original CLK 

procedure likely inflated the ChIP signal values at short crosslinking times as the unquenched 

formaldehyde continued to capture complexes during the centrifugation step that follows 

quenching.  However, despite this, the relative differences in ChIP signal change with time 

apparent in the original CLK data do capture the relative differences in binding dynamics 

validated by other methods.  For example, the rapid rise in Ace1 ChIP signal with short 

crosslinking times observed originally is consistent with the known highly dynamic behavior of 

Ace1 binding to its sites in the CUP1 promoter (Karpova et al. 2008), whereas the shallow slope 

and gradual approach to saturation seen with LacI time-dependent ChIP signals are consistent 

with its long residence time (Robinett 1996), which we confirmed by live cell imaging (Poorey et 

al. 2013). Remarkably, the residence times for TBP binding to particular promoters reported here 

are also broadly consistent with the residence times obtained with the original version of the CLK 

assay (Poorey et al. 2013).  The results argue that TBP has residence times at these promoters on 

the order of one to several minute time scale.  Thus, although the original CLK data was modeled 

assuming infinitely fast quenching, we nonetheless captured the relative time scale of dynamic 

behavior as validated by both live cell imaging and in this study using CLKv2.   

 Based on the results presented here, although Tris is highly effective in quenching 

unreacted formaldehyde, it is unsuited for use in this type of kinetic analysis due to its ability to 

reverse crosslinks.  The crosslink reversal that we observed is consistent with a prior report 

(Kawashima et al. 2014) and is exacerbated by the relatively high concentration of Tris required 

to completely react with a relatively high concentration of added formaldehyde.  We also show 

that time-dependent increases in ChIP signal can be affected by the concentration of 

formaldehyde.  The use of a formaldehyde concentration that is as high as possible boosts the 

crosslinking rate, thereby extending the useful range of the assay.  Although we employed 5% 

formaldehyde here, this may not be advisable or appropriate for analysis of other TFs or in other 

types of cells.  The best formaldehyde concentration ought to be determined empirically by 
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choosing the concentration that yields the best separation between the crosslinking and binding 

dynamics time scales, and which does not impact overall recovery of soluble components or 

deplete the unbound TF in the soluble pool over the kinetic time course.  Those factors that are 

stable constituents of multi-subunit complexes such as Rpb1 may be impossible to assess using 

this approach; what is observed by western blotting as their rapid depletion from extracts may be 

due to rapid crosslinking to other biologically relevant polypeptides with which they 

stoichiometrically co-associate.   

 Using the CLKv2 method, we find that crosslinking rates are highly variable and depend 

on the particular TF-DNA site of interaction (Tables 2.6-2.9).  Prior to our measurement of 

formaldehyde crosslinking rates in vivo, crosslinking of ChIP complexes was generally thought 

to be rapid (Solomon and Varshavsky 1985, Solomon et al. 1988, Aparicio et al. 2005, Lu et al. 

2010), and this was supported qualitatively by the differences in ChIP signals that were observed 

at closely spaced time points (Hoffman et al. 2015) and that highly transient interactions 

(residence times on the ~second scale) could nonetheless be captured by formaldehyde 

crosslinking in ChIP experiments (Hager et al. 2009, Poorey et al. 2013, Chen et al. 2014, 

Viswanathan et al. 2014).  In addition, there is a global correlation between steady-state ChIP 

signals and in vitro binding affinity (Toth and Biggin 2000, Kaplan et al. 2011) consistent with 

the overall ChIP signal level not being merely proportional to the rate of capture by crosslinking.  

In vitro, the rate of formaldehyde reaction with DNA bases is relatively slow (McGhee and Von 

Hippel 1975), but reactivity could be greatly accelerated when DNA and amino acids were 

present together (Siomin et al. 1973).  Interestingly, the rates of TBP crosslinking to the URA1 

and ACT1 promoters calculated by CLKv2 (kxl, Table 2.6) are in the same range as in vitro 

crosslinking rates obtained in reactions containing DNA and amino acids (Siomin et al. 1973).  

Experiments measuring formaldehyde reactivity with amino acids and proteins have shown that 

formaldehyde adducts tend to be mainly formed with cysteine, lysine, and tryptophan side chains 

as well as the N-terminal group of polypeptide chains (Metz et al. 2004, Toews et al. 2008). In 
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reactions containing both nucleic acids and protein/amino acid substrates, the most efficient 

crosslinking was found to occur between lysine and deoxyguanosine (Solomon and Varshavsky 

1985, Roeder 1996, Poorey et al. 2013).  We suggest that the wide range in crosslinking rates 

reported here reflects the variation in reactive chemical groups on the TF surface and their 

proximity and orientation to reactive groups on DNA bases at or near binding sites.  

 Although some factors of interest were eventually depleted from extracts following 

formaldehyde treatment, our results with the TFIIE subunit Tfa1 show that it is still possible to 

investigate them kinetically if the crosslinking time course is confined to a temporal window in 

which their overall levels are not affected by formaldehyde.  A possible limitation in this 

approach is that a shorter time course may make it more difficult to determine the saturation level 

of the ChIP signal, an estimate for which is required for confident fitting of the data and accurate 

estimates of the parameters.  An alternative approach for future work is to extend the current 

model to include the depletion of the TF of interest in the fitting.  Conceptually, by quantifying 

the rate of TF depletion from Westerns such as those shown in Figs. 2.14 and 2.15, the decrease 

in the overall level of the TF with crosslinking time could be modeled and the level of the TF at 

different times included explicitly as a parameter during the analysis of the data. 

 In instances in which the crosslinking rate is much slower than TF-DNA binding, CLKv2 

yields the fractional occupancy as well as the equilibrium binding constant.  Although the 

residence time cannot be estimated from the data in these situations, the fractional occupancy and 

binding constant are useful parameters as they provide insight into the variation in site occupancy 

across the cell population, which could have implications for understanding the molecular basis 

of transcriptional noise (Stewart-Ornstein et al. 2012, Ravarani et al. 2016), as well as energetic 

barriers in the intracellular environment that reduce binding from in vitro values obtained using 

purified components.  If the crosslinking rate can be determined, this can be used to set an upper 

limit for binding dynamics.  For many biological systems, knowing whether binding is occurring 
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faster or equal to the second, minute or tens of minutes time scale would be valuable for 

developing dynamic models for the order of events underlying transcriptional responses. 

 

Implications and Future Directions 

One of the most important take-ways from the updated CLK method is the breadth of 

formaldehyde crosslinking times calculated in vivo, depending on the TF and locus.  Given the 

pivotal role of formaldehyde in understanding chromatin biology and the continuing evolution of 

technologies exploiting its properties, it is critical that a deeper understanding is achieved of 

formaldehyde crosslinking as it occurs in cells.  Although formaldehyde can mediate countless 

chemical reactions in vitro, the conditions used for crosslinking in cells suggest that, with respect 

to chromatin, the chemical complexity of macromolecule-containing reaction products is more 

limited, with reactions occurring mainly with solvent-exposed lysine residues and endo- and 

exocyclic amino groups on bases.  Formaldehyde has a number of other properties that make it 

well suited for trapping macromolecular complexes in cells, including cell permeability and the 

temperature-dependent stability of methylene bridge containing adducts.  Macromolecules that do 

not interact are in general not crosslinked together efficiently, and methylol/Schiff base 

intermediates are reversibly formed and appear to be inefficiently trapped by reaction with 

quenchers in cells.  This explains why proteins and DNA isolated from formaldehyde-treated 

cells appear unmodified in general (Solomon and Varshavsky 1985).  Within minutes of 

formaldehyde incubation, there is very little detectable free DNA (<10%) (Wu et al. 2011, 

Kennedy-Darling and Smith 2014), and crosslinking appears to occur uniformly along DNA as 

well (Solomon and Varshavsky 1985).    

 
ChIP has been developed by empirical determination of seemingly optimal crosslinking 

conditions, with low recoveries occurring for either too little or too much crosslinking (Orlando 

2000). If the formaldehyde concentration is too low or the incubation time is too short, not 
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enough crosslinked material will be produced. On the other hand, too high a concentration of 

formaldehyde or too long of incubation time also reduces recovery, presumably reflecting the 

formation of complexes that are insoluble or the masking of epitopes recognized by the antibody 

used for immunoprecipitation.  We have observed little effect of formaldehyde incubation time on 

chromatin protein yield over a broad range of formaldehyde concentrations and incubation times 

(Viswanathan et al. 2014), but formaldehyde concentrations above 3% do impact yield even after 

moderate incubation times (Zaidi et al. 2017), suggesting the formation of such complexes.  

Given the dense concentration of macromolecules in the nucleus, it is plausible that formaldehyde 

may cause the formation of higher order networks of crosslinked chromatin (Gavrilov et al. 

2015), as illustrated in Figure 2.22.  This is an area worthy of additional investigation, 

particularly since it may explain nonspecific DNA crosslinking that occurs in ChIP or ChIP-

related methods (Fan et al. 2008).  Additionally, other artificial enrichment phenomena, such as 

localization of unrelated proteins, can occur with ChIP at highly expressed genes; these, too, 

warrant deeper investigation (Fan and Struhl 2009, Teytelman et al. 2013) to ensure that apparent 

ChIP signals in fact represent true association with the loci of interest. Since not all promoters are 

crosslinked quickly with formaldehyde, another option moving forward with the CLK method is 

to explore alternative crosslinkers, such as glyoxal (Richter et al. 2018). While the proportion of 

promoters genome wide that can be fit with the full model is unknown, a different crosslinker 

could potentially increase this proportion and therefore extract more kinetic parameters at the 

most sites possible. Glyoxal has been shown to crosslink faster than paraformaldehyde at a pH of 

4-5 and can be quenched with ammonium chloride (Richter et al. 2018). This could potentially be 

used at a lower concentration than 5% formaldehyde to avoid formation of complexes of 

crosslinked chromatin.  
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Figure 2.22.  Potential effects of formaldehyde in mediating formation of higher order 

chromatin structures.  The black wavy lines denote chromatin fibers, which may become a 

crosslinked meshwork in the presence of formaldehyde (red circles).  The formation of these 

potentially confounding structures may or may not be mediated by physiologically relevant 

higher order interactions captured by crosslinking (dashed gray rectangle). Such a meshwork may 

define localized neighborhoods in the nucleus that trap proteins (cyan) that may or may not 

interact specifically with nearby DNA sequences in an unperturbed cell.  

 

 

ChIP assays have been pivotal in establishing our current view of chromatin structure and 

function.  As answers to deeper questions about chromatin binding dynamics and higher order 

structure are pursued, it is imperative that we understand more fully how procedures employed to 
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obtain snapshots of chromatin state may perturb the very properties being measured, particularly 

as variations in experimental design can yield different interpretations (Nacheva et al. 1989, 

Gavrilov et al. 2015).  In this regard, an understanding of the behavior and properties of 

formaldehyde in the cell are important for determining the best methods for measuring dynamic 

interactions using crosslinking.  A better understanding of formaldehyde crosslinking may in turn 

lead to better quantitative models (Voit et al. 2015).  This will be especially important as we 

move forward with the CLK assay and analyze more TF components of the preinitiation complex, 

as well as subunits of the even larger SAGA and Mediator regulatory complexes. Understanding 

how crosslinking at higher concentrations influences our results is necessary to interpret the 

results of the amalgamated factors and compare the dynamics of assembling complexes in the 

larger context of transcription; this will be discussed further in the next chapters.  
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CHAPTER III 
 

Complementary ChIP-based approaches 
 

The molecular framework explaining the process of transcriptional factor 

recruitment and transcription initiation is based on an extensive body of work that has 

elucidated the structural organization of transcription complexes in exquisite detail and at 

ever increasing resolution along the chromatin template. Imaging studies have uncovered 

highly dynamic interactions between transcription factors and chromatin, many of which 

occur for mere seconds.  A critical challenge is to determine how the static snapshots of 

transcription complexes defined biochemically relate to the highly dynamic and stochastic 

process as it occurs in living cells. While the transcription factor-chromatin binding 

dynamics were captured for several factors by the crosslinking kinetics (CLK) assay, it’s 

important to verify these measurements with other independent methods. Two other such 

ChIP-based assays are Anchor Away (AA) and Competition ChIP (CC), which employ a 

nuclear depletion approach and an inducible system with different epitope tags, 

respectively. Our lab has used both of these approaches to measure binding dynamics for 

TBP at select promoters. For Anchor Away, the nuclear depletion rate needs to be 

measured to determine a bound for the fastest dynamics and as variable built into the 

modeling once it is developed. The nuclear depletion rate of TBP was calculated by imaging 

fixed cells treated with rapamycin for varying amounts of time; at 11 minutes, 50% of TBP 

is depleted from the nucleus. Using single exponential decay fits, the residence time for 

several loci was calculated and compared to CLK and CC TBP data. There is some 

agreement between the CC and CLK data at ACT1, URA1, and LOS1, but the Anchor Away 

data needs to be model fit before an accurate comparison can be made to come to a 

consensus for in vivo TBP binding dynamics. Additionally, a TFIIB CC strain was made for 

use in future experiments. By comparing the TBP kinetic measurements to other PIC 

components, as well as the chromatin landscape and features of each promoter site, the 
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relationship between PIC assembly kinetics and transcriptional initiation will be better 

understood.  

 

Introduction 

Anchor Away as a nuclear depletion technique to measure protein dissociation rates 

Anchor Away (AA) is an approach that is frequently used for conditional nuclear protein 

depletion in S. cerevisiae, developed as an alternative approach to using temperature-sensitive 

mutant strains (Haruki et al. 2008).  It is also a potentially valuable but underutilized molecular 

approach for measuring chromatin interaction dynamics.  Nuclear depletion of a tagged protein is 

induced by  “anchoring” it in the cytoplasm via association with a ribosomal protein; this process 

is induced by rapamycin-dependent heterodimerization of the human FKBP12 to the human 

mTOR FRB domain fused to the anchor and target proteins, respectively (Figure 3.1) (Chen et al. 

1995, Belshaw et al. 1996, Haruki et al. 2008). Additionally, the TOR1 allele in the yeast strain is 

mutated to tor1-1 and the rapamycin-binding gene FPR1 is deleted (Δfpr1) to avoid rapamycin 

toxicity (Haruki et al. 2008). To a first approximation, the decrease in ChIP signal over time that 

results from rapamycin-induced nuclear depletion is a measure of the off-rate of the factor for a 

particular site if the export rate is fast and dissociation of the factor from chromatin is rate-

limiting.  The AA technique has been used as a complementary approach to CC for measuring 

TBP binding dissociation, thereby assigning relative timescales for TBP unbinding at different 

classes of promoters (Grimaldi et al. 2014). Consistent with CC data, TBP binding to several Pol 

II promoters was found to be much more dynamic than TBP associated with the rDNA, which 

was markedly more stable (van Werven et al. 2009, Grimaldi et al. 2014, Zaidi et al. 2017).  AA 

has a similar temporal window as CC; cells can respond rapidly to rapamycin, but nuclear 

depletion can take 20-30 minutes to achieve completion, as shown below with TBP (Haruki et al. 

2008). However, this does not mean that only proteins with longer residence times and slower 

dissociation rates can be measured; see below for more details. To date, a wide variety of nuclear 
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proteins have been successfully depleted by the AA approach, supporting its potential value in 

making dynamic measurements (Haruki et al. 2008, Grimaldi et al. 2014, Baptista et al. 2017, 

Warfield et al. 2017). Only single exponential fits of datasets have been done that do not take the 

factor export rate into account, but by developing a more representative model with fewer 

assumptions, more accurate information can be extracted. 

 

 
Figure 3.1. Cartoon of the Anchor Away method from Grimaldi et al., 2014. Each of the 

proteins involved (ribos, TBP) has an additional domain, represented by a gray crown shape. As 

TBP dissociates from DNA (double-stranded black line upstream of “GENE”) and rapamycin 

(red circle) is added to the system, heterodimerization occurs between TBP and the blue 

ribosomal anchor protein. The ribosomal protein transports the target protein out of the nucleus 

into the cytoplasm, depleting it from the nucleus as long as rapamycin remains present in the 

system.  
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Our lab developed an approach for performing Anchor Away under conditions similar to 

those for the CLK assay. As in CLK, cultures are grown and then concentrated 5X to ensure an 

efficient quench. Rapamycin is added to the culture and at discrete time points, a treated culture 

aliquot is removed and crosslinked for five minutes to capture complexes at each time point of 

interest, followed by glycine quenching as with CLK.  Since the culture is only crosslinked after 

removal from the larger culture, formaldehyde incubation time is reduced compared to CLK, 

which can actually be a benefit since increased time spent in a higher concentration of 

formaldehyde (like the 5% used in CLK) can potentially lead to amalgamation of insoluble or 

masked complexes (Hoffman et al. 2015). While this method has great potential, some caveats 

need to be kept in mind including the need to measure the depletion rate of the protein of interest 

to use as an input variable in the fitting process. This will be explored further in the Discussion. 

Even with these caveats, the Anchor Away method has potential to be a useful ChIP-based 

approach for measuring binding dynamics, especially in association with other independent 

approaches. 

 

Competition ChIP measures turnover rates at single-copy binding sites 

Competition ChIP (CC) (Nalley et al. 2006, Yu and Kodadek 2007) has been used to 

measure TF or histone turnover (Schermer et al. 2005, Dion et al. 2007, Jamai et al. 2007, 

Rufiange et al. 2007, Collins et al. 2009, van Werven et al. 2009, Lickwar et al. 2012). CC 

measurements are made using cells expressing two differentially tagged isoforms of the same 

DNA binding protein, one of which is constitutively expressed and the other is controlled by an 

inducible promoter such as GAL1, CUP1, or the Tet-on system (Figure 3.2). The different tags 

allow DNA association of each isoform to be measured by ChIP following induction of the 

competitor.  Using the levels of the ChIP signals for the two isoforms measured at different times 

after induction, one can extract site-specific residence times rather than simple turnover ratios 

(Lickwar et al. 2013, Zaidi et al. 2017).  The ability to model actual residence times is significant, 
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as it allows comparison with other dynamic measurements made at the same loci such as binding 

of other TFs, histone turnover, rates of RNA synthesis, and how these change in response to 

different conditions. An alternative approach utilizes metabolic labeling and has been particularly 

informative for understanding histone turnover (Deal et al. 2010).   

Figure 3.2. Schematic of the Competition ChIP assay from Mueller et al. 2013. A diploid 

strain is constructed with a differentially tagged allele (green and blue ovals) and with one allele 

under the control of an inducible promoter (pink rectangle). Inducer is added to the system and 

samples are collected from time zero. At the time when the inducer is added, all binding sites 

contain the transcription factor (TF) under control of a constitutive promoter with Tag 1; this is 

represented by the left image showing a nucleus and square binding sites with green circular TF-

Tag1 either diffusing throughout the nucleus or bound to a specific site. As time post induction 

increases, some of these proteins dissociated and newly-synthesized Tag2-labeled TF can then 

bind DNA; this is shown in the center and right illustrations. As time increases, more TF-Tag2 is 

chromatin bound and eventually the two proteins will reach equilibrium (right panel).  
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The power of CC for understanding TF binding dynamics on a global scale is illustrated 

by analysis of the TF Rap1 (Lickwar et al. 2012). The TF dissociation rate was modeled as 

approximately equal to its site-specific turnover rate. Transcriptional activation correlated with 

longer residence times, and thus more stable Rap1 binding, while lower expression was 

associated with “treadmilling,” a phenomenon in which Rap1 occupancy was comparable to 

occupancies at transcriptionally active promoters, but the Rap1 chromatin interactions had much 

shorter residence times. Treadmilling was proposed to be linked to unstable PIC formation and 

occurred at loci where nucleosomes and Rap1 competed for chromatin binding leading to shorter 

binding times. The treadmilling phenomenon illustrates the limitation of using relative 

occupancies to predict TF binding stability, as occupancy at an active promoter did not 

necessarily correlate with a more stable binding interaction (Lickwar et al. 2012). CC has also 

been used to study the turnover of promoter-bound TBP (van Werven et al. 2009, Grimaldi et al. 

2014, Zaidi et al. 2017). TBP was most stable at Pol I promoters, but was much more rapidly 

turned over at Pol II promoters compared to both Pol I and III promoters, highlighting 

fundamental differences in promoter binding dynamics for the same factor at different sites and 

roughly correlating TBP complex stability with transcriptional activity. A limitation of CC results 

from the lag time required for induction of the competitor.  For this reason, CC was thought to be 

appropriate for measuring TFs with residence times longer than ~500 seconds (Lickwar et al. 

2013). However, this is no longer a limitation, as a model was developed that uses the rate of 

synthesis of the competitor to extract residence times as fast as 1.3 minutes (Figure 3.3) (Zaidi et 

al. 2017). This is a significant development since many complexes are short-lived (Hager et al. 

2009); the dynamics of more interactions can now potentially be captured and quantified using 

Competition ChIP, although interactions on the second or sub-second scale will still be beyond 

the scope of CC to measure. An approach related to CC utilizes site-specific recombination to 

replace one epitope tag with another, circumventing potential problems with increases in TF 

dosage resulting from production of the competitor molecule (Verzijlbergen et al. 2010).  
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However, recombination kinetics and asynchrony likely limit this method to the analysis of 

chromatin binding events with lifetimes on the order of the cell cycle or longer.     

 
Figure 3.3. Schematic of Competition ChIP assay and resulting induction curves from Zaidi 

et al. 2017. Constitutively activated protein is shown as red circles and induced protein as orange 

circles. At the start of induction, only constitutively expressed protein is present, as seen in the 

left column: only orange circles are present inside the cell at the top. Three possibilities exist for 

the time frame of the residence time: fast, medium, and slow; all show only orange circles 

occupying binding the blue rectangular sites in each cell in the t = 0 min column. As time 

increases, the inducible protein is synthesized and begins to bind some DNA sites, seen in the 

“fast” row in the middle column. By 60 minutes, all potential residence time lengths have 

inducible protein associated with DNA, cycling with the constitutive protein. The induction 

curves for fast, medium, and slow binding dynamics are shown in the bottom row from left to 

right, respectively. Fast binding dynamics almost mimics the induction curve, while medium 

dynamics have a delayed induction curve (middle), and the slow binding dynamics have a 
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significantly lagging induction curve. The induction curve plots the ratio of protein with one tag 

(B) over the other (A) based on western blotting (dotted line labeled CB/CA in each plot). The 

locus-specific induction curve is plotted as occupancy of one tagged protein (B) over the other 

(A) and is shown as a solid blue line labeled θB/θA in each plot. 

 

 

 While each of these approaches is able to provide meaningful insight into the in vivo 

dynamics of transcriptional components, they are even more powerful in conjunction. By 

comparing the results from these three ChIP-based approaches, kinetic behavior can be measured 

with much more certainty and the process of transcriptional regulation modeled on a larger and 

more general scale. This chapter discusses dynamic values obtained for TBP using the Anchor 

Away and Competition ChIP methodologies and how the extracted TBP dynamics from all three 

ChIP-based approaches compare. 

 
 
Materials & Methods 

Nuclear depletion experiments and Anchor Away sample collection  
 
Nuclear extract isolation and western blotting.  Nuclear depletion with rapamycin was first tested 

by making nuclear extracts (Lue and Kornberg 1987, Ponticelli and Struhl 1990). First, a control 

experiment was performed to verify collection of nuclear extracts without cytoplasmic 

contamination. Duplicate primary YPD cultures were started for the TBP Anchor Away strain 

HHY154 (Haruki et al. 2008) and grown overnight at 30°C. Each culture was added to 2 L YPD 

the next day and grown at 30°C until the OD600 was approximately 5-8. Cells were then spun 

down in 1 L bottles for 9 minutes at 4,000 rpm and resuspended in 135 ml 50 mM Tris-Cl pH 7.5 

(1 M Tris, adjust pH to 7.5 with concentrated HCl) with 30 mM DTT at room temperature with 

shaking for 15 minutes at 30°C. Cells were spun down for 5 minutes at 5,000 rpm and 

resuspended in 20 ml YPD/S (1 L: 10 g yeast extract, 20 g peptone, 20 g glucose, 182.17 g 
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sorbitol (1 M)) at room temperature. Two ml of 50 mM Tris-Cl pH 7.5 with 2X protease 

inhibitors (made from 200X pepstatin, 1000X leupeptin, 500X chymostatin, 100X PMSF, and 

100X benzamidine), 1 mM DTT, and 30 mg zymolyase 100T was added to the cell suspension 

followed by an incubation at 30°C with gentle shaking. Spheroplast formation was checked by 

adding 10 µl cell suspension to 1 ml 1% SDS and reading the OD600 before and after zymolyase 

treatment. The starting OD is usually ~1.4 and drops to ~0.4-0.5 when approximately 75% of the 

cells are spheroplasts. When the OD600 of spheroplasted cells had dropped enough, digestion was 

halted by adding 270 ml YPD/S; cells were then pelleted for 9 minutes at 4,000 rpm. Cell pellets 

were resuspended in 550 ml YPD/S; the YPD/S was slowly added to prevent cell clumping. Cells 

then recovered by shaking at 30°C for 30 minutes, followed by pelleting at 4000 rpm for 9 

minutes and resuspension in 270 ml ice cold YPD/S. The YPD/S wash was repeated once, then 

cells were spun for 9 minutes at 4,000 rpm at 4°C and resuspended in 270 ml 1 M sorbitol at 4°C. 

Resuspended cells were spun down again and pellets were gently resuspended in 135 ml Buffer A 

(18% polysucrose 400, 10 mM Tris-Cl pH 7.5, 20 mM KCl, 5 mM MgCl2, 1 mM EDTA, 0.15 

mM spermine, and 0.5 mM spermidine) with 3 mM DTT and 1X protease inhibitors (stocks were 

200X pepstatin, 1000X leupeptin, 500X chymostatin, 100X PMSF, and 100X benzamidine). 

Spheroplasts were lysed by passage through a homogenizer twice at 1000 rpm. To remove 

unlysed cells and large debris, the lysate was spun at 5,400 rpm for 5 minutes at 4°C. The upper 

2/3 clearer-colored supernatant was transferred to a new bottle and spun again two times; the 

pelleted material and some of the viscous glop above the pellet was tossed. A well-defined pellet 

was observed by the last spin. Lysates were then spun for 30 minutes at 13,000 rpm and 4°C to 

recover the nuclei. The pellets were resuspended in ~10 ml Buffer B (100 mM Tris-acetate pH 

7.9, 50 mM potassium acetate, 10 mM MgSO4, 20 % glycerol, and 2 mM EDTA) with 3 mM 

DTT and 1X protease inhibitors (same as Buffer A). Resuspension was done with a glass rod and 

dounce by hand. The nuclei were frozen at -80°C until ready to run a western blot.          
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 Western blots were performed similarly to those previously described in Chapter II 

Materials & Methods: Whole cell extract preparation and western blotting. Two identical 12% 

denaturing SDS-PAGE gels were run with titrated amounts of the collected extracts. One to five 

µg of sample was mixed with an appropriate amount of 4X Laemmli buffer and heated at 95°C 

for 5 minutes before loading into the gel. Proteins were transferred overnight onto Immobulin P 

PVDF membrane and detected using either TBP or PGK1 antibodies (58C9, Abcam #ab61411; 

22C5D, Abcam #ab113687, respectively).  

 Once nuclear extracts were obtained, samples were collected following incubation of 

cells with rapamycin for various periods of time.  Nuclear extracts from these samples were used 

to check for nuclear depletion of the desired factor. Four duplicate cultures, 500 ml each, were 

grown the same way as described above. When an OD600 of ~5-8 was achieved, one 500 ml 

culture spun down as above for the zero minute time point. Rapamycin was then added to the 

remaining three cultures to a final concentration of 10 µg/ml; cultures were incubated on a stir 

plate at room temperature with rapid stirring. At 5, 10, and 15 minutes, one 500 ml culture was 

filtered to remove rapamycin and prevent further depletion, then the cells on the filter were 

resuspended in 33.75 ml 50 mM Tris-HCl pH 7.5 plus 30 mM DTT and incubated for 15 minutes 

at 30°C. Extracts were prepared as described in the previous paragraph, but resuspension amounts 

were quartered because only 500 ml cultures were collected per samples instead of 2 L. TBP and 

PGK1 proteins were detected on western blots, as described above.  

 

Imaging of fixed cells to visualize nuclear depletion.  A second way to determine the nuclear 

depletion of the protein of interest was performed by quantifying GFP-labeled protein in the 

nucleus and cytoplasm over time (Haruki et al. 2008). Two 25 ml SC + adenine + 2% glucose 

cultures were started and grown overnight at 30°C; one culture was started with a colony of the 

GFP-tagged Anchor Away strain, HHY209, and the other from a colony of the parental strain, 

HHY168. The OD600 of both cultures was checked in the morning; cultures were diluted if the 
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OD600 was above 0.4. When the OD600 was ~0.2, each culture was split into two 12.5 ml cultures. 

Rapamycin was added to a final concentration of 10 µg/ml to one culture and the other culture 

was left untreated as a control; both strains were treated in this way. Cultures were incubated in a 

30°C shaker between collections. A 1ml aliquot was taken from each untreated culture as the zero 

time point. For the parental strain, a 1 ml aliquot was taken at the following times: 30 minutes (+ 

rapamycin culture), 75 minutes (both +/- rapamycin cultures). For the GFP-tagged strains, a 1 ml 

aliquot was taken at 5, 10, 15, 20, 25, 30, 45, 60, and 75 minutes for the culture with rapamycin 

added and at 75 minutes for the untreated culture. After an aliquot was removed, the cells were 

spun down 3 minutes at 4,000 rpm and the pellet was resuspended in 100% methanol pre-chilled 

at -20°C. Cells were fixed for 6 minutes at -20°C, then spun down at 4,000 rpm. Pellets were 

rehydrated in 1 ml PBS with 0.2% TWEEN20 and 20 ng/ml DAPI for 5 minutes at room 

temperature. Cells were centrifuged 3 minutes at 4,000 rpm; most of the supernatant was removed 

and pellets were resuspended in 4 µl PBS. The total resuspension volume was ~12 µl and more 

PBS was added to bring the volume up if needed. All 12 µl of cell resuspension was added to the 

center of a round, walled slide. A circle of 1% agarose (made with ddH2O) was placed on top of 

the droplet and a slide was placed on top of the agar pad. A circular weight was placed on top of 

the cover slide to spread the fixed cells into a monolayer. Each slide was imaged using a Zeiss 

light microscope; Colibri LED lights at 365 and 470 nm were used to image DAPI and GFP 

channels, respectively. Transmitted light images were also taken for each sample. For each 

channel (GFP, DAPI, transmitted light), 11 z-stacks were taken for each image; 40-50 images 

were taken per sample. A second set of parental and GFP-tagged treated/untreated samples was 

collected, fixed, and imaged the next day.     

 

Quantification of nuclear depletion using microscopy images.  After multiple microscopy images 

were collected for each time point for two biological replicates, the nuclear and cytoplasmic GFP 

intensities were quantified through a series of steps in MATLAB developed by Tomáš Vičar with 
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help from Kristýna Kupková. Cell segmentation was done for the cell and nucleus. First, the 

transmitted light and DAPI images were preprocessed using median and Gaussian filters. Next, a 

set of features was extracted from each pixel in each stack of the transmitted light images; all 11 

z-stack slices were used. These features were then fed to a machine learning classifier, the 

Random forest algorithm, which classified each pixel as a cell or not. Random forest was trained 

on 10 manually generated images, where the cell outline had been drawn by hand in ImageJ, and 

then with 20 images generated from the algorithm. The 20 images generated were manually fixed 

and rerun with Random forest to refine the algorithm. The algorithm was run for all transmitted 

light images followed by thresholding to remove small objects and generate the cellular masks. 

Next, all z-stacks in each DAPI image were adaptively thresholded and smaller objects were 

removed to generate the nuclear masks. Several morphological operations were applied to both 

cellular and nuclear masks to give the objects a more smoothed, biological shape. At this point, 

both cellular and nuclear masks were manually edited to remove any improperly identified 

objects. Once both masks were generated, cells that did not have a corresponding nucleus in the 

masks were removed, and vice versa. Masks were finalized after this step and saved as TIFF files.  

Once cell segmentation was complete, GFP z-stacks were normalized before mask 

application. The mode of each stack was determined and subtracted from each pixel to eliminate 

background. For quantification of GFP intensity, the slice with the highest summed DAPI 

intensity under the nuclear mask for each cell was used to compute the mean nuclear and cellular 

GFP. To quantify the GFP intensity under the nuclear and cellular masks for each image, each 

mask was overlaid on the corresponding GFP image and the GFP intensity was computed. The 

average quantified pixel intensity for each cell and nucleus was imported into a table. The 

parental cellular and nuclear GFP intensities across the four collected time points was averaged 

into one value for background cellular fluorescence and one value for nuclear fluorescence. Each 

of these values was subtracted from the experimental TBP-GFP data to give final intensity values. 
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The experimental time course was plotted as a boxplot and fit with an exponential fit through the 

medians in R that gave a depletion value of τ.  

 

Anchor Away sample collection.  All Anchor Away strains used were purchased from 

EUROSCARF and are listed in Table 3.1; there overall workflow for collection of Anchor Away 

samples is outlined in Figure 3.4 below. Duplicate 5 ml primary cultures were started with one 

colony from the desired strain and incubated with shaking overnight at 30°C. All of each primary 

culture was added to 450 ml YPD and grown at 30°C until the OD600 was ~1; the cells were then 

spun down and concentrated 5X in 90 ml YPD. Similar to the CLKv2 sample collection 

procedure, 440 ml 3 M glycine pH 5 was prepared for each of the eight samples collected. A 10 

ml aliquot was removed for the zero minute time points; it was crosslinked with 5% 

formaldehyde for 5 minutes at room temperature on a stir plate, then quenched with 440 ml 3 M 

glycine (2.93 M final quench concentration) and spun down for 7 minutes at 5,000 rpm at 4°C. 

Rapamycin was added to a final concentration of 10 µg/ml to the remaining 80 ml culture and 

mixed in with a stir bar. Aliquots of 10 ml were removed at desired time points and crosslinked 

with 5% formaldehyde for 5 minutes, as with the zero minute time point. Crosslinked cells were 

quenched and spun down, as above. All pellets were washed with cold TBS + 300 mM glycince 

and processed as chromatin samples. The sample preparation through real time data collection 

was identical to the protocol described in Chapter II for the CLKv2 assay. The normalized ChIP 

signal for each time point was calculated as a percentage of the zero minute ChIP signal and 

plotted as a decay curve in GraphPad Prism. In the future, data will be fit with a more complex 

model that takes the depletion time into account, described in the Discussion section later. 
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Table 3.1. Yeast strains used in this chapter.   

Strain Genotype Reference or 
source 

HHY154 MATalpha tor1-1 fpr1::NAT RPL13A-2xFKB12::TRP1 
TBP1-FRB::kanMX6 

Haruki et al, 
2008 

HHY168 MATα tor1-1 fpr1::NAT RPL13A-2×FKBP12::TRP1 Haruki et al, 
2008 

HHY209 MATα tor1-1 fpr1::NAT RPL13A-2×FKBP12::TRP1 
TBP1-FRB-GFP:KAN 

Haruki et al, 
2008 

YPH501 
MATa/MATα ura3-52/ura3-52 lys2-801_amber/lys2-

801_amber ade2-101_ochre/ade2-101_ochre  
trp1-Δ63/trp1-Δ63 his3-Δ200/his3-Δ200 leu2-Δ1/leu2-Δ1 

Sikorski and 
Hieter, 1989 

YMV070 MATa, ura3-52 lys2-801a ade2-101o trp1-Δ63 his3-
Δ200 leu2-Δ1 MOT1-13xMyc(HIS3) SPT16-HA(TRP1) 

True et al, 
2016 

YAD154 MATa ura3-52 lys2-801a ade2-101o trp1-Δ63 his3-Δ200 
leu2-Δ1 SPT15-myc 

Poorey et al, 
2013 

 
 

 

Figure 3.4. Workflow for Anchor Away sample collection. Samples are grown in rich media 

until the OD600 is ~1.0, at which point they are concentrated 5 times. A 10 ml aliquot is removed 

and crosslinked for 5 minutes in 5% formaldehyde, then quenched with 2.93 M glycine pH 5. The 

remaining culture is treated with rapamycin to induce nuclear depletion. Aliquots of 10 ml are 

removed at desired time points and crosslinked and quenched in the same way as the zero time 
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point. After quenching, cells are spun down and processed as described in Chapter II and outlined 

in Figure 2.6. 

 

Construction of the TFIIB Competition ChIP strain 

The following protocol was adapted from van Werven et al., 2009 with Myc tagging 

adapted from Gauss et al, 2005. An overview of the strain construction is shown in Figure 3.5.  

 

 

Figure 3.5. Overview of TFIIB Competition ChIP strain construction.  Yeast TFIIB is 

encoded by SUA7. Two identical diploid strains are differentially tagged, one with HIS3-PGAL1-

3HA (left side) and the other with KanMX-9xMyc (right side), where KanMX is flanked by loxP 

sites (gray arrows). A cassette containing each tag is amplified from a plasmid and transformed 

into the strain. The Myc strain is then transformed with a galactose controlled Cre recombinase 

plasmid and induced with galactose addition to excise the KanMX marker. Once tagged, both 
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strains are sporulated and dissected to yield a tagged haploid. The haloids are crossed to make the 

final Sua7 Competition ChIP strain.  

 

Amplification of the inducible GAL1 promoter (PGAL1) and N-terminal HA tag cassette.  A 

cassette containing HISMX6-PGAL1-3HA was PCR amplified from the pFA6-HisMX6-PGAL1-

3HA plasmid (Longtine et al. 1998) using the PGAL-3HA-F/PGAL-3HA-R primers (Table 3.2), 

Phusion HF polymerase (NEB), and an annealing temperature of 60°C; a total volume of 300 µl 

was used for the PCR reaction and the suggested NEB protocol was followed. A few microliters 

of the PCR amplicon with 10X loading dye was checked on a 1% agarose gel with ethidium 

bromide. After verification of the correct band size, the rest of the PCR reaction was precipitated 

with a phenol extraction. An equal volume of phenol:cholorphorm:isoamyl alcohol was added to 

the pooled amplicon, vortexed briefly, and spun for 5 minutes at 13,200 rpm. The top aqueous 

phase was transferred to a new tube followed by addition of an equal volume of isopropanol, brief 

vortexing, and incubation at room temperature for 15 minutes. The sample was then spun for 30 

minutes at 13,200 rpm and the supernatant was removed post-spin. The pellet was washed with 

800 µl 80% ethanol pre-chilled to -20°C and spun at 13,200 rpm for 10 minutes. The supernatant 

was removed and the pellet was dried in the hood for ~20 minutes, then resuspended in 20 µl 1X 

TE pH 8.  
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Table 3.2. Primers used to make the TFIIB Competition ChIP strain (5’-3’).  

Name Sequence 

PGAL-3HA-F AAA AAA AGT GAA GAG AAT AAT CAT CAC TTA TAA AGA 
CAA CTT AAT AGA CGG AAT TCG AGC TCG TTT AAA C 

PGAL-3HA-R  AGG ACC CCT TCT TCC TGC TCT TTT ATC TAT GCT CTC CCT  
AGT GCA CTG AGC AGC GTA ATC TG  

3HA-Sua7_check-F TAT ACT TTA ACG TCA AGG 

3HA-Sua7_check-R  CTT CCT GCT CTT TTA TCT 

HISMX6-Sua7_check-
F CTC GCC TTG ACT GCA CAT 

N-lox-9Myc-F TGT GGA CGA TCC AGT GAT AGA GAA GGG GAG AAG TAG  
ATA CGC AGA ATG TGC AGG TCG ACA ACC CTT AAT  

N-lox-9Myc-R ATT AGG ACC CCT TCT TCC TGC TCT TTT ATC TAT GCT CTC  
CCT AGT GCG GCC GCA TAG GCC ACT  

pCORE-F  TGG TGT GGA CGA TCC AGT 

pCORE-R AGC ACA TAC AAC ATC CCC 

Avitag-lox_check-R  CAC CGT TGT GAT CAT CAT TTG 

 
 

Transformation of the N-terminal cassette directly upstream of SUA7.  Following amplification of 

the desired fragment, a transformation of the cassette into the diploid wild type YPH501 strain 

was performed. The night before the transformation, a 100 ml YPD culture was started with a 

single colony and grown overnight at 30°C with shaking; the OD600 was checked in the morning, 

and the procedure began when the OD600 was approximately 1. The culture was spun dow 5 

minutes at 4,000 rpm and 4°C. The pellet was then washed in 10 ml ddH2O and spun as in the 

previous step. Another wash with 5 ml TE/LiOAc (1X TE, 1X LiOAc) was performed, followed 

by resuspension of cells in 1 ml TE/LiOAc and transfer to a 1.5 ml eppendorf tube on ice. A stock 

tube of 10 mg/ml ssDNA was boiled at 95°C for 5 minutes, then cooled on ice. Four 

transformation tubes were set up with 150 µl YPH501 cells and 15 µl boiled ssDNA (150 µg). 

Two tubes had 10 µl each of concentrated HISMX6-PGAL1-3HA PCR product added, one had 1 

µl of a control plasmid such as pRS315 (Sikorski and Hieter 1989), and the last had nothing 
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added as a negative control. Tubes were flicked to mix; 900 µl TE/LiOAc/PEG (1X TE, 1X 

LiOAc, 40% PEG 4000) was added to each and tubes were immediately vortexed. Reactions were 

incubated at 42°C for 45 minutes then pelleted with a quick spin. Pellets were resuspended in 1 

ml YPD and incubated in a shaker at 30°C for 3-4 hours, then quick spun again. Pellets were 

resuspended in 150 µl 1X TE and plated on SC-HIS plates followed by incubation at 30°C for 2-3 

days. Alternatively, pellets can be resuspended in 150 µl 1X TE following heat shock at 42°C, 

plated onto YPD plates and incubated at 30°C overnight, then replica plated on SC-HIS plates 

and left to grow up at 30°C for two days. Once candidate colonies had grown up, they were 

restreaked onto SC-HIS plates and grown at 30°C for two days to get single colonies.  

  

Verification of transformation candidates by PCR with gDNA and western blotting To check the 

candidate transformants, gDNA was made from single colonies grown in 10 ml YPD at 30°C 

overnight. Semi-saturated cultures were spun down for 5 minutes at 4,000 rpm and 4°C to pellet 

the cells, which were then resuspended in 500 µl ddH2O and transferred to an eppendorf tube. 

Each tube was briefly spun down to pellet the cells and the supernatant was removed; pellets were 

then briefly vortexed to resuspend cells in the residual liquid. To lyse cells and extract DNA, 200 

µl lysis buffer (2% Triton X-100, 1% SDS, 100 mM NaCl, 10 mM Tris-HCl pH 8, 1 mM 

Na2EDTA), 200 µl of 25:24:1 phenol:chloroform:isoamyl alcohol, and 300 mg of acid washed 

beads (Fisher) were added to each cell suspension. Samples were vortexed for 3-4 minutes, 

followed by an addition of 200 µl 1X TE pH 8. Cells were spun down for 5 minutes at 13,200 

rpm; the top aqueous phase was transferred to a new eppendorf tube and mixed with 1 ml 100% 

ethanol by inversion. Cells were centrifuged for 2 minutes at 13,200 rpm and the supernatant was 

discarded. Each pellet was resuspended in 400 µl 1X TE with 3 µl 10 mg/ml RNase A and 

incubated at 37°C for 5 minutes; 5.4 µl 7.5 M ammonium acetate and 1 ml 100% ethanol were 

added and tubes were inverted to mix. Samples were spun 2 minutes at 13,200 rpm and the 
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supernatant was removed. Pellets were air-dried at room temperature for ~20 minutes, then 

pellets were resuspended in 50 µl 1X TE.   

 Two sets of primers (3HA-Sua7_check-F/3HA-Sua7_check-R and HISMX6-

Sua7_check-F/3HA-Sua7_check-R) were used to check the candidate gDNA. PCR reactions were 

performed using Phusion HF polymerase (NEB) with a 50°C annealing temperature. Resulting 

PCR amplicons were checked on a 1% agarose gel with ethidium bromide run at 100 V for ~60 

minutes.  

 The HA tag was also verified by western blot, similar to the protocol described in 

Chapter II Materials & Methods: Whole cell extract preparation and western blotting. First, 

duplicate 5 ml YPD cultures were started for the tagged strain, diploid wild type YPH501 

(negative control), and an HA-tagged positive control strain (YMV070); primary cultures were 

grown overnight in a shaker at 30°C. The next morning, 2.5 ml of the tagged strain primary 

culture was added to 100 ml YEP + 2% raffinose and the other 2.5 ml were added to 50 ml YPD; 

the control strains were each added to 50 ml YPD. All cultures were grown at 30°C. When the 

OD600 of all cultures except the tagged strain in raffinose reached 1, the cultures were spun down 

for 5 minutes at 4,000 rpm and 4°C. When the OD600 of the tagged strain culture in raffinose 

reached 0.8, it was spun down for 5 minutes at 4,000 rpm and 4°C, then resuspended in 100 ml 

YEP + 2% galactose and incubated at 30°C until the OD600 was ~1. The culture was then spun 

down for 5 minutes at 4,000 rpm at 4°C. All pellets were washed with 50 ml cold (at 4°C) TBS 

and processed as whole cell extracts (see Chapter II Materials & Methods referenced above). A 

10% SDS-PAGE gel was run with 20 µg of each sample mixed with 4X Laemmli buffer and 

heated for 5 minutes at 95°C before loading. Once the gel was transferred onto PVDF membrane, 

an antibody to detect HA was used (12ca5, Roche cat# 11583816001).  

 

Verification of correct insertion by sequencing.  Using the gDNA from 1-2 verified candidates, 

PCR reactions were done using the HISMX6-Sua7_check-F/3HA-Sua7_check-R primers and the 
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Phusion HF polymerase with an annealing temperature of 50°C; 300 µl of reaction was set up per 

sequencing sample. The PCR product was pooled and then concentrated by adding 1/10th volume 

3 M sodium acetate and 1 ml cold (-20°C) 100% ethanol. The sample was vortexed briefly then 

left at -20°C for 1 hour. The DNA was spun down for 30 minutes at 14,000 rpm and 4°C. The 

resulting pellet was washed with 800 µl 80% ethanol at -20°C and spun down for 10 minutes at 

14,000 rpm and 4°C; the ethanol wash was repeated once. The supernatant was removed, the 

pellet was dried for ~20 minutes in the hood, and the pellet was resuspended in 50 µl 1X TE. All 

of the PCR reaction was run on a 1% agarose gel with ethidium bromide; the desired band was 

visualized with a GelDoc and UV box, then excised from the gel using a razor blade. The 

NuceloSpin Gel and DNA cleanup kit was used to clean up the gel slice and isolate the DNA 

fragments; the standard kit protocol was followed with final elution volume of 30 µl. Desired 

samples were sent to GeneWiz for Sanger sequencing and contained the following: ~60 ng DNA, 

25 pmol PGAL1_U_F primer, and ddH2O to 15 µl. Once sequence was received from GeneWiz, 

it was compared to expected sequence using BLAST (NIH).   

 

Sporulation, dissection, and verification of tagged tetrads.  Following sequencing and western 

blot confirmation of the correct tag, the diploid strain was sporulated using a protocol from the 

Amberg lab. Duplicate primary cultures of 3 ml YPD was grown overnight at 30°C. The next 

day, cells were spun down for 3 minutes at 3,000 rpm. Each pellet was washed twice with 1 ml 

ddH2O and spun down as in the last step. Each pellet was resuspended in 1 ml sporulation media 

(0.25% yeast extract, 1.5% potassium acetate, 0.05% dextrose, 1X 

adenine/uracil/tryptophan/histidine/leucine/lysine). In a separate 15 ml tube, 500 µl of the 

resuspended cells was added to 2 ml sporulation media. Tubes were incubated at room 

temperature on a rotor for 3-5 days. About 10 µl of cells were put on a glass slide and checked via 

microscope for formation of tetrads. When at least 20% of the cells had formed tetrads, the 

sporulation culture was ready for dissection (Amberg et al. 2005). One culture was dissected at a 
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time; 100 µl sporulated cells were aliquoted into an eppendorf tube and 3.75 µl of 50 mg/ml 20T 

zymolyase (MP Biomedicals) was added to start cell wall digestion; cells were vortexted for ~1 

second to mix the cells and enzyme. The digestion was done at room temperature for ~3.5 

minutes; 1 ml cold (at 4°C) ddH2O was slowly pipetted down the side of the tube to stop the 

digestion. Without disturbing the tube contents, 15 µl of digested culture was pipetted down the 

center of a YEP + 2% galactose plate and allowed to dry for a few minutes at room temperature. 

A dissection scope, provided by the Smith lab, was used to pick up and separate tetrad candidates. 

About 16 tetrads were picked per plate and at least two plates of dissections were performed. 

Plates were incubated at 30°C until tetrads grew up. Each tetrad was restreaked onto a YEP + 2% 

galactose plate to get single colonies; plates were incubated at 30°C for 2-3 days. A master plate 

was made with each tetrads streaked out onto a YEP + 2% galactose plate; master plates were 

grown at 30°C for 1-2 days, then replica plated onto relevant plates (YPD, YEP + 2% galactose, 

SC-Ura/-Leu/-Ade/-His/-Trp) and incubated at 30°C for 2 days to check for 2:2 segregation of 

tetrads. A mating test with tester strains 14a and 17α, from the Smith lab, was also done to test for 

a 2:2 segregation of tetrads. A line (or multiple lines if many tetrads checked) of each tester strain 

was made vertically down an SD plate; small cross-hatches were made on these lines of each 

tetrad tested. The SD plates were incubated at 30°C for 2-3 days then each plate was checked for 

absence or presence of growth.  

 

Amplification and transformation of the loxP-kanMX-loxP-9xMyc N-terminal tag cassette.  The 

second tag was inserted into a wild type YPH501 strain, identical to the one used for the first 

tagging. A cassette containing the 9xMyc tag, as well as a loxP-flanked kanMX marker, was 

amplified from the pOM20 plasmid (Gauss et al. 2005) using the N-lox-9Myc-F and N-lox-

9Myc-R primers, the Phusion HF polymerase (NEB), and an annealing temperature of 68°C; this 

was done the same way as the first tag outlined above in Amplification of the inducible PGAL1 

promoter and N-terminal HA tag cassette. Once the cassette was concentrated, it was transformed 
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into YPH501, as described above in Transformation of the N-terminal cassette in front of SUA7. 

Once candidate transformants were identified, they were checked via PCR with gDNA, as 

outlined earlier in Verification of transformation candidates by PCR with gDNA and western 

blotting (western blotting was not done until the kanMX marker was knocked out).  

 

Inducible knockout of kanMX upstream of the 9x-Myc tag.  The diploid strain with the integrated 

marker and tag was transformed with pSH47, a PGAL1-controlled Cre recombinase plasmid. The 

transformation was similar to the protocol described earlier in Transformation of the N-terminal 

cassette in front of SUA7, but 50 µl of yeast cells, 5 µl of ssDNA (50 µg), and 300 µl of 

TE/LiOAc/PEG were used. Instead of purified PCR amplicon, 1 µl of pSH47 was added to the 

transformation reaction and one tube was used as a negative control with no DNA added. Cells 

were plated on SC-URA plates and incubated for two days at 30°C. Candidates were streaked out 

on SC-URA plates to get single colonies after incubation at 30°C for two days. Once the Cre 

recombinase transformation was confirmed, the kanMX marker was knocked out. Two colonies 

were taken from one plate containing the labeled strain with Cre recombinase plasmid; each 

colony was added to 2 ml YEP + 2% galactose for 2 hours at 30°C. Dilutions of cells (1:100, 

1:1000, and 1:10000) were plated on YPD plates, with a total volume of 200 µl cell dilution 

spread on each. Plates were incubated at 30°C for two days, then dilutions with less than 400 

colonies grown up were replica plated onto YPD+G418 plates and incubated at 30°C for 1-2 

days. The YPD and YPD+G418 plates were compared; colonies that grew on the YPD plate but 

not the YPD+G418 plates were streaked out on YPD plates and grown for two days at 30°C to 

get single colonies.  

 

Verification of knockout candidates by PCR with gDNA and western blotting.  Knockout of 

kanMX from the 9xMyc-tagged diploid strain was confirmed by PCR using gDNA, as described 
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earlier in Verification of transformation candidates by PCR with gDNA and western blotting; the 

HISMX6-Sua7_check-F/3HA-Sua7_check-R primers were used to check for loss of insert.  

 The 9xMyc tag was also confirmed by western blot, similar to the protocol described in 

Chapter II Materials & Methods: Whole cell extract preparation and western blotting. First, 

duplicate 5 ml YPD cultures were started for the tagged strain, diploid wild type YPH501 

(negative control), and a Myc-tagged positive control strain (YAD154); primary cultures were 

grown overnight in a shaker at 30°C. The next morning, each of the primary cultures was added 

to 50 ml YPD and grown at 30°C. When the OD600 of each culture reached 1, the cells were spun 

down for 5 minutes at 4,000 rpm and 4°C. All pellets were then washed with 50 ml cold (at 4°C) 

TBS and processed as whole cell extracts (see Chapter II Materials & Methods referenced above). 

A 10% SDS-PAGE gel was run with 25 µg of each sample mixed with 4X Laemmli buffer and 

heated for 5 minutes at 95°C before loading. Once the gel was transferred onto PVDF membrane, 

an antibody to detect Myc was used following blocking (9E10, abcam #ab32).  

 

Verification of correct insertion and knockout by sequencing.  Sequencing was done for one or 

two of the 9xMyc-tagged candidates with confirmed knockout, as described earlier in Verification 

of correct insertion by sequencing. The pCORE-F and Avitag-lox_check-R primers were used for 

amplification of the desired fragment and the sequencing primer was pCORE-R.  

 

Sporulation and dissection of tagged tetrads.  The 9xMyc-tagged diploid strain was sporulated 

and dissected, as described above for the HA-tagged strain. However, the tetrads were dissected 

onto YPD plates. Presence of the Myc tag was verified by PCR with the HISMX6-Sua7_check-

F/3HA-Sua7_check-R primers and N-lox-9Myc-F/N-lox-9Myc-R primers.  

 

Haploid strain crossing to get differentially-tagged diploid.  The HISMX6-PGAL1-3HA and 

9xMyc SUA7 N-terminally tagged diploids were crossed. One colony of each was streaked out 
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next to each other on a YPD plate and mixed together with ~15 µl ddH2O; this was done for 

several haploid combinations. The mating reaction was incubated at 30°C for 4-6 hours. A 

wooden stick was streaked down the middle of the reaction and drawn down the center of another 

YPD plate. This plate was checked under the microscope for presence of diploids; ~16 diploids 

were picked per plate and incubated at 30°C for 2-3 days, then restreaked for single colonies. 

Once diploid colonies grew up, the mating type was checked using the mating test described 

earlier in Sporulation, dissection, and verification of tagged tetrads. Verified diploid strains were 

checked by PCR amplification of gDNA with HISMX6-Sua7_check-F/3HA-Sua7_check-R 

primers.  

 

Spot test to compare growth of tagged strain to original wild type diploid.  Primary cultures for 

two isolates of the tagged strain, YPH501 wild type diploid, and any controls were grown from 

single colonies in 5 ml YPD at 30°C overnight. The next day, the OD600 for each culture was 

measured; all cultures were diluted to the lowest OD600 measured, or 1 if the cultures are 

saturated. Using a 96-well plate, 200 µl of each sample was put into a well in the first column. To 

the next four columns, 180 µl ddH2O was added. To make the serial dilutions, 20 µl from the first 

column was added to the second column using a multi-channel pipette (1:10). This was repeated 

for the next column: 20 µl from the second column was added to the third column (1:100). This 

was continued for the remaining columns (1:1,000 to 1:100,000). Once the dilution series was 

completed, 3 µl from each well in the first column was removed with a multi-channel pipette and 

plated on the far left side of a YPD plate in a vertical column; this was repeated for each column, 

plating columns left to right. Plating was repeated on a YEP + 2% galactose plate as well. Plates 

were left on the bench for a few minutes to dry, then incubated at 30°C for ~2 days. 

 

Collection of induction curve and verification by western blot.  Whole cell extract samples of the 

differentially tagged diploid strain were collected before and after induction with galactose. 



	 124	

Duplicate 5 ml YPD cultures were started with one colony each of the diploid strain and 

incubated with shaking overnight at 30°C. All of each primary culture was added to 450 ml YEP 

+ 2% raffinose and grown at 30°C until the OD600 was ~0.6. The zero minute time point was 

removed; 50 ml were collected and spun down for 5 minutes at 4,000 rpm and 4°C. Another 50 

ml aliquot was removed and 2% glucose was added; this negative control was grown for the 

length of the time course at 30°C then spun down. Raffinose was added to the remaining culture 

at a final concentration of 2%; this culture was incubated at 30°C. At desired time points, a 50 ml 

aliquot was removed from the large culture and spun down at 4,000 rpm/4°C for 5 minutes. All 

cell pellets were washed with cold TBS and processed as whole cell extracts, as outlined in 

Chapter II Materials & Methods: Whole cell extract preparation and western blotting. Two 

identical 10% SDS-PAGE gels were run and probed with either an HA or Myc antibody. The 

3HA-Sua7 and 9xMyc-Sua7 bands were quantified with ImageJ (NIH) and plotted and fit in 

Excel.  

  

Results 

Detection of TBP in nuclear extracts 

 The AA nuclear depletion rate is essential for determining the relationship between 

rapamycin-induced changes in ChIP signal, chromatin binding off-rate, and rate of export from 

the nucleus. To measure the nuclear depletion rate, the first approach was to analyze nuclear 

extracts from the TBP Anchor Away strain, HYY154 (Haruki et al. 2008). First, it was 

determined if nuclear extracts could be isolated that were free from cytoplasmic contamination. 

Biological replicates were collected and verified by western blot with probes for TBP, as well as 

PGK1, a cytoplasmic marker protein (Kumar et al. 2002, Finnigan et al. 2016). Whole cell 

extracts from the TBP CLK WT strain AY146 were analyzed alongside the nuclear extracts to 

compare PGK1 levels and determine the extent of cytoplasmic contamination. Nuclear extracts 

were successfully isolated with minimal cytoplasmic contamination (<5%; compare lanes 1&3 
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and 2&4 in Figure 3.6B), shown in Figure 3.6A and B. Next, a time course was collected 

following rapamycin treatment to measure the nuclear level of TBP. An untreated 0 min time 

point sample was compared to samples obtained at 5, 10, and 15 minutes after rapamycin 

addition. The 5 minute sample is denoted as 4.5’ or 6.5’ depending on the replicate; filtering out 

rapamycin from cells took different amounts of time for the two samples. When these nuclear 

extracts were probed for TBP, depletion was not observed (Figure 3.6C, D). PGK1 levels in the 

nuclear extracts from the HHY154 strain time course were lower than those in the control 

HHY154 WCE samples, but there was still a very detectable level of PGK1, indicating that there 

were some cytoplasmic contaminants present (Figure 3.6E). When the nuclear depletion time 

course experiment was repeated, some depletion was observed, but not to the extent expected 

based on ChIP data and microscopy data (see below) (Figure 3.6G). There was not an observable 

difference in global protein levels between the samples as detected by Coomassie Blue staining, 

indicating that the inability to detect TBP depletion in the extracts was not due to differential 

sample loading (Figure 3.6F, I).   

 



	 126	

 

Figure 3.6. Western blots of nuclear depletion samples detecting protein of interest and 

cytoplasmic contamination. A) Western blot of TBP Anchor Away strain (HHY154) nuclear 

extracts probed with a TBP antibody and visualized with chemiluminescence. Increasing amounts 

of sample were loaded onto the SDS-PAGE gel after heating for 5 minutes. The expected TBP-

FRB band is at 50 kDa. B) Similar to A, but only two amounts of nuclear extract (nuc. ext.) 

sample were analyzed. Matching amounts of control sample from the TBP CLK wild type strain 

AY146 whole cell extracts (WCE) were loaded for comparison. The blot was probed with PGK1 

antibody and should detect a band at 45 kDa. C) Western blot of HHY154 time course samples; 1 
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µg of each sample loaded. The 0 minute sample was removed and the remaining culture was 

treated with 10 mg/ml rapamycin to induce nuclear depletion of TBP. The blot was incubated 

with a TBP antibody. D) Western blot of HHY154 whole cell extract and nuclear extract time 

course samples probed with a TBP antibody; 5 µg of each sample was loaded. E) The same as D, 

except a PGK1 antibody was used to test for cytoplasmic contamination. F) Commassie stain of 

the nuclear extract samples used in E and F; either 4 or 6 µg of each sample was loaded onto the 

gel. G) Similar to D, but the time course with rapamycin treatment was collected again and 

probed with a TBP-recognizing antibody on a western blot; 5 µg of each sample was loaded onto 

the gel. H) Identical to G, except samples were probed with a PGK1 antibody. I) Commassie stain 

of the time course samples used in G and H run on an SDS-PAGE denaturing gel. Molecular 

weights are denoted to the left of the western blots.   

 

 

Nuclear depletion estimated via microscopy images   

Since the nuclear depletion of TBP could not be accurately measured by isolating nuclear 

extracts, potentially due to some return to steady-state TBP levels once rapamycin was filtered 

from the cells, a different approach was taken using a TBP-FRB-GFP strain, HHY209, and its 

non-tagged parental strain, HHY168 (Haruki et al. 2008) with help from Tineke Lenstra in Dan 

Larson’s lab at the NCI. Cultures for each strain were grown overnight. Prior to treatment with 

rapamycin, each culture was split in two; one culture was treated with rapamycin and the other 

was used as a non-treated control. Following removal of a zero time point control from the 

untreated cultures, rapamycin was added to the other cultures to induce nuclear depletion. 

Samples were taken at various time points up to 75 minutes, methanol fixed, and imaged using a 

light microscope (Figure 3.7). For each image, z-stacks were captured for DAPI, GFP, and 

transmitted light channels; multiple images were taken for each time point to have at least 1,000 

cells to analyze.  
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Figure 3.7. Images of methanol fixed cells in a rapamycin treatment time course. Rapamycin 

was added after the 0 minute sample was removed from culture. For each time point, images were 

taken for DAPI (blue), transmitted light (grey), and GFP (green) channels. The time course went 

out to 75 minutes with and without rapamycin (data not shown). The 75 minutes with rapamycin 

treatment images were very similar to the 45 and 60 minute images; the 75 minute time point 

without rapamycin looked identical to the zero time point. Punctate GFP indicated nuclear 

localization, while diffuse signal shows movement to the cytoplasm. 

 

 

The nuclear and cytoplasmic intensities for each cell at each time point were calculated 

using MATLAB scripts provided by Tomáš Vičar with help from Kristýna Kupková. The cellular 

outlines were identified on the transmitted light images using a machine learning script and made 

into a mask (Figure 3.8A). The fluorescent DAPI channel was used to determine the nuclear 

outlines by semi-automated script (Figure3.8B); these outlines were made into the nuclear mask 

for each image. The cellular and nuclear outlines were identified well by the MATLAB script, but 

a manual editing step was added to eliminate any misdrawn outlines before the finalized masks 
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were generated. The final outlines were superimposed on the transmitted light images (Figure 

3.8C), and then saved individually as mask images. The masks were overlaid onto the GFP z-slice 

with the highest DAPI intensity sum for each cell, which represents the middle of each cell and 

should offer the best representation of the nuclear TBP. The fluorescent intensity of GFP in the 

nucleus and cell was measured for each cell. Before the GFP intensity was measured, each z-

stack used was normalized through mode subtraction to remove noise. Most of the GFP images 

had a crisscross pattern on the bottom, probably an artifact from the microscope laser. The 

regions affected by these marks were excluded from analysis. After all images had been 

measured, the GFP intensity of the non-tagged parental strain was calculated by averaging the 

nuclear and cellular intensities across all cells and time points. The average nuclear:cellular 

intensity was consistent across all parental time points, so averaging all time points to get a 

background autofluorescence nuclear and cytoplasmic value was not seen as an issue (Figure 

3.9A). This calculated nuclear or cytoplasmic value was subtracted from each experimental cell 

to further normalize the data. The median nuclear:cytoplasmic TBP value for each time point was 

plotted as a boxplot; the best-fit exponential line through the medians gave a depletion time of 

10.9 minutes (Figure 3.9B).   
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Figure 3.8. Outlines of nuclei and cells from two different channels were drawn to generate 

masks. A) Cellular outlines (red) on the transmitted light image used to generate them after 

machine-learning object identification. B) Nuclear outlines (blue) shown on the fluorescent DAPI 

image used to identify them. C) Cellular (blue) and nuclear (red) outlines after manual editing 

shown on the transmitted light image before finalized mask images were generated.  
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Figure 3.9. Boxplots of TBP nuclear depletion due to rapamycin addition. A) 

Boxplots of the median nuclear:cytoplasmic GFP intensity in the non-GFP-tagged parental 

Anchor Away strain at 0 minutes (no rapamycin), 30 minutes (rapamycin), 75 minutes 

(rapamycin), and 75 minutes (no rapamycin). The red line across each box represents the median 

intensity ratio, with the first and third quartiles shown by the bottom and top blue lines, 

respectively. The top and bottom shorter black lines represent the upper and lower values, with 

the red asterisks showing extreme upper or lower values. B) A boxplot of the rapamycin treated 

TBP-FRB-GFP Anchor Away strain. Rapamycin was added after the zero minute time point. The 

median GFP intensity ratio was calculated from the average of over 1,000 cells for each time 

point. The bottom and top lines of the box show the first and third quartiles, respectively; the 

“whiskered” shorted black lines show the upper and lower values. The data was modeled with an 

exponential fit through the medians to determine the depletion time (τ). 

 

  

Anchor Away locus-specific data 

 Changes in TBP chromatin occupancy were measured by AA for several loci using the 

TBP AA strain, HYY154 (Haruki et al. 2008). Two biological replicate datasets were obtained 

and averaged for select loci to generate depletion curves (Figure 3.10). The majority of the data 
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sets are at or almost at zero percent depletion by the end of the 60-minute time course. The data 

were modeled as single-exponential decay processes and the residence times (t½) and off-rates 

(kd) were estimated from the fits (Table 3.3); these calculations are approximate since the 

depletion time is not taken into account and the modeling is a simplistic exponential fit. The 

approximate residence times ranged from ~6 to ~28 minutes, with URA1 and ACT1 on the faster 

side of around 7 minutes and LOS1 on the slower side at ~28 minutes. No difference in apparent 

residence time was observed for consensus TATA-containing versus non-consensus promoters 

(Table 3.3) (Basehoar et al. 2004).     
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Figure 3.10. TBP Anchor Away data sets at select loci. A) Anchor Away data for TBP at 

URA1. The percentage of nuclear GFP is shown on the y-axis over the experimental time course 

(x-axis). A black circle indicates the average percent nuclear TBP of two replicates for each time 

point. The error bars show the standard deviation and the black line is a one-phase exponential 

decay curve fit. B) The same as A, but for TBP at LOS1. C) The same as A, but for TBP at ACT1. 

D) The same as A, but for TBP at ADH1. E) The same as A, but for TBP at URA8. F) The same 

as A, but for TBP at RPL9B. G) The same as A, but for TBP at RSC1. H) The same as A, but for 

TBP at ASP1. I) The same as A, but for TBP at FBA1. J) The same as A, but for TBP at CDC19. 

 
Table 3.3. Apparent residence times and off-rates obtained from TBP AA data at select loci. 

Locus t½ (m) kd Consensus 
TATA? 

URA1 6.4 0.11±0.05 Y 

LOS1 27.4 0.025±0.022 N 

ASP1  8.1 0.086±0.077 N 

RSC1 20.7  0.034±0.026  N 

ACT1 7.9 0.088±0.047 N 

RPL9B 24.5 0.028±0.022 N 

URA8 9.4 0.074±0.028 Y 

ADH1 9.7 0.071±0.023 Y 

FBA1 14.7 0.047±0.021 Y 

 CDC19 13.8 0.050±0.025   Y 
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Competition ChIP strain construction  

 The Competition ChIP strain for TFIIB was constructed by first tagging one SUA7 allele 

with HA and placing it under the control of the PGAL1 promoter, a technique developed by the 

Pringle lab and utilized by the Timmers lab to construct a TBP Competition ChIP strain 

(Longtine et al. 1998, van Werven et al. 2009). A cassette with PGAL1 and three HA tags, along 

with a HIS3 auxotrophic marker was amplified from the pFA6-HisMX6-PGAL1-3HA plasmid 

(Figure 3.11A). This cassette was then transformed into the diploid wild type YPH501 strain, 

selected for on SC-HIS plates, and verified by PCR using two sets of primers (Figure 3.11B). 

Three candidates were found with the correct insert based on two sets of primers; one candidate is 

shown in Figure 3.11B; the other two candidates are from a separate analysis and are not shown.    

 

 

Figure 3.11 Amplification and verification of the HIS3-PGAL1-3HA cassette before and 

after insertion into diploid yeast strain YPH501. A) PCR amplification of the HIS3-PGAL1-

3HA cassette (top) from the pFA6-HisMX6-PGAL1-3HA plasmid. Six identical PCR products 

were run on a 1% agarose gel with ethidium bromide staining and visualized with a GelDoc. A 

band at ~2100 bp was expected. The base pair length is denoted to the left of the 1 kb plus DNA 

ladder (NEB).  B) PCR amplification of potential candidates following transformation of the 
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cassette into the diploid strain run on a 1% agarose gel with ethidium bromide. Two sets of 

primers were used; 1 and 3 are just outside the insertion sites and yield the WT and insert 

product, and 2 and 3 are inside the insertion site and only yield one insert product. Red boxes 

indicate candidates with the correct band sizes for each primer set. Schematics of the cassette or 

strain expected are shown above each gel image.   

 

 

 The next step was to check the newly made strain for galactose-induced expression of the 

HA-tagged allele. Whole cell extracts were collected for one of the candidate strains either grown 

in YEP media with raffinose followed by galactose induction for one hour, or YPD. Expression 

was measured by western blot with an HA-recognizing antibody (12ca5, Roche) (Figure 3.12). 

The molecular weight of Sua7-3HA is about 38 kDa; the correct band was observed in samples 

grown in galactose, but not raffinose or glucose, as expected.   

 

Figure 3.12. Western blot of diploid YPH501 strain with one allele of SUA7 under the 

control of the PGAL1 promoter labeled with a 3xHA tag. Samples were grown in rich media 
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with either raffinose, galactose, or glucose as the sugar source. The band at ~38 kDa, indicated by 

the red box, is the desired band showing induced Sua7-3HA. Recombinant Sua7 is purified 

protein not tagged with HA; YMV070 is an Spt16-HA strain (True et al. 2016) used as a positive 

control and 152-2 is a strain lacking an HA tag and was used as a negative control. Molecular 

weight is denoted to the left in kDa.  

 

 

 Following confirmation of the tagging of one SUA7 allele, a tagged haploid segregant 

was obtained by sporulation and dissection (EH005). A selection of the growth test results 

obtained for the resulting tetrads is shown in Figure 3.13. Haploids with the correct tag grew on 

YEP+galactose plates and SC-HIS+galactose plates, but not on YPD plates. Once candidate 

haploid strains were identified, their mating type was determined with two tester strains, one 

MATalpha, and the other MATa, described earlier in Materials & Methods.  

 

 

Figure 3.13. Growth tests for tetrads dissected from sporulated EH005 (pGAL1-HA-

SUA7/SUA7). A selection of plates used to check for tetrad growth. From left to right, tetrads 

were grown on YEP+2% galactose, YPD, and SC-HIS+2% galactose plates. Each group of 
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diagonal streaks (3-4 per group, two groups per row) represents a dissected tetrad; 10 dissected 

tetrads are shown on each plate. Candidate tagged haploid strains were identified from this 

screen; the schematic below the images shows the new haploid strain. 

 

 

 The presence of the HA tag in the new candidate haploid strains was confirmed by 

western blotting and an immunoprecipitation using an HA-recognizing antibody (12ca5, Roche) 

(Figure 3.14). The HA tag was detected in all candidates tested by western. Compared to the 

control YPH499-1 haploid wild type strain, the HA-tagged candidate 2-17B had a much higher 

signal (~10x) at the URA1 promoter; the GAL1/10 ORF signal was higher in 2-17B compared to 

that of 499-1, but it was ~3x lower than the URA1 signal in the tagged strain. This IP was not 

repeated with another replicate, but based on the single replicate, HA can be detected by IP in this 

strain.  

 

Figure 3.14. Verification of the HA tag in haploid candidate strains by western blotting and 

immunoprecipitation. A) Western blot of potential tagged haploid strains. Whole cell extracts 

for each aample were run on an SDS-PAGE gel and transferred onto a PVDV membrane before 

incubation with an HA-recognizing antibody. Haploid candidates are 1-3B/C, 1-13B, and 2-

17B/C; YMV070 is an Spt16-HA strain for a positive control; 152-2 is a TFIIE CLK 
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overexpression strain that is not tagged with HA used as a negative control. A band is expected 

around 38 kDa for the Sua7-3HA protein. Molecular weight is denoted to the left of the western 

image. B) An IP was done with one sample to check for detection of the HA tag. The haploid 

wild type strain YPH499 was used as a control. The normalized ChIP signal was compared at the 

URA1 promoter and GAL1/10 open reading frame for both strains.     

 

 

 An attempt was made to tag the second SUA7 allele in the HA-tagged diploid strain; 

however, this was ultimately unsuccessful. First, the pCORE approach was used (Storici and 

Resnick 2006). A KANMX4-KIURA3 cassette amplified from the pCORE plasmid with 45-base 

pair homologous regions on either side of the cassette was integrated directly upstream of the 

SUA7 start site. A short cassette containing the Avitag then replaced this insert. In the already 

HA-tagged diploid, the Avitag could not be successfully integrated for unknown reasons (data not 

shown). The pCORE method was also tried in a wild type YPH501 strain that was not tagged; 

again the pCORE replacement with Avitag was unsuccessful. An altered pCORE technique that 

supposedly works better for diploids was next tried (Storici and Resnick 2006). A modified 

CORE cassette with a galactose-inducible SceI enzyme and SceI cut site was amplified from the 

pGSKU plasmid and inserted upstream of SUA7. This cassette was designed to improve insertion 

efficiency of the Avitag at the correct site by making a double stranded cut at the SceI cute site 

(Storici and Resnick 2006). Again, the Avitag could not be successfully detected after CORE 

cassette replacement. The next attempted technique used untagged YPH501 and integrated a 

cassette from the pUG6-Myc-N-Avitag plasmid, which has a KanMX marker flanked on each side 

by a loxP site followed by an N-terminal Avitag (Werven and Timmers 2006), directly upstream 

of the SUA7 start site. Once the cassette was integrated, a galactose-controlled Cre recombinase-

containing plasmid (pSH47 (Güldener et al. 1996)) was transformed into the labeled strain. Cells 

were grown in galactose, activating Cre recombinase and excising KANMX by cutting both loxP 
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sites. The Avitag was successfully integrated by this approach, but biotinylated Sua7 could not be 

detected by Streptavidin IP followed by real time PCR or western blot (data not shown). 

Additionally, Sua7 levels were decreased compared to YPH501 when whole cell extracts were 

run on a western blot (data not shown). Ultimately, the second SUA7 allele was successfully 

tagged by using a similar method, but with 9xMyc tags instead of the Avitag; the results are 

described below.     

 To tag the second SUA7 allele with a 9xMyc tag, a cassette containing a KanMX marker 

flanked on each side by a loxP cut site followed by nine N-terminal Myc tags was amplified from 

the pOM20 plasmid (Gauss et al. 2005). The amplified cassette was 2083 base pairs in length 

(Figure 3.15A) and all candidates tested successfully integrated the tag-containing fragment 

(Figure 3.15B).  

 

 

Figure 3.15. PCR amplification of Myc-tagged cassette from pOM20 and integration into 

YPH501. A) Agarose gel with ethidium bromide staining of the concentrated PCR amplified 

cassette from pOM20 (PCR). A no DNA negative control sample (no DNA) and forward (F) or 

reverse (R) primer only samples were also run on the gel. The expected 2083 base pair (bp) band 
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in the PCR land was excised and transformed into YPH501. B) PCR verification using primer set 

1&3 from Figure 3.11B of potential candidates following transformation of the pOM20 amplified 

cassette into YPH501; candidates are numbered 1-3 and 7-12. PCR for YPH501 was done as a 

control, as well as PCR with only the forward (F) or reverse (R) primer and no DNA (E). The 

expected band size for the insert was 2268 base pairs and 284 base pairs for the wild type. Base 

pair lengths are shown to the left of both gel images. The newly tagged diploid strain with marker 

still present is represented as by the diagram under the gel image.   

 

 

 Following successful integration of the KANMX-9xMyc cassette, a plasmid containing the 

Cre recombinase was transformed into a newly tagged diploid strain and confirmed on an SC-

URA plate. Cre recombinase is required to cut the loxP sites and excise kanMX (Sternberg and 

Hamilton 1981, Sauer and Henderson 1988, Orban et al. 1992, Gu et al. 1993). The Cre 

recombinase was then activated by growth in galactose. Dilutions of the galactose culture were 

plated onto YPD plates and replica plated on YPD+G418 plates. Comparison of the two plates 

indicated which candidates had lost the KANMX cassette. Overall, there was 51% efficiency for 

the Cre recombinase-induced knockout of KANMX. A selection of knockout candidates was 

checked by PCR and all had an insert of expected length (Figure 3.16).   

 Detection of the Myc tag in the diploid was confirmed by western blotting and visualized 

in two candidates using the 9E10 Myc antibody (Abcam) (Figure 3.17). Correct insertion and 

sequence of the 9xMyc cassette was verified by Sanger sequencing in one candidate strain. After 

tag confirmation, the strain was then sporulated and dissected after tetrad formation. Since there 

was no longer a marker tracking the presence of the 9xMyc tag, PCR was done with the same 

primer set used in the last two figures, as well as the original primer set that amplified the cassette 

from pOM20, to verify the presence or absence of the tag (Figure 3.18A, B). Tetrads 1, 3, 6, 10, 

and 14 segregated 2:2 for wild type:Myc tag, as expected. However, tetrads 2 and 4 were from a 
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Figure 3.16. Agarose gel electrophoresis to check for knockout of the KANMX marker from 

a 9xMyc-tagged diploid strain. Eight potential candidates were checked by PCR with the same 

primer set used in Figure 3.15B. Two bands were expected at lengths of 761 for the knockout 

insert and 284 for the wild type. All candidates had both expected bands. PCR of the wild type 

diploid YPH501 and candidate 1 with only the forward (F) or reverse (R) primer were run as 

controls. The base pair length is denoted to the left of the image. A schematic of the resulting 

tagged strain is shown under the gel image.   
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different dissection and did not segregate 2:2, and thus were discarded as candidates. In all lanes 

showing the presence of the Myc tag in Figure 3.18A, there was a faint band at the wild type 

position. This was not contamination since this band wasn’t present in the sample without DNA, 

but there may have been some low level wild type DNA still present somehow in these diploid 

samples. 

 

Figure 3.17. Western blot of extract from Myc-tagged diploid strain. Whole cell extracts of 

two candidate diploid strains, an untagged negative control (501), and a tagged positive control 

(YAD154) were run on an SDS-PAGE gel and probed with a Myc-recognizing antibody. A band 

was expected around 50 kDa for the 9xMyc-Sua7; Sua7 normally runs as a doublet with the top 

band representing the correct mass. Molecular weight is marked on the left side of the blot.    
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Figure 3.18. Gel electrophoresis of PCR reactions to check for presence of wild type or 

9xMyc-tagged SUA7 allele in dissected tetrads. A) PCR was performed using cells from 

several “full” tetrads using primers just outside the insert region (used in the last two figures; 

primers 1&3 in Figure 3.11). A band at 761 base pairs (bp) indicates a 9xMyc tag; a band at 284 
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bp is a wild type allele. E is a no DNA control; 1* is the 9xMyc-labeled diploid before KANMX 

was knocked out and yields band sizes of 2268 (insert) and 284 bp (WT); 1 KO is the 9xMyc-

labeled diploid after KANMX was removed by Cre recombinase and yields band sizes of 761 and 

284 bp; forward primer alone (F) and reverse primer alone (R) were also used as controls; L is the 

1 kb plus DNA ladder. B) Similar to A, but using primers that should only detect the insert and 

not the wild type. A band at 576 base bp indicates a 9xMyc tag; no visible band is a wild type 

allele. 1* yields a 2083 bp band and 1 KO gives a 576 bp. Tetrads 2 and 4 were excluded from 

this gel because they didn’t have a 2:2 segregation of wild type to Myc tag in the first PCR 

reaction in A.  

 

 

 After the 9xMyc tag was identified in haploid candidates, it was also successfully verified 

by western blotting for one candidate tetrad (Figure 3.19). Two of the tetrads showed a Myc 

tagged protein and the other two did not, indicating a wild type genotype, as expected. Next, a 

mating test was performed for tetrads 1, 3, 6, 10, and 14 using the 14a and 17α tester strains; 

haploids from all tetrads segregated 2:2 for MATa:MATalpha (data not shown). A 9xMyc-SUA7 

haploid strain was crossed with a HIS3-PGAL1-3HA-SUA7 strain of the opposite mating type, 

yielding the diploid Competition ChIP strain. The mating type of several candidates was checked 

using the tester strains mentioned above as well as two new diploid strains; neither new diploid 

strain grew when crossed with either mating tester, as expected (Figure 3.20) (Strathern et al. 

1979, Jensen et al. 1983, Goutte and Johnson 1988, Herskowitz 1989, Li et al. 1995, Johnson et 

al. 1998, Kim et al. 2000).  
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Figure 3.19. Western blot to check for Myc tagged Sua7 expression in haploid tetrad 

candidate samples. Whole cell extracts of four haploid strains from one tetrad, an untagged 

negative control (501), and a tagged positive control (YAD154) were run on an SDS-PAGE gel 

and probed with a Myc-recognizing antibody. A band was expected around 50 kDa for the 

9xMyc-Sua7. Molecular weight is marked on the left side of the blot.    

 



	 146	

 

Figure 3.20. Mating type test for two differentially tagged Sua7 Competition ChIP strains. 

The 14a tester strain was streaked in a vertical line on the left side of the SD plate and 17α on the 

right. The new diploid strains, 14D x 1-13A and 14C x 2-17A, were crosshatched against the 

tester strains, followed by the haploids 14C, 14D, 1-13A, and 2-17C. A white outcrop of yeast 

growth indicates the strain is the opposite mating type of the tester it is crosshatched with.  

   

 

 To verify that both tag inserts were present in the two new diploid strains, PCR was 

performed with the same primers used in the previous figures (3.15B and 3.16) and that lay just 

outside the insertion site for both tags. Both expected bands were observed in both samples, as 

well as a faint wild type background band (Figure 3.21). 
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Figure 3.21. Gel electrophoresis of PCR to check for correct insert bands in the newly made 

TFIIB Competition ChIP strains (1, 2). Bands were expected at 761 bp for the 9xMyc tag and 

2187 bp for the HIS3-PGAL1-3HA tag. E is a no DNA control; 501 is the wild type diploid strain 

and a 284 bp band is expected; 1KO is the 9xMyc-labeled diploid and bands at 761 and 284 bp 

are expected; T5 is the HA-labeled diploid and bands at 2187 and 284 bp are expected; forward 

primer (F) and reverse primer (R) only controls were run as well. Base pair lengths are denoted to 

the left of the gel image.  

 

 

 An estimate of the rate of competitor induction is critical for CC as the induction time is 

taken into account when fitting each locus to generate the residence time (Zaidi et al. 2017). 

Western blots were performed using samples obtained over a 90 minute time course after 

galactose addition and are shown in Figures 3.22A and C.  Unexpectedly, the Sua7 Competition 
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ChIP strain had a slower induction time than the induction rate for TBP using a similar galactose-

inducible promoter (van Werven et al. 2009) and it was not clear if the saturation level was 

reached. Therefore, induction was followed for a longer time course of 180 minutes (Figure 

3.22B, D). Samples were run in duplicate; one blot was probed with an α-HA antibody and the 

other was probed with an α-Myc antibody (9E10, Abcam). The 9xMyc-Sua7 levels were 

relatively unchanged over the time course, as expected (Figure 3.22C, D; quantification not 

shown). Sua7-3HA was detectable at around 25 minutes after galactose addition and reached 

saturation by ~90 minutes (Figures 3.22A, B; Figure 3.23A); a 60 minute induction time was 

calculated from a Boltzmann fit (used to fit a sigmoidal curve) of the induction curve (Figure 

3.23A, B).    
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Figure 3.22. Western blots for two induction curves of a 9xMyc-SUA7/HIS3-PGAL1-3HA-

SUA7 Competition ChIP strain. A) A time course following galactose induction of 3HA-Sua7 

at time zero. Whole cell extracts for each time point and a positive (2-17C) and negative (501) 

control were run on an SDS-PAGE gel and transferred to PVDV membrane. A 12ca5 antibody to 

detect HA was used. 3HA-Sua7 runs at ~38 kDa. 501 is the YPH501 wild type diploid and 2-17C 

is a 3HA-Sua7 haploid. B) Similar to A, but for a longer induction time course. Two different 

amounts of 2-17C whole cell extract were loaded as a positive control. C) Identical to A, except a 

9E10 Myc-detecting antibody was used and the 9xMyc-SUA7 haploid 14C was the positive 

control. D) Similar to D, but for the longer induction time course.  

 

 

Figure 3.23. Time course for induction of Sua7 competitor in the Sua7 Competition ChIP 

strain. A) The induction curve for one replicate of the 180-minute time course. The intensity of 

each 3HA-Sua7 band from the western blot in Figure 3.22B was measured using ImageJ. Each 

value was normalized to the 180-minute sample intensity and plotted as a function of induction 

time in minutes. B) Boltzmann fit, used to fit S-shaped functions, of the induction curve from an 

average of three independent replicates (two replicates were 90 minute time courses). The blue 

line represents the data, the red line is the Boltzmann fit, and the green and purple lines are the 
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upper and lower boundaries, respectively. An induction time of 60 minutes was calculated from 

the fit in Excel.   

 

 

 The above results suggested that the strain used for construction of the Sua7 CC strain 

may unfortunately have a kinetic defect in galactose-induced growth.  To test this, a spot test 

assay was performed to compare the growth of the Sua7 CC strain to the original diploid, 

YPH501. A different wild type strain, BY4741, was included for comparison as this is the strain 

background of the TBP CC strain. All strains grew similarly on glucose plates, although CC 

strain #2 grew slightly slower than the other three strains. However, there was a growth 

deficiency in YPH501 and both Competition ChIP strains compared to BY4741 on galactose 

medium (Figure 3.24) due to a gal2 mutation, which is discussed in the next section.  

 

 

Figure 3.24. Spot tests on galactose and glucose plates for two wild type and two Sua7 

Competition ChIP strains. Serial dilutions for each strain were made from 1 to 1:10,000, plated 

on two different sugar sources, and grown for 2 days at 30°C. CC is the Sua7 Competition ChIP 

strain.  
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Discussion 
 
The Anchor Away assay   

Use of the AA assay for rigorous kinetic analysis will require additional work, including 

a number of control experiments that will be required to properly interpret the data. Once key 

parameter is to determine the factor depletion rate (TBP in our case). Without knowing the rate of 

rapamycin-mediated depletion of TBP, it cannot be determined whether the measured off-rate is 

determined by the protein depletion from the nucleus or dictated by the rate of the protein’s 

dissociation from its binding site, followed by export out of the nucleus. By measuring the global 

depletion rate of TBP from the nucleus, a limit can be established for the dynamic range of the 

assay.  In our experiments, the depletion time of TBP was ~11 minutes, so residence times less 

than 11 minutes cannot be accurately measured because the protein cannot be moved from the 

nucleus that quickly. However, 11 minutes does not need to be the ultimate limit of the assay, as 

it’s possible to model the nuclear depletion rate and therefore extend the kinetic range of the 

assay for measuring more rapid dynamics, similar conceptually to what was done with the 

induction rate to extend the dynamic range of the CC assay where the residence time can be 

extracted as the difference between the induction and experimentally measured curves (Zaidi et 

al. 2017). An attempt to measure the depletion of TBP from the nucleus was made by isolating 

nuclear extracts from cells treated with rapamycin for various periods of time. Unfortunately, 

depletion was not observed. We speculate that since the procedure to isolate nuclear extracts 

takes time, including generating spheroplasts and several washing and incubation steps in the 

absence of rapamycin, it’s likely that the nuclear exported TBP re-normalized and returned to 

equilibrium before the extracts were obtained.  

 In contrast, the analysis of the TBP nuclear depletion rate was possible by microscopy 

using GFP-tagged TBP. For each image, a DAPI, GFP, and transmitted light channel were used. 

There are pretty standard automated ways to identify nuclei with the DAPI stain built into ImageJ 

(NIH), but using the transmitted light to find the cell outlines in an automated way proved a much 
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more difficult task because the difference in intensity between the cell wall and inside/outside of 

the cell is small. This difference is much larger and therefore boundaries are much easier to detect 

if a fluorescent protein is used. If a cell wall protein, such as Cwp1 or Cwp2 (Ram et al. 1998), 

was tagged with a fluorescent tag other than GFP, such as mCherry or mRuby 2 (Lee et al. 2013), 

detection of the cellular outline would have been significantly easier. Future strains imaged for 

nuclear depletion would benefit from the MATLAB pipeline developed by T. Vičar and K. 

Kupková and would include a second fluorescent tag for cell outline detection. The MATLAB 

script to identify the outline of cells employed machine learning to train the program to correctly 

identify these objects. A manual editing step was incorporated for final approval of defined cells, 

but the program did an astonishingly good job at correctly outlining cells. I attempted a 

segmentation approach using CellProfiler to identify cells, but it only succeeded about half the 

time (data not shown). Manual outlines in ImageJ to generate masks were also made, but this 

approach was extremely time intensive and measurements would have taken many months longer 

to complete. Some of the manually drawn masks were used to train the machine-learning 

algorithm to identify outlines. In the entire analysis, the most difficult part was the cellular 

segmentation. Once the cellular masks were made, the nuclear masks were easily made based on 

the DAPI signal and then GFP fluorescence intensity could be easily quantified.  

The background subtraction was another important aspect of the analysis of TBP 

depletion using microscopy since a confocal microscope was used and therefore light could 

reflect from one z-stack into the surrounding stacks (Nomarski and Weill 1955, Barone-Nugent et 

al. 2002, Cody et al. 2005). The mode of each full stack (11 slices) was subtracted from each 

pixel in the stack to eliminate background. To analyze the GFP images, the z-stack with the 

brightest DAPI intensity was chosen for each cell in each image; the thinking was that this stack 

would represent the middle of the cell and would be the best place to measure TBP-GFP. 

Following average GFP intensity quantification of each cell and nucleus, the average GFP 

intensity across all cells in all time points for the parental untagged strain was calculated to 
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subtract the autofluorescence of the yeast cells (Billinton and Knight 2001). This script used for 

this analysis will be extremely useful in the future for identifying cells without the use of a 

fluorescent tag, and not just for future Anchor Away depletion analysis. While it takes a while to 

analyze the images, the extra tagging step is eliminated and may be a shorter analysis time in the 

long run compared to tagging a cell wall protein and then analyzing the images. The depletion 

time of GFP alone should also be measured as a control in the future. The rate of TBP trafficking 

out of the nucleus can only be as fast or slow as that of GFP and should also be taken into 

consideration. 

 Once the depletion rate for TBP in the Anchor Away strain was determined, TBP ChIP 

signals were measured at various loci in response to rapamycin. At most loci, TBP levels reached 

or approached zero by 60 minutes, which is consistent with prior work (Haruki, Nishikawa et al. 

2008). Where TBP levels did not reach zero (binding to URA1, ASP1, and ACT1), the errors 

associated with the measurements were significant so the differences could be more apparent than 

real. Since the measured depletion time for 50% off the TBP molecules to leave the nucleus is 

~11 minutes, almost all of the TBP should be depleted by about 22 minutes. The Anchor Away 

data sets show ~50% nuclear TBP depletion occurs anywhere from 10-30 minutes after 

rapamycin addition. Since the depletion rate is an average of all the TBP protein bound, there are 

DNA binding sites that can have a longer or shorter binding time, so TBP may take a shorter or 

longer time to be depleted from the nucleus across various loci. One of the goals of this assay is 

to determine the dynamic range of TBP at individual promoters. Future work could look at TBP 

binding genome wide to get a better measurement for this range than only looking at a few select 

promoters.    

The apparent residence time and dissociation-rate for TBP bound to specific loci was 

calculated from the exponential decay curve fit; these are apparent rates because the actual rate 

could be impacted by factor depletion time. It’s uncertain what behavior is actually captured by 

Anchor Away, as there are several possibilities: a protein complex binding to a chromatin site, 
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then dissociating as a complex; a protein complex binding to a chromatin site, then dissociating as 

individual components; a protein could be free-floating in the nucleus and transported into the 

cytoplasm; or a protein binding and dissociating several times before it’s depleted from the 

nucleus. When comparing the residence times generated from Anchor Away and the CLKv2 

method for TBP at three loci for which we have data using both methods, the Anchor Away 

values at URA1 and ACT1 were fairly close to one another (within a minute of each other), but 

the CLK values for these loci were 3-4 times faster than those measured for Anchor Away (Table 

3.4). Stefan Bekiranov has worked out a kinetic model of TF-chromatin binding that can be used 

in future work to fit the locus-specific Anchor Away data and incorporate the nuclear depletion 

rate/nuclear concentration of the factor as measured by microscopy. The TBP Anchor Away has 

not yet been fit with this model because we have not had the bandwidth to write the scripts and 

troubleshoot the model. If the values are in agreement for TPB at LOS1, URA1, and ACT1 after 

fitting with the TF-chromatin binding model, then these two assays may be measuring a similar 

kind of behavior. If there is still a discrepancy, more work will need to be done to look into why 

this difference remains and if a different activity is captured in the two experimental assays. 

 
Table 3.4. List of Anchor Away approximated residence times and CLKv2 calculated 

residence times at select loci. 

Locus  Anchor Away t1/2 
(min) CLKv2 t1/2 (min) 

URA1 6.4  1.1  
(+0.35, -0.28)  

LOS1 27.4  1.35  
(+0.35, -0.28) 

ACT1 7.9 1.65  
(+1.65, -0.95) 
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Competition ChIP as an independent ChIP-based approach to measure binding dynamics 

 As another ChIP-based assay to measure TF-chromatin dynamics, a Competition ChIP 

strain for TFIIB (Sua7) was successfully constructed. One SUA7 allele is under control of the 

PGAL1 promoter, and inducible using galactose addition. When the constructed CC strains were 

compared to the original diploid strain, YPH501, and a different background strain, BY4741, 

grown on galactose media, a growth deficiency was observed in YPH501 and the derived CC 

strains. This is most likely from the gal2 mutation in the YPH501 background, which is not listed 

in current genotypic information for the strain and we discovered after the strain was made.  Gal2 

is a permease required for the utilization of galactose (Tschopp et al. 1986), and a permease 

deficiency would likely lead to the kinetic defect that we observe. The induction time measured 

for the TFIIB CC strains was ~60 minutes, much longer than that reported for a TBP CC strain 

(van Werven et al. 2009, Zaidi et al. 2017). Since curves generated from collection of CC samples 

are fit using the induction curve, this delayed induction is probably okay; however the time 

course would need to be extended. A plasmid containing GAL2 can be introduced to the CC strain 

(Ulery et al. 1991), or wild type GAL2 can be integrated into the genome to restore growth in 

galactose (Keeney et al. 1995). The TBP CC strain was made in the W303 background (van 

Werven et al. 2009). This strain background is derived from the gal2 mutated SC288 and shares 

>85% similarity, but fortuitously has a wild type GAL2 (Young and Court 2008).   

 TFIIB CC data can be obtained once the Gal2 deficiency is corrected. Libraries will be 

made of the ChIP samples for each TFIIB allele obtained from cells fixed at various time points 

after galactose addition. Using the rate of competitor induction, the data at each locus can then be 

fit and the residence time and kd determined using the modeling approach that was used for TBP 

CC data (Zaidi et al. 2017) but updated to accommodate high throughput sequencing rather than 

array data. While TFIIB is somewhat depleted using 5% formaldehyde in the CLKv2 assay (Zaidi 

et al. 2017), which limits the useful range of CLKv2 for analysis of TFIIB dynamics. This may 

make CC a better assay for this factor. TFIIB CLKv2 could also be performed using a lower 
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concentration of formaldehyde to minimize depletion of Sua7 from the protein pool; pilot 

experiments would be required to determine the crosslinking behavior and whether the resulting 

data could be modeled to yield binding kinetic information of value.  

No genome-scale, locus-specific binding dynamic information is available for TFIIB, 

although a recent microscopy study reported that TFIIB has a quick turnover rate and binds to in 

vitro promoters for ~30 seconds when other PIC components and Pol II are present (Zhang et al. 

2016). Recent evidence supports the idea that TBP has a wide range of residence times in vivo, 

from less than 1.3 minutes to around 60 minutes (Zaidi et al. 2017). One goal of studying PIC 

component dynamics is to determine if the chromatin binding kinetics depend on the class of 

promoter or local chromatin environment. The Zaidi et al. study classified loci as either TFIID- or 

SAGA-dependent and TATA or TATA-less, based on distinctions made in an earlier study 

(Basehoar et al. 2004). There was no correlation between residence times based on either of these 

groupings. Additionally, there was no correlation based nucleosome positioning and only a slight 

correlation of higher nascent transcription rates (as defined in (Pelechano et al. 2010)) to shorter 

residence times. However, there was a correlation with the previously determined dynamics of 

the essential DNA-binding regulator Rap1 (Lickwar et al. 2012). It’s somewhat surprising there 

was no difference between residence times of TATA and TATA-less genes, as TATA genes are 

thought of as more dynamic with a faster turnover (van Werven et al. 2009)	since these genes are 

traditionally related to stress response and their expression is higher regulated (Basehoar et al. 

2004, Huisinga and Pugh 2004). It’s not surprising that there wasn’t a different in residence time 

based on TFIID or SAGA regulation because in contrast to previous views, it has recently been 

established that almost all genes are dependent on both of these complexes (Baptista et al. 2017, 

Warfield et al. 2017). Instead of classifying a gene as regulated by TFIID or SAGA, genes were 

split into five categories based on mRNA synthesis changes in SAGA mutant strains (Baptista et 

al. 2017). When the TBP residence times generated from Zaidi et al. were split into these five 

groups, there was no difference observed between them (Figure 3.25). This suggests that the wide 
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range in binding dynamics for TBP cannot be ascribed to these different categories, but instead is 

due to some other features of the nuclear environment that haven’t been related to binding 

dynamics yet.  It will be interesting to see if any other PIC components have some correlation 

with these gene expression groupings. Taken together, these results show that there is more to the 

dynamics of TBP than just promoter DNA sequences; the chromatin architecture, binding 

environment, and dynamics of other factors will need to be considered. 

 

Figure 3.25. Plots of TBP residence times at RNAPII-dependent genes split into five groups 

based on the Baptista et al. 2017 classification. The left side shows a box plot of the median 

transcription rate (y-axis) across the five groups. The right plot shows an overlay of the residence 

time (x-axis) and the number of counts for each of the five groups. Corresponding colors are 

denoted in the legend in the right hand corner of each plot.   
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 TBP binding kinetic data are available for all three ChIP approaches at three loci (URA1, 

LOS1, ACT1).  The three sets of measurements are not in perfect concordance (see Anchor Away 

discussion above), but the CC and CLKv2 results are similar (Table 3.5). Since the fastest 

residence time that can be measured with CC is 1.3 minutes, it is unknown if the actual value is 

closer to one minute or possibly even much faster, which could be a big difference. Taking into 

account the error from CLKv2, the values for binding dynamics at the three loci as measured with 

CC and CLKv2 could be very close to one another.  With improved Anchor Away fitting, the 

datasets for at least ACT1 and URA1 will hopefully converge. The large discrepancy between 

methods at the LOS1 promoter may be due to rapamycin-mediated effects. The Anchor Away 

strain is a tor1Δ strains; in other tor1Δ strains, addition of rapamycin in vivo has been shown to 

enrich and sequester Los1-GFP in the cytoplasm in yeast (McCormick et al. 2015). While this 

should not directly affect transcription of the protein as initiated by TBP, rapamycin could play a 

part in altering dynamics at this gene. This may explain why there is not consensus between the 

binding dynamics measurements. 

 

Table 3.5. Comparison of TBP residence times using the three independent ChIP-
based approaches. 

Locus AA t1/2 (min) CC t1/2 (min) CLKv2 t1/2 (min) 

URA1 6.4 Too fast 1.1 

LOS1 27.4 Too fast 1.3 

ACT1 7.9 Too fast 1.7 

ASP1 8.1 1.36 --- 

RSC1 20.7 20.63 --- 

RPL9B 24.5 Too fast --- 
URA8 9.4 1.38 --- 
ADH1 9.7 2.92 --- 
FBA1 14.7 Too fast --- 

CDC19 13.8 1.69 --- 
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The ultimate goal of using several independent ChIP-based approaches is to compare the 

kinetic parameter values to come to a consensus on the actual in vivo dynamics; there are already 

CLK and Competition ChIP data sets for TBP, and TFIIB data are on the way. Eventually, the 

goal is to have data sets from all three methods for most of the PIC components (TBP, TFIIB, 

TFIIA, TFIIF, TFIIE). By looking at the individual components together, the in vivo dynamics 

and assembly of the PIC can be better understood. Comparison to nucleosome positioning and 

RNA synthesis rates will also aid in completing the overall picture of transcriptional regulation.  

   

Future directions: the power of combined approaches 

 Even though the individual components involved in transcription are known, as well as 

much of their biochemistry, there are still fundamental unanswered questions about how these 

complexes assemble and are regulated in vivo. Measuring the binding dynamics of these 

transcription factors in cells can provide valuable information that can be used to answer some of 

these questions. An array of experimental approaches can provide information about in vivo 

chromatin binding dynamics. Independent live cell imaging modalities have converged so as to 

yield self-consistent measurements for a few factors (Mazza et al. 2012, Mazza et al. 2013). 

Cross-validation has also been done in comparing CC and AA relative dynamics (Grimaldi et al. 

2014) and in comparing FRAP and the original CLK method (Poorey et al. 2013). It is essential 

that future studies of TF dynamics include different experimental approaches and attempt to 

reconcile discrepant dynamic observations when they arise. Among the thousands of TFs present 

in a diverse array of cell types and conditions, only a relatively small collection have been 

measured; it thus seems likely that the full spectrum of TF dynamic behavior is far from 

understood. Errors or naiveté in data interpretation using one method revealed by comparison 

with another could lead to improved tools for more accurately measuring dynamics as well as 

identifying new dynamic phenomena. Different experimental approaches provide access to 

kinetic behavior on specific and often quite different time scales.  However, a holistic view of 
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chromatin binding behavior will require models that account for all of the observations.  In 

general, imaging approaches have uncovered much more rapid dynamic behavior than can be 

observed using ChIP-based approaches. Such disconnected sets of observations may represent 

different types of dynamic behavior occurring simultaneously rather than being discordant 

observations (Karpova et al. 2008). Future studies that compare results obtained by different 

methods applied to the same TF-chromatin interactions will be valuable in sorting this out. 

TFs interact with other factors and frequently assemble into higher order complexes, such 

as the PIC.  The different molecular approaches for measuring chromatin-binding dynamics may 

in some circumstances provide complementary information about higher order assembly as well 

as chromatin binding (Figure 3.26). For example, as CC relies on the inducible replacement of 

one TF isoform with another, it might capture the dynamics of complex assembly if it is rate 

limiting, rather than chromatin binding per se. Likewise, CC may be sensitive to slow steps in 

localization of TFs to different nuclear sub-compartments. In contrast, as CLK measures DNA 

crosslinking directly, it provides specific information on DNA binding but no information about 

other steps, and albeit in the context of a formaldehyde-treated cell. AA most likely captures TF-

chromatin dissociation, a process computed by CLK in the context of the on-rate and fractional 

occupancy.  

 The pathway for PIC assembly is well understood biochemically, but whether the in vitro 

assembly pathway is adequate to describe PIC assembly in vivo is not known, and there is some 

evidence that alternative pathways may exist (Zanton and Pugh 2006). Two models for multi-

factor TF binding to chromatin have been suggested: random and regulated assembly.  In the first, 

random collisions with the DNA template result in complex formation, whereas in the second a 

regulatory molecule stabilizes or destabilizes complex formation (Figure 3; (Hager et al. 2009)).  

Emerging experimental and computational approaches have recently provided new insight into 

how this can occur (Chen et al. 2014, Stasevich et al. 2014), but many interesting biological 

systems and regulatory scenarios remain to be explored.  
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Measurements of TF dynamics have required the development of new experimental 

approaches, which has been challenging.  Technical innovation will undoubtedly continue, but it 

is now possible to begin to apply the array of validated tools to specific biological problems of 

increasing regulatory complexity. Combined experimental approaches provide a reality check on 

each other and can potentially reveal complementary aspects of dynamic behavior that no one 

method is capable of capturing.  As the landscape of TF dynamic behavior becomes better 

defined, it will be particularly interesting to see how the behaviors of individual TFs impact the 

formation of PICs and other higher order complexes, as well as more detailed understanding of 

how TF dynamics impact RNA synthesis, both in individual cells and across cell populations. 

 

 

Figure 3.26.  Higher order chromatin assembly and speculative contributions of different 

molecular methodologies to understanding it.  The figure illustrates a TF of interest (purple) 

that associates with other factors to form a complex that associates with chromatin. The multi-
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subunit-containing chromatin complex may assemble from individual subunits that come together 

individually and perhaps randomly at a chromatin site, multi-subunit complexes may first 

assemble and then associate with a chromatin site, or the process may be a combination of both.  

CC can capture the rate-limiting step of TF turnover, which may involve direct DNA binding by 

the competitor or assembly into a complex that associates with DNA.  CLK appears to measure 

DNA binding directly by modeling crosslinking to DNA itself, whereas AA measures the DNA 

dissociation rate. 
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CHAPTER IV 

Dynamics of the transcriptional activator, Gal4 

Gal4 is a transcription factor required to activate the galactose inducible GAL 

genes. Under non-inducing conditions including glucose and raffinose, this set of genes is 

not transcribed, but upon growth in galactose-containing media, the activation domain of 

Gal4 is released from its interaction with Gal80. Upon Gal4 activation, regulatory 

complexes and the preinitiation complex components are recruited via Gal4’s interaction 

with the upstream activating sequences (UAS) for each induced GAL gene and transcription 

can occur to allow growth in galactose. While this system has been studied in detail for 

many years, the in vivo dynamics of Gal4 at the individual GAL promoters is not known. 

Using the crosslinking kinetics assay (CLK), Anchor Away, and a live cell imaging 

technique developed by the Larson lab at NCI, Gal4 binding dynamics were measured at 

the GAL3 promoter under several conditions, including wild type cells, cells with a 

weakened GAL3 UASG, and gal11Δ strains, which is a subunit in Mediator that interacts 

with Gal4. In WT cells, Gal4 bound to GAL3 for ~14 minutes based on CLK, ~3 minutes 

according to Anchor Away, and ~2 minutes with the live cell imaging approach. Gal4 

residence time on the weakened GAL3 UASG was much shorter when measured with CLK 

(<1 s) and live cell imaging (~1 minute) compared to the WT residence time. In gal11Δ cells, 

Gal4 residence time at GAL3 was less than 1.1 second when measured by the CLK assay.  

These results indicate that interrupting the Gal4-Mediator interaction has a substantial 

effect on Gal4 binding dynamics. Kinetic data will eventually be acquired under all of these 

conditions and by all three methods to better understand methodological strengths and 

weaknesses and to arrive at consensus Gal4 binding dynamics parameters. Collectively, 

these results suggest that Gal4 binding to GAL3 persists for at least several minutes in WT 

cells, even a modest mutation in the consensus UASG has a dramatic effect on Gal4 binding 

stability in vivo, and the Gal11-containing Mediator complex is required for stable binding 
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of Gal4 to an activated promoter. Since the GAL system has widespread use as an inducible 

model, an understanding of the in vivo dynamics of Gal4 and associated factors under 

different conditions will likely impact our general understanding of how transcriptional 

control occurs in vivo. 

 

Introduction 

Gal4 activation as a model system for measuring transcription dynamics  

Transcription is a highly regulated system requiring a complex assortment of co-

activators, suppressors, general transcription factors, and RNA polymerase. The S. cerevisiae 

Gal4 protein is a well-studied activator that regulates transcriptional expression of the GAL genes 

(reviewed in (Johnston 1987)). These include the structural (GAL1, GAL10, GAL2, and GAL7) 

(Bassel and Mortimer 1971) and regulatory (GAL4, GAL80, and GAL3) genes required for 

galactose uptake and processing (Figure 4.1) (Johnston 1987). A few additional genes (MTH1, 

PCL10, and FUR4) are also regulated by Gal4, but are required for adapting to growth on 

galactose and not for metabolism (Ren 2000).  

 

Figure 4.1. Galactose uptake and metabolism by the GAL genes; figure from Johnston, 

1987. The Gal2 permease transports galactose into the cell, where it is transformed through a 

series of steps to glucose-6-phosphate, which can be used in glycolysis. 
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FIG. 1. Pathway of galactose utilization. The enzymes are galactokinase (EC 2.7.1.6, encoded by GAL]), galactose-1-phosphate
uridylyltransferase (EC 2.7.7.12, encoded by GAL), uridine diphosphoglucose 4-epimerase (EC 5.1.3.2, encoded by GAL1O),
phosphoglucomutase (EC 2.7.5.1, encoded by GAL5), and a-galactosidase (EC 3.2.1.22, encoded by MEL]). Shown in boldface are the genes
whose expression is regulated by galactose.

available to yeast cells after cleavage of this disaccharide
catalyzed by a-galactosidase, encoded by the MEL] gene
(19, 79, 80, 157). Galactose enters yeast cells through a
specific permease, encoded by GAL2 (24, 31, 151).

Expression of the genes encoding these enzymes (except
for GAL5) is closely regulated: their expression is induced
by growth on galactose and repressed during growth on
glucose, as described below. The GAL5 gene (encoding
phosphoglucomutase) is unregulated, being expressed under
all conditions (10).

MODEL FOR GAL GENE REGULATION
The circuit responsible for the regulation of expression of

the GAL genes is well defined and has served as a paradigm
for gene regulatory circuits in fungi. The major features of
the model were established by Douglas and Hawthorne in
the 1960s (31-35), and further refined by subsequent work.
Because of the nature of the organism and the inclinations of

the investigators, much of what we know about the mecha-
nism of GAL gene regulation is based on genetic evidence.
Only recently have the regulatory models been confirmed by
more direct biochemical experiments. Before describing in
detail what is known about each component of the regulatory
circuit, I will first briefly present the current model of GAL
gene regulation. Shown in Fig. 2 are the essential elements of
the GAL gene regulatory circuit. The GAL], GAL7, and
GALIO genes are clustered, but separately transcribed from
individual promoters. GAL2 and MEL] lie on different
chromosomes. GAL4 encodes a protein that activates tran-
scription of these five genes by binding to sites located
upstream of each gene. The GAL80 gene encodes a protein
that binds directly to GAL4 protein, preventing it from
activating transcription. The inducer prevents GAL80 pro-
tein from inhibiting GAL4 protein, presumably by binding to
the GAL80 protein. The inducer may dissociate GAL80
protein from GAL4 protein, or it may prevent GAL80
protein from inhibiting the function of GAL4 protein without
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.c:~ <:- _I

ct.'

GAL2
Ct _

Chr. XI

MELI
---
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Chr. XVI
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ct.xm 4
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FIG. 2. Components of the GAL gene regulatory circuit. Bold lines with arrows denote stimulation of activity; those with bars denote
inhibition of activity.
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Gal4 is an 99.4 kDa protein composed of 881 amino acids with a cysteine-zinc binuclear 

cluster DNA binding domain on the N-terminal, a linker domain, a dimerization domain, and two 

activation domains (Johnston 1987, Lohr et al. 1995, Traven et al. 2006). One activation domain 

consists of residues 148-196 and the other is from 768-881 (Ma and Ptashne 1987, Hong et al. 

2008); the C-terminal domain overlaps with the Gal80 binding domain (Johnston 1987, Johnston 

et al. 1987, Ma and Ptashne 1987). 

Gal4 binds to an upstream activating sequence, UASG, which has the sequence CGG-N11-

CCG (Bram and Kornberg 1985, Giniger et al. 1985, Shimada and Fukasawa 1985, Bram et al. 

1986, Keegan et al. 1986). Variants of this sequence are present in all GAL gene promoters in 

nucleosome free regions, but the number and affinity varies for each gene (Johnston 1987, Lohr, 

Venkov et al. 1995). The GAL1, GAL10, and GAL7 genes are clustered on chromosome II 

(Douglas and Hawthorne 1964, Bassel and Mortimer 1971, St. John and Davis 1981), while 

MEL1, GAL3, GAL4, and GAL80 reside on separate chromosomes (Johnston 1987). The GAL1-

GAL10 divergent promoter contains four binding sites, three of which are stronger and one 

weaker; only the two middle sites are essential for gene expression (West et al. 1984). GAL7 and 

GAL2 both have two binding sites in their promoters, while the remaining GAL genes have one 

binding site (Johnston 1987). One site is sufficient for gene expression, and in some cases having 

two binding sites increases expression (West et al. 1984, Giniger, Varnum et al. 1985, Lorch and 

Kornberg 1985). As Gal4 binding sites do not have the same sequences, the Gal4 binding affinity 

of each differs (Johnston 1987).   

GAL gene expression is controlled by the sugar source. Under both inducing (galactose) 

and non-inducing conditions (raffinose), Gal4 is bound to the UASG, but is prevented from 

activating transcription by the Gal80 protein under non-inducing conditions (Figure 4.2). When 

cells are grown in glucose, Gal4 is actively repressed through the catabolite repression protein 

(CRP) and does not bind to a UASG (Johnston 1987). Gal80 is still bound to Gal4 to block the 

activation domain, and transcription is repressed because glucose can be used in the glycolytic 
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pathway without metabolic processing beforehand and therefore the GAL genes are not needed 

(Douglas and Hawthorne 1964, Adams 1972, Matsumoto et al. 1981, St. John and Davis 1981, 

Yocum and Johnston 1984). The Gal80 binding site on Gal4 overlaps the activation site, 

preventing recruitment of the required transcriptional machinery. When galactose is added, 

nuclear Gal3 is thought to remove Gal80 from Gal4, potentially through a transient interaction 

with Gal80 that causes a conformational change in Gal80,	removing Gal80 from the nucleus and 

causing Gal4 activation (Lohr et al. 1995, Egriboz et al. 2011). There is also evidence that in the 

presence of galactose, Gal80 is degraded by the Skip1-Cullin-F-box protein (SCF) E3 ubiquitin 

ligase containing Mdm30, thus freeing Gal4 for transcriptional activation (Ang et al. 2012). Once 

Gal80 is removed, Gal4 is free to recruit co-activators and the transcriptional machinery to the 

promoter, including the SAGA and Mediator (see Chapter I for more information) complexes, 

and the general transcription factors (GTFs) TBP and TFIIB. Previous studies have shown that 

Gal4 directly targets SAGA and this interaction requires the Gal4 activation domain and Spt20 

SAGA subunit (Bhaumik and Green 2001, Larschan and Winston 2001, Bryant and Ptashne 

2003). When Gal4 is bound to DNA, its activation domain directly binds the SAGA Tra1 subunit 

(Bhaumik et al. 2004, Knutson and Hahn 2011); Gal4 recruitment of SAGA is independent of the 

Gcn5 histone acetyltransferase (HAT) subunit, indicating the complex works as a PIC scaffold 

and not a histone modifier (Bhaumik and Green 2001, Traven et al. 2006). Once SAGA binds, 

Spt3 can recruit TBP and the rest of the PIC. There are conflicting results on whether the 

Mediator regulatory complex is a direct target of Gal4 or if SAGA is required for its recruitment 

(Larschan and Winston 2001, Bryant and Ptashne 2003, Kuras et al. 2003, Bhaumik, Raha et al. 

2004, Lemieux and Gaudreau 2004). There is evidence that Mediator acts upstream of Gal4 and 

that the degradation process is initiated through Snf1 signaling to Mediator (Ang et al. 2012). It 

appears that Gal4 and Mediator may directly interact, but the presence of SAGA at the UASG is 

required for stability and formation of a productive PIC (Traven et al. 2006). Taken together is it 
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clear that despite all the effort, more work is needed to figure out the in vivo molecular 

mechanisms of assembly and this open question provides motivation for the work in this Chapter.    

 

Figure 4.2. Schematic of the mechanism of Gal4 transcriptional activation; Figure from 

Traven et al, 2006. Under non-inducing conditions (top), such as raffinose, Gal80 binds to the 

activation domain of upstream activating sequence (UAS)-bound Gal4, blocking transcription 

from that site. The F-box protein Grr1 regulates Gal4 levels in order to limit accumulation in non-

inducing conditions. When galactose is added to the system (bottom), transcription is initiated by 

removal of Gal80 binding to Gal4 by Gal3, which then transports Gal80 out of the nucleus. Gal4 

can then bind to co-activator and regulatory complexes through its activation domain, recruit the 

core machinery, and initiate transcription. The F-box protein Dsg1 promotes turnover of 

transcriptionally active Gal4 under inducible conditions.  
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The Gal4–Gal80 regulatory axis
Gal4 is an 881-amino-acid protein with a Zn–Cys binuclear cluster-
type DNA-binding domain, a linker domain, a dimerization domain
and two acidic activation domains (ARI and ARII; Lohr et al, 1995).
The first gal– mutants to be isolated contained mutations in residues
throughout the molecule, but with significant clustering in the DNA-
binding domain ( Johnston & Dover, 1987). The consensus 
Gal4-binding site is a 17mer of sequence 5v-CGG-N11-CCG-3v. The
crystal structure of the minimal DNA-binding domain (amino acids
1–65) in complex with a consensus UAS shows that Gal4 binds as a
dimer (Marmorstein et al, 1992). The Gal4 Zn–Cys domains contact
the CGG elements directly, whereas the linker and dimerization
domains interact with the phosphate backbone of the spacer
residues in the 17mer. The CGG residues and the exact length of the
spacer region are crucial to Gal4 binding (Liang et al, 1996).
Domain-swap experiments with activators of the same family (Gal4,
Put3 and Ppr1) showed that DNA-binding specificity is a function of
a 19-amino-acid region C-terminal to the Zn–Cys cluster and not of
the Zn–Cys cluster itself (Reece & Ptashne, 1993). Gal4 binding to
multiple UASGAL elements is cooperative in vitro and leads to syner-
gistic activation of transcription in vivo (Kang et al, 1993; Giniger &
Ptashne, 1988). Gal4 has some ability to bind non-Gal4 UAS ele-
ments in vivo as shown by the activation of the proline utilization
(PUT) pathway genes in a galactose-dependent manner in a put3
background (D’Alessio & Brandriss, 2000).

In the absence of galactose, Gal4 is inactive owing to the binding
of the repressor Gal80 to the Gal4-activation domain, which indi-
cates that the interaction of this domain with the transcription
machinery is prevented (Fig 1). For example, it has been shown that
binding of Gal80 to Gal4 inhibits subsequent binding of the TATA-
binding protein (TBP) or TFIIB in vitro (Wu et al, 1996) and that
Gal80 blocks interactions of the Gal4-activation domain with
Spt–Ada–Gcn5 acetyltransferase (SAGA) and NuA4 complexes
(Carrozza et al, 2002). Relief of inhibition by Gal80 is dependent on
a functional Gal3 protein. Biochemical studies have shown that
Gal3 interacts with Gal80, and it is this interaction that is sensitive to
the presence of galactose (Zenke et al, 1996). How exactly
Gal3–Gal80 complex formation relieves Gal80 inhibition of Gal4 is
not yet known. It was long believed that Gal3 interacts with Gal80 in
the nucleus to elicit a conformational change in the Gal80–Gal4
complex (Leuther & Johnston, 1992). In favour of this model, recent
studies using fluorescence resonance energy transfer (FRET)
microscopy have confirmed that Gal4 and Gal80 stay associated in
the presence of galactose (Bhaumik et al, 2004). However, localiza-
tion studies show that Gal3 is exclusively a cytoplasmic factor. They
also indicate that Gal80 dissociates from Gal4 on binding to Gal3
and ‘shuttles’ between the cytoplasm and the nucleus (Peng &
Hopper, 2000). Artificial tethering of Gal3 in the cytoplasm does not
preclude galactose-dependent activation of Gal4, and chromatin
immunoprecipitation (ChIP) studies have shown that the association
of Gal80 with the UASGAL is diminished when GAL gene expression
is activated (Peng & Hopper, 2002).

Transcriptional activation by recruitment
Gal4 activates transcription by recruiting coactivators and the gen-
eral transcription machinery to promoter regions through its acti-
vation domain (Fig 1). Important questions remain as to what are
the functional targets of Gal4 and whether it contacts one or many
proteins during the process of recruitment.

Proteins that have been shown to interact specifically with the
Gal4-activation domain include TBP (Melcher & Johnston, 1995;
Wu et al, 1996), TFIIB (Wu et al, 1996), Gal11 (a component of
Mediator; Jeong et al, 2001), Cdk8 (also known as Srb10; Ansari 
et al, 2002), SWI/SNF (Yudkovsky et al, 1999), SAGA (Brown et al,
2001; Bhaumik et al, 2004), Srb4 (another component of Mediator;
Koh et al, 1998) and proteasome components Sug1 (Gonzalez et al,
2002) and Sug2 (Chang et al, 2001).

The recent application of ChIP analyses and FRET microscopy
to address the issues of factor occupancy and the kinetics of factor
recruitment to the GAL genes have started to define the in vivo
functions of the Gal4-activation domain. The conclusion of these
studies is that SAGA is a physiologically relevant and direct target
of Gal4. SAGA recruitment is dependent on the activation domain
of Gal4 and on Spt20, which is a SAGA component essential to
the integrity of the complex (Bhaumik & Green, 2001; Bryant &
Ptashne, 2003; Larschan & Winston, 2001). Recruitment of SAGA
to the UASGAL does not require additional factors other than Gal4,
which suggests that it is a direct target of the Gal4-activation
domain (Bhaumik et al, 2004; Larschan & Winston, 2001, 2005;
Bryant & Ptashne, 2003). The histone acetyl transferase (HAT)
component of SAGA, Gcn5, is not required for SAGA recruitment
and pre-initiation complex (PIC) formation (Bhaumik & Green,
2001), therefore SAGA works as a scaffold that helps to assemble
the PIC at the promoter, and not as a HAT. In the absence of
Spt3—another SAGA subunit—SAGA recruitment is modestly
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Fig 1 | Transcriptional activation by Gal4. Under non-inducing conditions,
Gal4 activity is blocked by the interaction of Gal80 with the Gal4-activation
domain. Gal4 levels are regulated by the F-box protein Grr1.On galactose
induction, Gal80 is removed from the Gal4-activation domain, which is then
able to recruit the transcriptional machinery. Dsg1 regulates turnover of
transcriptionally active Gal4. GTFs, general transcription factors; SAGA,
Spt-Ada-Gcn5 acetyltransferase; TBP, TATA-binding protein.
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Gal4 binding dynamics 

Although the Gal4 system is well studied, the dynamics of Gal4 binding to its regulatory 

sites are not well defined. We want to measure these binding dynamics to understand how this 

activator helps to regulate transcription and works in conjunction with other co-activator 

complexes. What is the dynamic range of Gal4 binding to the GAL genes? How does this 

correspond to RNA synthesis and the dynamics of transcription itself? How are the binding 

dynamics of Gal4 affected when complexes it interacts with are compromised? By measuring 

dynamics, we can better understand how Gal4 acts in vivo and answer these biological questions. 

Two studies investigated the binding of Gal4 binding to the transcriptionally divergent GAL1 

genes (Nalley et al. 2006, Collins et al. 2009) with differing conclusions. Nalley et al. used a 

ChIP-based competition assay that is not unlike CC. Fusion proteins with the ligand binding 

domain (LBD) of the oestrogen receptor-α (ER) were fused to the DNA binding domain (DBD) 

of Gal4, yielding a Myc-Gal4(DBD)-ER(LBD)-VP16-Flag fusion protein that was bound to 

Hsp90, provided in excess in the system. When β-oestradiol was added, the fusion protein 

interaction with Hsp90 is disrupted and the chimeric activator is free to compete for DNA binding 

with the endogenous Gal4 protein. Antibodies were used to measure binding of the different Gal4 

species at the GAL1/10 promoter by ChIP.  The authors found that Gal4 was stably bound for 

upwards of an hour, and additionally, inhibition of proteasome activity had no effect on Gal4 

binding (Nalley et al. 2006), which was surprising based on results from a previous study 

(Lipford et al. 2005).  Collins et al. challenged these results. They performed an additional 

control using β-estradiol alone without competitor and found a four-fold increased of Gal4 bound 

to the GAL1/10 promoter compared to in the absence of β-estradiol. It seems that β-estradiol was 

somehow changing the binding stability or association of Gal4 with the promoter, which 

confounds the results since both the binding of competitor and Gal4 are induced. They repeated 

the experiments using an alternative competitor, 4-hydroxytamoxifen (4HT) and found that 

within 15 minutes, 75% of the endogenous promoter-bound Gal4 had been replaced by the 
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competitor. Therefore, Gal4 binding was much more dynamic than was thought based on the 

prior study, with an persistence on the promoter of possible minutes. The first CLK paper 

measured a residence time of ~10 minutes for Gal4 at GAL3 (Poorey et al. 2013), but with a 

better understanding of the CLK method, it became imperative to repeat the measurements using 

optimized conditions as described in Chapter II. Taken together, it’s clear that there is no 

consensus on Gal4 binding dynamics. Knowing the time scale of the Gal4-chromatin interaction 

will give insight into important biological questions, especially when these measurements are 

combined with RNA synthesis data. For example, if Gal4 is highly stable, it may be able to 

initiate multiple rounds of transcription without rebinding to DNA. If instead the residence time is 

highly dynamic, perhaps Gal4 is degraded and needs to rebind for each round. Additionally, 

looking at the binding dynamics of Gal4 in different strain contexts can inform us how Gal4 is 

recruited and the effect that other co-activators have on its stability. One of the goals of our work 

is to quantify Gal4 binding dynamics to clear up this debate to better understand the biological 

implications of the dynamic behavior. By mutating regulatory complexes, such as SAGA and 

Mediator, the mechanism of activator-induced transcription and the effect on preinitiation 

complex stability and gene expression can be elucidated. These results are not just informative for 

the GAL system, but will provide further insight into how the process of transcriptional activation 

works.  

 In addition to the formaldehyde-mediated, ChIP-based techniques that we use to capture 

protein-DNA complexes, the Larson lab developed a complementary live-cell imaging approach 

that visualizes RNA synthesis in real time from galactose-induced promoters (Figure 4.3) (Larson 

et al. 2011). The method involves insertion of a cassette with 24 binding sites for the PP7 

bacteriophage coat protein into the 5’ untranslated region of the gene of interest. The fusion 

protein PP7-GFP is constitutively expressed and binds to the transcriptional stem loops, 

essentially GFP labeling the product. The initiation of pre-mRNA and elongation to termination 

of an RNA transcript can be visualized. By performing autocorrelation analysis on the time-
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dependent fluorescent signal, one can extract transcription kinetics, including the dwell time of 

each RNA molecule at the transcription site and the number of RNA polymerase II molecules 

transcribing a particular site based on the fluorescence intensity (Larson et al. 2011). For these 

reasons, we sought to correlate the transcription kinetics measured for GAL genes in this system 

with our data from ChIP-based approaches. There is already published data for a strain made 

using this technique at GAL1/10 (Lenstra et al. 2015) and Tineke Lenstra has collected data for 

Gal4 at GAL3 and with a weakened GAL3 UASG. This technique works well for Gal4 because it 

only binds to a small number of genes and is present at about 300 copies per cell (extrapolated 

from (Borggrefe et al. 2001, Jorgensen et al. 2007, Poorey et al. 2013). This would not be a viable 

way to measure TBP transcription dynamics as many promoters, but because of the nature of 

Gal4, this system offered an opportunity to cross-validate our kinetic data by a completely 

independent method.  

 

Figure 4.3. Live-cell imaging technique to visualize initiation and elongation of fluorescently 

labeled transcripts in yeast; adapted from Larson et al., 2011 and from personal 

communication. A) Multiple PP7 binding sites are inserted upstream of the target gene. GFP-
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labeled PP7 is constitutively expressed in the cell concurrently (top). When the stem loops are 

transcribed, the GFP-labeled PP7 binds them and fluorescently labels the transcript (bottom). B) 

Simulation of traces from fluorescently labeled transcripts. Initiation is represented by the vertical 

green lines as PP7 binds; elongation is shown by the horizontal blue lines and termination occurs 

when the signal drops (top). Multiple RNA polymerase II molecules can be transcribing at the 

same site; the intensity of the elongation signal can be correlated to the number of polymerases. 

The bottom panel shows an example of polymerases bound at four transcription sites.   

 

Materials & Methods 

CLKv2 data set collection 

Yeast strains used in this chapter. Several sets of wild type and overexpression strains were used 

for CLK datasets and controls; all strains used are listed below in Table 4.1. To detect Gal4 by 

western blot, a Gal4-TAP-tagged strain, YRV005 (Ghaemmaghami et al. 2003) was used since 

we have had difficulty detecting Gal4 in the past due to its low cellular copy number (Poorey et 

al. 2013). To detect wild type Gal4, the wild type haploid YPH499 strain (Sikorski and Hieter 

1989) was transformed with the empty URA3-marked pRS426 plasmid (Christianson et al. 1992) 

to yield strain AY156 or with a 2µ pSJ4 plasmid with an extra copy of Gal4 with its endogenous 

promoter (Johnston and Hopper 1982) to make the overexpression strain AY157 (YRV004) 

(Poorey et al. 2013).   

 A yeast strain with a weakened GAL3 UASG was constructed by David Auble. The 

normal GAL3 UASG (CGGTCCACTGTGTGCCG) was replaced with the weakest of the four 

GAL1-10 UASG sequences (AGGAAGACTCTCCTCCG) (Bram et al. 1986) and transformed 

with the pRS426 2µ empty plasmid (Christianson et al. 1992) to make the WT CLK strain 

AY158; the strain with a weakened GAL3 UASG was transformed with pSJ4 (Johnston and 

Hopper 1982) to make the CLK OE strain AY159.  
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 CLK strains were also constructed with a deleted GAL11. The locus was interrupted with 

a KanMX4 gene insert (Wach et al. 1994) from the pRS400a plasmid by PCR-mediated gene 

disruption (Brachmann et al. 1998) using the GAL11_KO-F/GAL11_KO_R primers (Figure 4.4). 

Knock-out candidates were selected on YPD+G418 plates and verified by PCR with gDNA using 

a primer set upstream of the GAL11 ORF to detect the insert (GAL11_detect1/GAL11_detect2) 

and other set in the endogenous ORF (GAL11_detect1/GAL11_detect3); the gDNA preparation 

is described in Chapter III in Materials & Methods, Verification of transformation candidates by 

PCR with gDNA and western blotting. To make the WT CLK strain EH004, the knockout strain 

was transformed with the pRS426 plasmid (Christianson et al. 1992); the CLK OE strain EH003 

was made by transforming the knockout strain with the pSJ4 plasmid (Johnston and Hopper 

1982). A spot test was done to compare growth of the gal11Δ strain to the wild type YPH499 and 

WT and OE CLK strains; this protocol is described in Chapter III Materials & Methods Spot test 

to compare growth of tagged strain to original wild type diploid.   

The TBP CLK strains AY146 (WT) and AY147 (OE) (Zaidi et al. 2017) used in Chapter 

II were also collected in this chapter, but grown in SC-LEU+2% raffinose and YEP+2% galactose 

media to measure TBP dynamics at GAL3.  
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Figure 4.4. Diagram of PCR-mediated gene disruption; from Brachmann et al., 1998. A 

variety of selectable markers were incorporated into a series of pRS400a plasmids at a blunt 

ended NdeI site to be used for gene disruption (Brachmann et al. 1998). A universal set of primers 

can be used to amplify any of these markers; 40 base pairs of homology upstream or downstream 

of the gene to be deleted (YFG in this example) are added to the 5’ end of each primer. The gene-

replacement marker is amplified, transformed in a yeast strain, and integrated into the desired 

locus by one-step gene replacement. The resulting strain has a knocked-out gene replaced by the 

selectable marker.  

 

 

  

  

Figure 8. A universal primer set for producing PCR-mediated gene disruption cassettes. The double-stranded sequence shown
represents about 50 bp surrounding a unique NdeI site in the parental plasmid backbone of all pRS400 series vectors [the parental
backbone is a pBLUESCRIPT/pBLUESCRIBE hybrid made by ligating a PvuI fragment of pBLUESCRIPT II–SK (containing
the polylinker region) to a PvuI fragment of pBLUESCRIBE (containing unique NdeI and AatII sites)]. Minimal DNA segments
that encode each of the selectable markers (arrows indicate transcriptional orientation) shown above were blunt-end ligated into
the blunted NdeI site for each pRS400 series vector. A single pair of oligos can therefore be used to amplify by PCR each of the
selectable marker genes. Sequences of oligos used for amplification of the selectable marker genes are as indicated. Both oligos are
drawn 5* to 3*. As indicated, 40 nts of sequence from either the upstream or downstream flanking region of the gene to be deleted,
in this case YFG, is added to the 5* end of each oligo. PCR-amplification of the auxotrophic marker allele is performed using any
pRS integrating vector as a template (this is possible because the oligos are specific to the sequence just upstream and downstream
of the NdeI vector site into which all markers were introduced). The resulting double-stranded PCR product is then transformed
into yeast, replacing the genomic YFG allele by a double cross-over event. The resulting disruptions contain any of eight selectable
markers transcribed in the orientations indicated.

131designer deletion yeast strains and new yeast vectors

? 1998 John Wiley & Sons, Ltd. yeast vol. 14: 115–132 (1998)
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Table 4.1. Yeast strains used in this chapter. 

Strain Genotype Reference or 
source 

YRV005 MATa his3Δ1 leu2Δ0 met15Δ0 ura3Δ0 GAL4-TAP  Ghaemmaghami et 
al. 2003  

YPH499 MATa ura3-52 lys2-801a ade2-101o trp1-Δ63 his3-Δ200 leu2-Δ1  Sikorski and Hieter, 
1989   

AY156 MATa ura3-52 lys2-801a ade2-101o trp1-Δ63 his3-Δ200 leu2-Δ1 
pRS426 [URA3 2µ] This study 

AY157 MATa ura3-52 lys2-801a ade2-101o trp1-Δ63 his3-Δ200 leu2-Δ1 
pSJ4 [GAL4 URA3 2µ] Poorey et al., 2013 

AY158 MATa ura3-52 lys2-801a ade2-101o trp1-Δ63 his3-Δ200 leu2-Δ1 
pRS426 [URA3 2µ] This study 

AY159 MATa ura3-52 lys2-801a ade2-101o trp1-Δ63 his3-Δ200 leu2-Δ1 
pSJ4 [GAL4 URA3 2µ] This study 

EH004 MATa ura3-52 lys2-801a ade2-101o trp1-Δ63 his3-Δ200 leu2-Δ1 
Δgal11 :: KanMX4 pRS426 [URA3 2µ] This study 

EH003 MATa ura3-52 lys2-801a ade2-101o trp1-Δ63 his3-Δ200 leu2-Δ1 
Δgal11 :: KanMX4 pSJ4 [GAL4 URA3 2µ] This study 

AY146 MATa ura3-52 lys2-801a ade2-101o trp1-Δ63 his3-Δ200 leu2-Δ1 
spt15::natMX pRS426 [LEU 2µ] Poorey et al, 2013 

AY147 MATa ura3-52 lys2-801a ade2-101o trp1-Δ63 his3-Δ200 leu2-Δ1 
spt15::natMX pSH223 [TBP LEU 2µ] Poorey et al, 2013 

 

 

Western blotting to test for factor depletion. The same experimental crosslinking and quenching 

conditions described in Chapters II & III were used to collect Gal4 samples: 5% formaldehyde to 

crosslink and 2.93 M glycine pH 5 to quench. The Gal4-TAP strain YRV005 (Ghaemmaghami et 

al. 2003) was grown in duplicate 5 ml YPD overnight at 30°C; in the morning, all of each 

primary culture was added to 300 ml YEP + 2% galactose. When the OD600 was ~1, cells were 

spun down for 7 minutes at 5,000 rpm and 4°C, then 5X concentrated by resuspension in 60 ml 

YEP + 2% galactose. Time points were collected as described in Chapter II Materials & Methods 

Whole cell extract preparation and western blotting. Briefly, a 10 zero minute time point was 

removed from each culture and quenched in 440 ml 3 M glycine pH 5. Formaldehyde was added 

to 5% and incubated with the culture on a stir plate. At 5, 10, and 15 minutes, a 10 ml aliquot of 

crosslinked cells was removed from each culture and quenched with 3 M glycine pH 5. Quenched 

cells were spun down for 7 minutes at 5,000 rpm and 4°C and processed as chromatin, outlined in 



	 175	

Chapter II Materials and Methods Collection of crosslinking time points and preparation of 

chromatin samples. Whole cell extracts were not collected because we cannot detect Gal4-TAP in 

these samples. Chromatin samples were run on an SDS-PAGE gel and transferred to a PVDV 

membrane, as outlined previously in Chapter II Material & Methods Whole cell extract 

preparation and western blotting. The membranes were probed with an α-Protein A primary 

antibody (Sigma Aldirch, P-3775) to detect the TAP tag and an α-rabbit-HRP secondary antibody 

(GE Healthcare). The blots were transferred onto film, scanned, and saved as a TIFF before 

quantification with ImageJ (NIH). The intensity of the 5, 10, and 15 minute Gal4-TAP bands 

were normalized to the 0 minute band.    

 

Collection of CLK samples. The Gal4 CLK time course was collected the same way as the TBP 

samples outlined in Chapter II Materials and Methods Collection of crosslinking time points and 

preparation of chromatin samples, with a few alterations. For each time course, 450 ml of cells 

were grown in SC-URA+2% raffinose (AY146 & AY147 grown in SC-LEU+2% raffinose) until 

the OD600 was ~0.8, at which point the culture was spun down and the cells were resuspended in 

450 ml YEP+2% galactose for about an hour until the OD600 was approximately 1. A previous 

graduate student, Ramya Viswanathan, showed that 1 hr in galactose was more than sufficient to 

induce Gal4 binding to promoters (R. Viswanathan, Thesis, 2012). Each strain (WT and OE) was 

collected in duplicate and processed as chromatin. Samples were immunoprecipitated, as 

described in Chapter II for the CLKv2 assay, with Gal4-TA C-10 antibody (sc-1663x; Santa Cruz 

Biotechnology) for all strains except AY146 and AY147. IP for these two strains was done with a 

TBP antibody that recognized the C-terminus of the protein (ab61411, Abcam). Real time PCR 

was performed as described in Chapter II Materials & Methods using primers for the GAL3 and 

GAL1/10 promoters (see Table 4.2).    
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Table 4.2. Oligonucleotides used in this chapter (5’-3’). 

Name Sequence 

GAL11_KO-F AAA GAT CAA GGA TTA AAA CGC TAT TTC TTT TAA ATC TGC 
TGA TTG TAC TGA GAG TGC ACC 

GAL11_KO-R GTA ACT TCA AAA GTA TCA AAA GTA TGG AAA CTT CAA ATG 
TCT GTG CGG TAT TTC ACA CCG 

GAL11_detect1 TAC ATA TTC CCC CGC TGA TTG 

GAL11_detect2 CCT ATT AAT TTC CCC TCG TCA 

GAL11_detect3 TCT TTG CAG TAA TTG TTT GGG 

GAL3-F (UAS) CCG AAC ATG CTC CTT CAC TA 

GAL3-R (UAS) GCA TGG CGA TTT CAT TCT TT 

GAL1-10-F GGC ACA TCT GCG TTT CAG GA 

GAL1-10-R GTA CGG ATT AGA AGC CGC CG 

 

 

Anchor Away strains and sample collection 

 The HHY183 Gal4 FRB-tagged strain and HHY168 parental control strain (Haruki et al. 

2008) were purchased from EUROSCARF. The samples were collected as described in Chapter 

III Materials & Methods Anchor Away sample collection, except for the media used. The 450 ml 

cultures were grown in YEP+2% raffinose until the OD600 was ~0.8, then spun down at pellets 

were resuspended in YEP+2% galactose for ~1 hour. Samples were processed as chromatin 

followed by an IP, as described in Chapter II for the CLKv2 assay, with Gal4-TA C-10 antibody 

(sc-1663x; Santa Cruz Biotechnology). Real time was performed as described in the Chapter II 

Materials and Methods; strains were analyzed with the GAL3 and GAL1-10 ORF primers.  
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Results  

Gal4 dynamics using the CLK assay   

 Cells were incubated with formaldehyde for varying amounts of time, quenched, 

immunoprecipitated with a Gal4 antibody, and analyzed by PCR. Two biological replicate were 

each collected by Savera Shetty and David Auble, then fit with the updated modeling developed 

by Hussain Zaidi and Stefan Bekiranov used in Zaidi et al., 2017. I updated the scripts to include 

error bars and performed error analysis with scripts provided by Hussain Zaidi. Gal4 binding to 

GAL3 was best represented by the full model fit (Figure 4.5) and all possible parameters could be 

measured or calculated. However, Gal4 at GAL1-10 was fit with the linear model (Figure 4.6) and 

therefore the kinetic information was more limited. Dynamic parameters for Gal4 binding to 

GAL3 and GAL1-10 promoter sequences are listed in Table 4.3 below. The residence time of 

Gal4 at the GAL3 promoter was 843 seconds, which is in the same range as the original CLK 

method measurement (Poorey et al. 2013). The overexpression factor used to fit the original CLK 

data was 2.5, based on western blotting quantification (Poorey et al. 2013). Since a 2µ plasmid 

carries the overexpressed GAL4 gene, there is potential that the factor could be slightly different 

in our hands than when the overexpression factor was measured originally (Ludwig and Bruschi 

1991), especially since Gal4 is difficult to quantify by western blotting. Given the difficulty in 

quantifying Gal4 protein levels and the uncertainty in the overexpression factor, the 

overexpression factor was allowed to float to find the best fit; a value of 5 was settled upon and 

used for all Gal4 CLK data analysis. The residence time of Gal4 at GAL1-10 could not be 

measured since the data was fit with the linear model. A previous study using Gal4 Competition 

ChIP showed that 75% of Gal4 was competed from its binding site within 15 minutes of 

competitor induction (Collins et al. 2009), which suggests a residence time similar to what we 

measured for Gal4 at the GAL3 locus. The fractional occupancy of Gal4 is similar at both 

promoters and agrees with the previously published CLK data for GAL3 (Poorey et al. 2013). The 

dissociation constants (Kd) for Gal4 at GAL3 and GAL1-10 differ by about a factor of four.  
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Figure 4.5. Model fit of Gal4 CLK data at GAL3. Samples were crosslinked with 5% 

formaldehyde for the amount of time indicated on the x-axis, then quenched and processed as 

chromatin samples. Immunoprecipitation with a Gal4 antibody and analysis by real time PCR at 

the GAL3 promoter followed. Duplicate collections were averaged for the wild type (blue) and 

overexpression (red) strains and the data was fit with the CLK full model. A residence time of 

approximately 843 seconds and a fractional occupancy of 0.27 were calculated from the model 

fit. The ChIP signal was normalized to the 1200-second time point and error bars represent the 

standard deviation. This data was collected by Savera Shetty and fit by Hussain Zaidi, Stefan 

Bekiranov, and Elizabeth Hoffman.   
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Figure 4.6. Model fit of Gal4 CLK data at GAL1-10. Samples were crosslinked with 5% 

formaldehyde for the amount of time indicated on the x-axis, then quenched and processed as 

chromatin samples. Immunoprecipitation with a Gal4 antibody and analysis by real time PCR at 

the GAL3 promoter followed. Duplicate collections were averaged for the wild type (blue) and 

overexpression (red) strains and the data was fit with the CLK linear model. This data was 

collected by David Auble and fit by Hussain Zaidi, Stefan Bekiranov, and Elizabeth Hoffman.  

 
Table 4.3. Estimated kinetic parameters for Gal4 at select loci. 

  kxl  
(1/mol s) τxl (s) ka*CTF 

(1/s) kd (1/s) Ssat 
Kd (kd/ka) 

(mol) t1/2 (s) θb 

Gal4 @ 
GAL3 

0.0384 
(+0.034, -

0.026) 
10.03 

3.08E-04 
(+0.0039, 
-0.0025) 

8.22E-04 
 (+0.0039,  
-0.0025) 

0.243 
(+0.026, 
-0.025) 

4.8E-07  
(+9.03E-06, 
-7.47E-06) 

843.25  
(+61.98,  
-39.72) 

0.27 
(+0.059, 
-0.052) 

Gal4 @ 
GAL1-

10 

(kxl*Ssat) 
9.97E-04  

(+7.04E-05,  
-6.58E-05)  

386.38  
(+27.38,  
-25.57) 

Not 
estimated 

Not 
estimated 

Not 
estimated  

1.10E-07  
(+2.15E-07, 
-1.58E-07) 

Not 
estimated 

0.38  
(+0.074,  
-0.066) 
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Gal4 dynamics using the Anchor Away ChIP-based approach 

 Similar to TBP, we want to use multiple ChIP-based approaches to measure and compare 

Gal4 binding dynamics. An Anchor Away strain, HHY183 (Haruki et al. 2008), with Gal4 tagged 

as the target protein, was treated with rapamycin. Cell culture aliquots were removed at various 

times, crosslinked with formaldehyde, and quenched in glycine. Chromatin samples were 

immunoprecipitated and real time qPCR was performed using primers to detect binding to the 

GAL3 and GAL1-10 promoter regions. Data were fit with a single exponential decay curve and 

apparent dissociation rates and residence times were estimated from the fits (Figure 4.7, Table 

4.4). The residence time at GAL3 was about 2.4 minutes and about 3.6 minutes at GAL1-10. The 

residence time at GAL3 is shorter than that measured with CLK, but the Anchor Away data do not 

have associated estimates of error, and as discussed in Chapter III, may be modeled somewhat 

naively. The depletion of Gal4-FRB-GFP has not been measured yet because individual Gal4 

molecules are difficult to image because of their low cell copy number (~300 Gal4/cell, 

calculated from (Poorey et al. 2013)). However, the residence time for Gal4 binding to GAL3 is 

close to that measured by live cell imaging in the Larson lab; the value is slightly more than the 

100 seconds burst duration. While burst duration and residence time are not the same thing, they 

could potentially be correlated; see the Discussion section. 
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Figure 4.7. Anchor Away plots of Gal4 at two loci. A) Single exponential decay curve fit of 

Gal4 occupancy of the GAL3 promoter. Rapamycin was added to cells and aliquots of cells were 

formaldehyde crosslinked and glycine quenched at the indicated time points. Samples were 

processed for ChIP and immunoprecipitated with a Gal4 antibody, followed by real time PCR 

analysis. The ChIP signal of each time point was normalized to the 0-minute sample. Each data 

set represents the average value for two biological replicate time courses. The x-axis indicates the 

minutes after rapamycin addition. B) Similar to A, but plot represents depletion of Gal4 at the 

GAL1-10 promoter.  

 

Table 4.4. Approximated Gal4 binding dynamics using the Anchor Away approach at select 
loci. 

 k1 k1 error t 1/2 (min) 

Gal4 @ GAL3 0.29 0.044 2.42 

Gal4@ GAL1/10 0.19 0.055 3.58 

 
 

 

Gal4 dynamics using the CLK assay with a mutated GAL3 UASG 

 There have not been any studies that examine the in vivo dynamics of Gal4 at different 

UASG sequences. The divergent GAL1-10 locus has four binding sites (West et al. 1984), with 

different binding affinities for Gal4 (Bram et al. 1986). To determine how a modest change in 

affinity impacts Gal4 binding dynamics in vivo, the GAL3 UASG was replaced with one of the 

weaker-affinity UASG sequences from GAL10, the “proximal low-affinity 3” site identified in 

Bram et al. If the binding affinity is weaker, then we expected the on-rate and fractional 

occupancy to be lower than with the wild type GAL3 UASG; the dissociation rate and residence 

time may be similar, since the affinity for binding Gal4 is affected, not necessarily the ability to 

unbind from the site, but they may both be faster since Gal4 stability is weakened. Savera Shetty 

crosslinked cells with the weakened UASG for various amounts of time and quenched them in 
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glycine. Chromatin samples were immunoprecipitated and real time qPCR was performed using 

primers to detect binding to the GAL3 promoter region. Hussain Zaidi, Stefan Bekiranov, and 

Elizabeth Hoffman fit the data (Figure 4.8, Table 4.5). We found that the crosslinking-limited 

model was the best fit for the data. The fractional occupancy was 0.027, about 10 times lower 

than that of Gal4 at the wild type GAL3 UASG. The association and dissociation rates (ka and kd) 

could not be calculated because the crosslinking and TF-binding dynamic regimes timescales 

were very similar and could not be separated. However, the crosslinking-limited model was fit 

using the crosslinking rate (τXL) from the wild type data and ka and kd bounds were estimated 

keeping Kd fixed. The dissociation constant, Kd, is larger for the mutated strain compared to the 

wild type; theoretically, the association rate could be slower with a similar dissociation rate as the 

wild type to yield this number, or both rates could change accordingly. Additionally, the 

residence time couldn’t be measured, but an upper bound of 1 second was found. This value is 

orders of magnitude faster than the residence time of Gal4 when bound to the wild type site. 
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Figure 4.8. Model fit of Gal4 CLK data with mutated GAL3 UASG at the GAL3 promoter. 

Samples were crosslinked with 5% formaldehyde for the amount of time indicated on the x-axis, 

then quenched and processed as chromatin samples. Immunoprecipitation with a Gal4 antibody 

and analysis by real time PCR at the GAL3 promoter followed. Two biological replicates were 

averaged for both the wild type (blue) and overexpression (red) strains and the data was fit with 

the CLK crosslink-limited model. A residence time could not be calculated, but the upper bound 

was estimated to be ~1 second. A fractional occupancy of 0.027 was calculated from the model 

fit. The ChIP signal was normalized to the 1200-second time point and error bars represent the 

standard deviation. This data was collected by Savera Shetty and fit by Hussain Zaidi, Stefan 

Bekiranov, and Elizabeth Hoffman.  

 

Table 4.5. Estimated kinetic parameters for Gal4 with a mutated GAL3 UASG at the GAL3 
promoter. 

  kxl  
(1/mol s) τxl (s) ka*CTF 

(1/s) kd (1/s) Ssat 
Kd (kd/ka) 

(mol) t1/2 (s) θb 

Gal 4, mutant 
GAL3  

UAS @ GAL3 

Not 
estimated 

Not 
estimated > 0.0187 > 0.672 0.078 6.46E-06 < 1  0.027 

 
 

 

Gal4 dynamics at wild type and mutated GAL3 UASG as measured through microscopy approach 

 While the previous chapter compared different ChIP-based approaches, we have a 

collaborator who uses microscopy to analyze Gal4-mediated dynamics of transcriptional 

dynamics at GAL genes. The lab of Dan Larson developed a method to visualize synthesis of 

individual RNA molecules at specific genes (Larson et al. 2011), such as GAL3 or GAL1-10, 

which is described in more detail in the Introduction. When RNA is synthesized from a single 

specific promoter, GFP-labeled PP7 coat protein binds to the stem loops formed in the RNA. The 

synthesis of each RNA molecule can be imaged in live cells as a spot at the transcription site, and 

the fluorescence intensity correlated with the number of RNA polymerase II molecules present at 
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the site (Larson et al. 2011). In the Larson lab, Tineke Lenstra engineered the reporter strains and 

imaged RNA transcription kinetics induced by Gal4 binding the GAL3 promoter and Gal4 

binding to the same mutated GAL3 promoter as we used above; preliminary data is shown in 

Figure 4.9. She used the live cell imaging approach to trace a specific transcription site over time 

in multiple cells. Bursting was observed in the wild type strain, since the data from these cells 

was not well approximated by a Poisson distribution. The Poisson distribution fits data that have 

independent events and since this distribution does not fit the wild type data, the wild type 

initiation events are dependent on the previous events. Bursting occurs when correlated initiation 

occurs: one event increases the chance of another event. After autocorrelation, the transcriptional 

burst duration of the wild type GAL3 gene was about 100 seconds, while the burst duration in the 

mutated UASG –driven gene was about 70 seconds. Interestingly, the mutated strain seems to 

have lost the GAL3 bursting, as the data is best modeled with a Poisson distribution, indicating 

independent events. There was no correlation between burst duration and Gal4 residence time at 

the WT and mutated GAL3 promoters. The Gal4 residence time is about 8 times longer as 

measured with CLK; the residence time at the mutated locus is at least 70 times longer in the 

microscopy data than we infer from the CLK data. Potential explanations of this discrepancy 

follow in the Discussion.        
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Figure 4.9. Single molecule fluorescence in situ hybridization data for Gal4 at the wild type 

GAL3 and mutated promoters from Tineke Lenstra. A) Kinetic data from Gal4-mediated 

transcription at the wild type GAL3 promoter. Live imaging traces for transcription sites are 

shown in the top. Each row represents a transcription site and the x-axis represents time imaged; 

around 30 cells were used for imaging. Red areas indicate traces that were not used for analysis. 

The bottom left shows the autocorrelations of the live cell data and the bottom right plots the 

number of RNA transcripts at each site fit with a Poisson (light blue) or bursting (dark blue) 

model. The calculated burst duration time of ~100 seconds is denoted. B) Identical to A, but for 

Gal4-mediated transcription at the weakened GAL3 promoter. The data was best described by the 

Poisson model with a burst duration of ~70 seconds. 

 

Gal4 dynamics using the CLK assay in a gal11Δ strain 

 We were interested in the effect of Mediator on Gal4 binding dynamics, as this has not 

been studied in vivo yet and will provide valuable information into how Gal4 recruitment and 

activation is regulated. It is not known if Mediator recruits Gal4, or vice versa. There is evidence 

that Mediator acts upstream of Gal4 and indirectly activates Gal4 (see Introduction), but Gal4 

could also recruit Mediator once it is activated, like SAGA. Binding to the Mediator subunit 

Gal11 is essential for Gal4’s interaction with Mediator (Jeong et al. 2001) and gal11Δ strains 

show decreased levels of Gal4 protein and Gal4-dependent transcription (Long et al. 1991). It is 

unclear what the effect of GAL11 loss would have on Gal4 dynamics since SAGA is also present 

to directly bind Gal4 through Spt20 (Bhaumik and Green 2001, Larschan and Winston 2001, 

Bryant and Ptashne 2003) and there may be another subunit of Mediator that directly interacts 

with Gal4 (Jeong et al. 2001) such as Srb4 (Koh et al. 1998). First, a GAL11 knockout strain was 

constructed through PCR-mediated gene disruption (Brachmann et al. 1998). The GAL11 gene 

was replaced with the selectable KanMX4 marker amplified from the pRS400a plasmid (Figure 

4.10A, B). Integration was checked by two sets of PCR primers (Gal11_detect1/Gal11_detect2 & 
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Gal11_detect1/Gal11_detect3); the first set of primers is specific to the insert and the second used 

the same forward primer, which has homology to the insert for the last five base pairs, and a 

reverse primer specific to the GAL11 ORF. It would have been better to use a second primer set 

that was completely outside the insert, or at least a forward primer outside the insert, to test for 

presence of the wild type band because lack of a band doesn’t indicate that there isn’t anything 

there. Once the strain was constructed, growth on YPD and YEP+2% galactose plates was 

assessed for the gal11Δ strain, CLK WT and OE gal11Δ strains, and the parental YPH499 strain 

(Figure 4.10C). All strains grew similarly on YPD, although the gal11Δ strains were slightly 

slower than YPH499. However, on galactose plates, the growth of the gal11Δ strains was 

compromised compared to the wild type YPH499. Next, cells were incubated with formaldehyde 

for varying amounts of time, quenched, immunoprecipitated with a Gal4 antibody, and analyzed 

by PCR. Two biological replicates were collected by Savera Shetty and the data was fit by 

Hussain Zaidi, Stefan Bekiranov, and Elizabeth Hoffman (Figure 4.11, Table 4.6). The data were 

best fit by the crosslink-limited model. However, the crosslinking and Gal4-binding time scales 

were so close that it was hard to separate them kinetically to derive definitive values. The 

crosslinking rate for Gal4 binding to the GAL3 promoter discussed earlier was used to find upper 

bounds on the association (ka) and dissociation (kd) rates while keeping the dissociation constant 

(Kd) fixed. An upper bound of 1.1 seconds was estimated for the residence time and the fractional 

occupancy was 0.054. The residence time bound is over 800 times faster than the residence time 

of Gal4 at GAL3 and the occupancy is also much lower, indicating that loss of the Gal11 subunit 

may destabilize Gal4 binding to the GAL3 UASG.     
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Figure 4.10. Construction of the gal11Δ strain through PCR-mediated gene replacement. A) 

The KanMX4 selectable marker was amplified from the pRS400a plasmid by primers with added 

40-bp homology upstream and downstream of the GAL11 ORF. The PCR reaction was run on a 

1% agarose gel with ethidium bromide staining to verify a 1610 base pair insert. The DNA base 

pair length is noted to the left of the gel image along the 1 kb-plus DNA ladder. B) After 

transformation of the KanMX4 cassette into the haploid YHP499 strain, eight candidates (1-8) 
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were checked for insert presence by PCR of gDNA and run on a 1% agarose gel with ethidium 

bromide staining. The top row of samples was amplified using primers specific to the insert and 

should give a 1079 bp band if the insert is present. The bottom row of samples was amplified 

with the same forward primer, which overlaps with the insert by five base pairs, and a primer 

only present in the wild type GAL11 ORF. No band should be seen for either the wild type or 

insert. C) Spot test of the gal11Δ strain, CLK WT and OE gal11Δ strains, and the wild type 

YPH499 strain. Dilutions of cell culture were plates on either YPD or YEP+2% galactose plates 

and grown at 30°C for two days before imaging.  

 

 

  Figure 4.11. Model fit of Gal4 CLK data in the gal11Δ strain at the GAL3 promoter. 

Samples were crosslinked with 5% formaldehyde for the amount of time indicated on the x-axis, 

then quenched and processed as chromatin samples. Immunoprecipitation with a Gal4 antibody 

and analysis by real time PCR at the GAL3 promoter followed. Duplicate collections were 

averaged for the wild type (blue) and overexpression (red) strains and the data was fit with the 

CLK crosslink-limited model. A residence time could not be calculated, but the upper bound was 

estimated to be ~1.1 seconds. A fractional occupancy of 0.054 was calculated from the model fit. 
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The ChIP signal was normalized to the 1200-second time point and error bars represent the 

standard deviation. This data was collected by Savera Shetty and fit by Hussain Zaidi, Stefan 

Bekiranov, and Elizabeth Hoffman.   

 

Table 4.6. Estimated kinetic parameters for Gal4 at the GAL3 promoter in a gal11Δ strain. 

  kxl  
(1/mol s) τxl (s) ka*CTF 

(1/s) kd (1/s) Ssat 
Kd (kd/ka) 

(mol) t1/2 (s) θb 

Gal 4 @ 
GAL3 in 

Δgal11 strain 

Not 
estimated 

Not 
estimated > 0.037 > 0.654 0.0395 3.18E-06 < 1  0.054 

 

 

TBP dynamics at GAL3 as measured using the CLK assay  

 TBP is thought to be recruited to promoters after Gal4 binding, as the PIC is needed for 

transcription initiation at GAL genes. We were interested in measuring the dynamics of TBP at 

these genes to determine if there was a difference in binding dynamics at these promoters 

compared to those we looked at in Chapter II to learn more about transcriptional regulation in the 

presence of an inducible activator.  The TBP CLK WT and OE strains were grown in raffinose 

selective media and induced in galactose for an hour before sample collection. After 

immunoprecipitation and real time PCR, the data were fit with the full model and dynamic 

parameters were estimated (Figure 4.12, Table 4.7). We focused on the GAL3 promoter, but other 

binding sites will be investigated in future work. The measured residence time for TBP at GAL3 

was 196 seconds, which is within a factor of two of the residence times of TBP at ACT1, URA1, 

and LOS1 measured from full model fits in Chapter II. The fractional occupancy of TBP at GAL3 

was 0.05, which is in agreement with the CLKv2 data for TBP at ACT1, URA1, and LOS1 

promoters in Chapter II. The crosslinking rate, association rate, and dissociation rate are also all 

in agreement or within a factor of two compared to the Chapter II measurements, which were not 

generated after inducing an activating factor. Based on these data, it appears that TBP has similar 
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dynamics at all four promoters (ACT1, LOS1, URA1, GAL3). However, the sample size is very 

low and a better understanding will come from analysis of additional GAL loci and also more loci 

genome-wide. There is genome-wide data for TBP collected by Savera Shetty and fit by Stefan 

Bekiranov, but it has not been fully analyzed yet for comparison, as the background correction 

still needs to be worked out due to redistribution of TBP in the overexpression strain across the 

gene instead of mainly at the promoter.   

 

 

Figure 4.12. Model fit of CLK data for TBP binding to the GAL3 promoter. The TBP CLK 

strains were grown in YEP+2% raffinose, then induced for 1 hour in YEP+2% galactose. 

Samples were crosslinked with 5% formaldehyde for the amount of time indicated on the x-axis, 

then quenched and processed as chromatin samples. Immunoprecipitation with a TBP antibody 

and analysis by real time PCR at the GAL3 promoter followed. Duplicate collections were 

averaged for the wild type (blue) and overexpression (red) strains and the data was fit with the 

CLK full model. The residence time was 196 seconds and a fractional occupancy of 0.05 was 

calculated from the model fit. The ChIP signal was normalized to the 1200-second time point and 
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error bars represent the standard deviation. This data were obtained by Savera Shetty and fit by 

Hussain Zaidi, Stefan Bekiranov, and Elizabeth Hoffman.    

 

Table 4.7. Estimated kinetic parameters for TBP at the GAL3 promoter. 

  k
xl

  
(1/mol s) τxl 

(s) k
a
*C

TF
 (1/s) k

d
 (1/s) Ssat K

d
 (k

d
/k

a
) 

(mol) t
1/2

 (s) θ
b
 

TBP @ 
GAL3 

0.097 
(+0.99, 
-0.21) 

3.97 
1.87E-04  
(+0.0014,  
-0.00091) 

3.53E-03 
(+0.0038, 
-0.0032) 

0.566 
(+0.45, 
-0.31) 

3.4E-06 
(+0.0014, 
-9.5E-04) 

196.36  
(+7.32,  
-6.15) 

0.05 
 (+0.051,  

-0.36) 

 
 

 

Discussion  

Gal4 binding dynamics at GAL3 and GAL1-10 using ChIP-based techniques  

The dynamics of Gal4 binding to GAL3 were previously measured using the original 

CLK method (Poorey et al. 2013). Using the improved crosslinking/quenching conditions and 

fitting methods, we measured binding dynamics to this locus again and found values that were 

largely consistent with the earlier measurements. The residence time and fractional occupancy 

were similar in both sets of measurements; even though the original quench conditions were not 

as robust as in the improved method (Zaidi, Hoffman et al. 2017), it is remarkable that the 

original method yielded consistent kinetic values. Gal4 had a residence time of ~14 minutes at 

GAL3 in vivo based on the CLKv2 results. The measured residence time of Gal4 at GAL3 

measured from the new data is agreement with the Collins et al. competition ChIP study 

demonstrating that ~75% of bound Gal4 was replaced by the competitor in ~15 minutes (Collins 

et al. 2009), but in opposition to the earlier competition study claiming Gal4 was bound 

promoters for upwards of an hour (Nalley et al. 2006). These two studies investigated binding to 

the the GAL1-10 binding sites and not GAL3, but the Gal4 residence time is similar to the 

residence time at GAL3. Since the CLKv2 data for Gal4 binding to the GAL1-10 locus was best 
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fit with a linear model, the residence time could not be extracted, so no comparison can be made 

to the Nalley et al. and Collins et al. studies. Additionally, the dissociation constants of Gal4 at 

GAL3 and GAL1-10 reported here differs from previously measured in vitro rates by an order of 

magnitude (Giniger and Ptashne 1988, Parthun and Jaehning 1990), but is in agreement with the 

original CLK study (Poorey et al. 2013), suggesting a slower dissociation of Gal4 in vivo than in 

vitro. This makes sense, as the cellular milieu in vivo is more complex than an in vitro experiment 

and transcription factor binding could be influenced by more factors or environmental conditions 

that are not present in vitro.  

The Anchor Away approach was also used to measure binding dynamics of Gal4 at GAL3 

and GAL1-10. The apparent residence time of Gal4 at both GAL3 and GAL1-10 promoters was ~4 

times faster than that measured for Gal4-GAL3 with CLKv2. The nuclear depletion rate of Gal4 

has not been determined yet, either by using a fluorescently labeled protein and microscopy or by 

isolating rapamycin-treated nuclear extracts. Previous attempts to measure nuclear depletion by 

running nuclear extracts on westerns were unsuccessful and Gal4 is difficult to visualize by 

fluorescent tagging because of its low copy number. However, a collaborator has successfully 

labeled Gal4 with the HALO tag (Los et al. 2008, Stagge et al. 2013) and this could provide a 

method for measuring nuclear depletion in the future. Until this depletion rate is measured, we 

won’t know the bound of binding dynamics that we can measure. A limit of this method is the 

time it takes for nuclear depletion to occur. If the off-rate is longer than the depletion rate, then 

we can measure the off-rate accurately. Measuring the depletion rate of the factor can help us 

determine if we are hitting a wall because depletion is slow and therefore figure out if the binding 

dynamics could be much faster than what was measured  

Gal4 binding dynamics were also measured using CLKv2 for binding to the GAL3 

promoter while harboring a weakened GAL3 UASG. The CLKv2 data were best fit with the 

crosslink-limited single exponential model, which cannot yield a residence time. However, an 

upper bound was approximated by changing the ka and kd values generated from a full-model fit 
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and keeping the Kd value (from the crosslink-limited fit) constant. The model fit indicates that the 

formaldehyde crosslinking and binding dynamic regimes are overlapping, which makes it 

extremely difficult to extract some parameters of interest. The data can be fit with the full model, 

but previous data collected with 1% formaldehyde illustrates the formaldehyde dependence of the 

Gal4-GAL3 with the weakened UASG (data not shown). If there were no dependence on 

formaldehyde concentration, the data with 5% and 1% formaldehyde would overlap. However 

this is not the case; consistent with crosslinking being limited, the ChIP signals obtained using 

1% formaldehyde decrease ~5-fold compared to the ChIP signals obtained using 5% 

formaldehyde. Therefore, the crosslinking-limited fit was used for fitting this dataset. Regardless, 

the fractional occupancy of Gal4 at the weakened GAL3 was ~10 times less than at the wild type 

GAL3 UASG, indicating that mutating the UASG reduces the occupancy of Gal4, consistent with 

the reduced affinity of the protein for its binding site. While the crosslinking rate could not be 

determined, there could also be a difference in crosslinking efficiency due to differing promoter 

sequences. There are six guanine residues in the wild type UASG, but only four in the weakened 

binding site. Deoxyguanosine crosslinking to lysine gave the highest yield in a previous study (Lu 

et al. 2010) and could potentially contribute to a lower crosslinking efficiency of Gal4 with the 

weakened GAL3 promoter. The residence time is also drastically reduced for the Gal4-GAL3 

interaction in the mutant compared to wild type. It is surprising that this decrease is so large. 

When the central T-A base pair in the consensus sequence is removed, Gal4 binding affinity is 

about 25 times lower than for the WT binding site in vitro (Vashee et al. 1993), but the weakened 

UASG still contains the T-A pair. It’s possible that Gal4 binding stability is more adversely 

affected in vivo than indicated by in vitro studies.    

 

Gal4 binding dynamics at GAL3 using microscopy techniques  

 As discussed earlier in this chapter and in previous chapters, binding dynamics 

measurements are difficult to make and therefore convergence on consensus values using 
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multiple independent methods is critical. Tineke Lenstra and Dan Larson at NCI used a 

microscopic approach to the question of Gal4-mediated RNA synthesis dynamics. RNA is 

fluorescently labeled as it is transcribed and the intensity of the transcript can be correlated to the 

number of RNAPII molecules at that transcription site. The dwell time of the RNA can also be 

determined by measuring the length of transcriptional bursts. At GAL3, the transcript has a dwell 

time of ~100 seconds; our thought was that dwell time and residence would be similar, but this 

may not be the case. Gal4 may bind to promoters for multiple rounds of transcription, as 

suggested in the first CLK paper (Poorey et al. 2013), so multiple transcript dwell times would 

accumulate before Gal4 dissociates from the UASG. The data shows that Gal4-mediated 

transcription fits a bursting model (Lenstra et al. 2015), so multiple rounds of transcription may 

occur before a new Gal4 initiates transcription from that site. This approach was also done to 

measure the dwell time of transcripts at the weakened GAL3 UASG that we used earlier in CLK 

experiments. The dwell time was found to be ~70 seconds, which is much longer than the 

residence time measured by CLK, but shorter than the wild type; this trend was also observed in 

the CLK data. Since we don’t have an accurate measurement for the residence time of Gal4 at this 

weakened UASG, it’s hard to say how close these measurements are. The error on the microscopy 

dwell time is 12.5 seconds, which still doesn’t put it close to the upper bound of 1 second for the 

CLK data; the error on the CLK residence time bound is not known. Either way, the trend of 

shorter Gal4 binding to the weakened UASG is observed in both data sets. The microscopy data 

indicates a loss of bursting transcriptional dynamics, which presumably would also occur in the 

CLK data if Gal4 were only transiently bound to the promoter. Future studies to measure nascent 

RNA with GRO-seq (Core et al. 2008) or NET-seq (Churchman and Weissman 2011) in this 

strain with a weakened binding site will be very helpful.   
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Gal4 binding dynamics in a gal11Δ strain 

 Gal4 binds to subunits of both the SAGA and Mediator complexes. We hypothesized that 

in a strain where the GAL11 subunit was knocked out, Gal4 binding would be more dynamic 

without GAL11 present to stabilize it, but didn’t know the extent of this decrease since SAGA is 

still present as a scaffold.  When CLK was used to measure the kinetics at the GAL3 locus in this 

mutated strain, the data was best fit with a crosslink-limited model with residence time with an 

upper bound of ~1 second and a very low fractional occupancy. We found the residence time for 

Gal4 binding to the weakened GAL3 UASG was much shorter than Gal4 residence time at the 

wild type locus and about one-fifth as many sites were bound when Mediator was compromised. 

It appears that the Gal11-Gal4 interaction is important for Gal4 binding to the UASG sequence in 

vivo. There was also a growth defect on galactose plates in the knockout strain, which would 

agree with destabilization of Gal4 under conditions that require GAL gene expression; previous 

work has shown that GAL gene expression in a gal1Δ strain is about 10-15% of the observed 

levels in a wild type strain ((Jeong et al. 2001), David Auble, unpublished).  Growth was only 

slightly compromised in the gal1Δ strains on glucose plates compared to the wild type strain, as 

expected (Shi et al. 1996), presumably because SAGA acts as a scaffold to stabilize Gal4 binding 

(Traven et al. 2006) and Gal4 potentially interacts with another subunit of Mediator (Koh et al. 

1998). In the future, it would be interesting to determine what effect a knockout of the SAGA 

Spt20 subunit would have on Gal4 binding kinetics. There is conflicting evidence on the 

necessity of SAGA for Mediator recruitment; one study found it was necessary (Bhaumik et al. 

2004), but several have show Mediator can be independently recruited (Larschan and Winston 

2001, Bryant and Ptashne 2003, Lemieux and Gaudreau 2004). SAGA is thought to stabilize 

Mediator and is required for PIC formation (Traven et al. 2006); presumably the dynamics of 

Gal4 would be more unstable in a SAGA-compromised strain than in the Mediator mutated 

gal11Δ strain.  
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TBP dynamics in response to Gal4 recruitment   

A goal of measuring binding dynamics is to integrate kinetic behavior into the larger 

scheme of transcriptional regulation. One approach for beginning to address how binding 

dynamics relate to transcriptional regulation is to determine how TBP-DNA binding dynamics 

vary at different promoter classes. The binding dynamics of TBP at the GAL genes was not 

reported in the genome-wide Competition ChIP study due to the nature of the induction strain 

requiring pGAL1. (van Werven et al. 2009, Zaidi et al. 2017), so we measured TBP binding to 

GAL3. We wanted to know if there was a different in binding dynamics at the inducible activator-

driven promoter compared to the promoters we looked at in Chapter II. The residence time of 

TBP at GAL3 was within a factor of two compared to the value measured for full model fit 

promoters in Chapter II, and the occupancy and crosslinking rates were approximately the same 

for all promoters. The dissociation constant differed by several orders of magnitude between the 

measurement for TBP binding at GAL3 and URA1/LOS1/ACT1, and the ka and kd values are off 

by a factor of two or three, so there is some difference in binding efficiencies between the glucose 

and galactose induced promoters. Overall, the TBP binding dynamics are fairly similar at GAL3 

compared to earlier loci tested in Chapter II.  

 

Conclusions and Future Directions  

Although the GAL system has been extensively studied, only a few studies have 

investigated the in vivo dynamics of the Gal4 protein and prior to this work virtually nothing was 

known about the dynamic behavior of factors that physically or functionally interact with Gal4. 

Our study aimed to measure kinetic parameters using several independent techniques, including 

ChIP-based and microscopic approaches. Using the CLKv2 assay, we measured kinetic 

parameters for Gal4 binding to the GAL3 and GAL1-10 promoters, as well as to GAL3 in a strain 

with a weakened GAL3 UASG and in gal1Δ cells. Anchor Away measurements were made for 

Gal4 binding to GAL3 and GAL1-10, which is an improvement over previously published work 
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that did not fit the measured decay in ChIP signal to any model. Eventually, this approach should 

be used to collect data for all strains and promoters that CLKv2 has been used for, including the 

weakened GAL3 UASG and a gal1Δ strain. Our collaborators, Dan Larson and Tineke Lenstra, 

measured the transcriptional dwell time at the GAL3 promoter in the wild type and weakened 

UASG strains. Comparing this dwell time to our ChIP-based dynamics data can provide important 

biological information about how transcription factor binding dynamics relate to transcriptional 

output. If a factor has a short residence time compared to the locus activation, this suggests the 

factor has a catalytic role at an early step. If the residence time of a factor is similar to the dwell 

time, this would indicate the factor needs to be bound to the promoter the entire time the gene is 

activated. Competition ChIP for Gal4 at GAL1/10 was previously performed in a somewhat 

controversial study (Nalley et al. 2006) and repeated with a difference competitor a few years 

later with different results (Collins et al. 2009). We would like to construct a Gal4 Competition 

ChIP strain and measure the binding dynamics at all GAL genes by fitting with the updated model 

from Zaidi et al. (Zaidi et al. 2017). Since the strain constructed for TFIIB relies on induction of 

an alternatively tagged allele with the galactose promoter, a different approach will have to be 

used for induction, such as the Tet system (Gossen et al. 1995, Bellí et al. 1998), but the same 

differential tagging approach can be used. Iterations of this strain can be constructed to match the 

datasets collected by CLKv2, such as a weakened GAL3 UASG and gal1Δ strain, in order to 

compare dynamic measurements across multiple independent approaches.  

As mentioned earlier, it would also be interesting to measure Gal4 dynamics in a strain 

with a SAGA knockout, such as an spt20Δ strain to better understand the effect that SAGA has on 

Gal4 stability and regulation in vivo. While Gal4 directly interacts with Tra1 in the SAGA 

complex (Bhaumik et al. 2004), Tra1 is an essential protein and haploid knockout strains are 

inviable (Saleh et al. 1998). Spt20 is required for complex integrity (Grant et al. 1997, Sterner et 

al. 1999) and Tra1 recruitment to a GAL1 UASG is significantly reduced in an spt20Δ strain 

(Bhaumik et al. 2004). If Gal4 binding dynamics in both Mediator and SAGA strains are 
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measured, this could answer some unsolved questions in the field. For example, does Gal4 

directly interact with Mediator in vivo? Is SAGA required for Mediator contact with Gal4 in vivo? 

Are there different requirements at different sets of GAL genes? What is the order of 

recruitment/assembly of Mediator, SAGA, and Gal4 and does this order change at different 

genes? Comparing the dynamics in an spt20Δ strain to those in a gal11Δ strain can also provide 

insight into how much each complex contributes to Gal4 binding dynamics and if they provide 

redundant roles. If this data is also coupled with transcriptional data, more could be learned about 

the requirements for regulatory complexes in creating a productive promoter and how they 

contribute to transcriptional bursting. The effect of certain binding dynamics on transcriptional 

output can be an extremely helpful tool when using the GAL system to artificially induce a gene, 

as different mutants could be used to control or induce certain levels of gene expression or 

phenomena like bursting.  

This dissertation has focused on ChIP-based methodologies, and when consensus Gal4 

dynamic parameters are obtained, it will be possible to turn attention more fully from 

methodological and technical concerns to answering biological questions, using methods 

appropriate for the system and time-scale of the interactions being measured. These techniques 

yield measurements that are pushing the field forward and have the power to answer important 

biological questions about how activators assemble and regulate transcription, as well as how 

different complexes and parts of the transcriptional machinery are recruited. Combined with 

transcriptional data, we can greatly improve our knowledge of how the complicated process of 

transcription works in cells.  
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CHAPTER V 
 

Future Directions 

 The previous chapters discuss development and application of three independent ChIP-

based approaches for measuring protein-DNA binding dynamics. These measurements are 

important to make because of the biological questions that we can answer with the information 

gained. For example, questions about the order of assembly, stability contribution from different 

factors across promoters, and the effect of binding on RNA synthesis can be addressed. The 

following chapter will briefly discuss some limitations of the methods and then provide examples 

of a few biological questions and scenarios that can be addressed with the measurements obtained 

from these techniques. 

 

Method Limitations  

 Going forward, there are more control experiments that ought to be done for the Anchor 

Away technique especially. So far, we have assumed that the measured dynamics represent the 

fraction of TFs that are bound to DNA and are then exported by the ribosomal protein fusion once 

they dissociate. However, there is an unbound pool of protein present that may or may not be 

depleted quickly. If this pool is depleted quickly (much faster than the off-rate of the bound 

fraction), then our underlying assumption is correct. However, if this pool is depleted more 

slowly or on the same time scale as the bound TFs, then the dynamics measured are a mix of the 

two pools and do not accurately represent the binding of the TF of interest. Figure 5.1 shows 

these two scenarios. One way to determine how quickly the unbound fraction is transported out of 

the nucleus is to tag the ribosomal anchor protein (Rpl13Ap) (Haruki et al. 2008) with GFP and 

measure its depletion rate in cells grown in rapamycin using microscopy, as was done for TBP in 

Chapter III. If Rpb13Ap-GFP is exported out of the nucleus much faster than the measured 

depletion rate of TBP (~11 minutes), this would indicate that the unbound protein is also leaving 

the nucleus quickly. A strain could also be engineered that labels both the target protein, such as 
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TBP, and the ribosomal protein with different fluorophores (ex. TBP-GFP and Rpl13Ap-

mCherry) to image the cytoplasmic trafficking of both concurrently. While we would not be able 

to differentiate between chromatin-bound TBP or non chromatin-bound TBP, we could track co-

localization of the proteins and check for presence of two groups: a collection of co-localized 

proteins that are exported quickly (for example, seconds) and a co-localized cohort that is 

exported more slowly (for example, minutes). If two groups are observed, this suggests that the 

unbound fraction is in fact getting exported more quickly than the fraction bound to chromatin. 

However, if a clear distinction in depletion times is not seen to indicate two different groups, this 

suggests that the fraction bound to chromatin and the non chromatin-bound fraction are exported 

at similar rates from the nucleus. The implication then is that the previously measured depletion 

time for TBP (~11 minutes) is measuring both fractions, that bound to DNA and that unbound 

and free-floating in the nucleus. The depletion time incorporated into the future modeling 

equations should represent the depletion of the bound fraction alone, and if this is not the case, 

the fact that this rate consists of both fractions should be kept in mind when interpreting data. 

 

Figure 5.1. Schematic of two potential interpretations of the Anchor Away depletion. There 

are two populations in the Anchor Away experiments: chromatin bound and non-chromatin 
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bound (unbound) protein. The left side of the panel shows a fast depletion of the unbound 

(orange) protein by the cytoplasmic protein (green) when the two are heterodimerized with 

rapamycin (yellow). The unbound fraction quickly moves from the nucleus to the cytoplasm. The 

bound protein fraction remains on DNA (gray bar) until it is depleted. The right side of the panel 

shows a slower depletion of the unbound fraction; some of the unbound fraction remains in the 

nucleus and some is transported into the cytoplasm while TBP remains bounds to DNA. 

 

 

 The high concentration of formaldehyde is potentially a limiting variable when exploring 

dynamics of other factors, especially with CLKv2. As seen in previous chapters, this high 

concentration can deplete a given factor over the experimental time course, which can limit the 

factors and promoters we can extract all dynamic parameters from. There are ways to work 

around this by using a shorter time course or, in principle, incorporating the depletion rate into the 

modeling equations. For each new factor that is tested, the optimal formaldehyde concentration 

should first be determined. While 5% formaldehyde worked for TBP, a lower concentration of 

formaldehyde may be optimal for others. Additionally, glyoxal should be tested as a crosslinker. 

This molecule uses ammonium chloride instead of glycine for quenching (Richter	et	al.	2018), 

so a smaller volume of quencher may be sufficient, making experiments easier to conduct. 

Additionally, glyoxal is suggested to preserve cellular structure better than formaldehyde 

(Richter	 et	 al.	 2018),	which	 is	 an	 important	 advantage. Another suggestion is to resuspend 

cells in water instead of rich media when we’re preparing to crosslink them in order to improve 

accessibility of formaldehyde to proteins without interference from media components. This is an 

interesting idea because if formaldehyde is not depleted by reactivity with constituents in the 

media, then a higher concentration will be available for crosslinking proteins to chromatin and the 

overall crosslinking rate of complexes of interest will be increased.  
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It’s also important to consider the experimental formaldehyde concentration when 

interpreting CLKv2 data, especially when comparing occupancies of different factors. For 

example, TFIIE has different occupancies than TBP at URA1 and LOS1; this could mean that 

TFIIE truly has a higher occupancy than TBP, which is a little surprising since TBP and TFIIE 

should be equally present at promoters as they’re both components of the PIC, or this could be the 

occupancy of crosslinked complexes and not what we naively thought was the occupancy in the 

unperturbed state. The occupancy is the fraction of available promoters; once TBP binds and is 

crosslinked with formaldehyde, some of the sites may no longer be able to bind TFIIE (assuming 

TBP is required to bind first before TFIIE can bind); formaldehyde could cause base flipping or 

crosslink TBP or other necessary factors in ways that block TFIIE access. The number of 

available sites for TFIIE may be smaller than that for TBP but TFIIE could bind to a similar 

number as TBP; this could raise the measured fractional occupancy for TFIIE, but in cells without 

formaldehyde, the occupancies are actually similar.  

 

What can we learn from these measurements? 

 While being able to measure in vivo dynamics of proteins is a significant technical 

advance, the most exciting outcome is what we can then learn about transcriptional regulation. 

Using the dynamics measured in combination with techniques like live-cell imaging or GRO-seq 

(see Chapter IV), the dynamics can be coupled with RNA synthesis to determine assembly and 

contribution of PIC components on transcriptional output.  

Much is still unknown about the transcriptional machinery in vivo: are activators or 

Mediator recruited first and what are the dynamics of the interactions between these components? 

How does Mediator influence and stabilize PIC assembly? How does PIC assembly vary across 

genes? Figure 5.2 provides a simplified overview of some components of the transcriptional 

machinery and their potential dynamics. Activators can bind chromatin quickly or more slowly 

(see Chapter I; reviewed in Hager et al. 2009) and can also bind Mediator. Mediator interacts with 
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GTFs that assemble to form the PIC, either on a promoter with a TATA consensus sequence 

(shown) or on a non-consensus sequence. How these GTFs assemble and the dynamics of PIC 

complex assembly in vivo are some of the major questions we’re interested in answering. A 

double arrow is shown between components in Figure 5.2 to indicate the unknown order of 

recruitment. By measuring dynamics of these individual components in wild type strains and also 

in strains compromised for another component, we can relate their kinetics to recruitment order 

and better understand the role of other components on stability of TF binding.  

 

  

Figure 5.2. General schematic of proteins that comprise or contribute to formation of the 

PIC and their possible rates of association and dissociation. An activator protein, the Mediator 

complex, and multiple general transcription factors (GTFs) are required for PIC assembly on 

DNA. The order of their assembly on chromatin is unclear, and they could either assemble 

quickly (solid line) or more slowly (dotted line). Additionally, how the GTFs assemble to form 

the PIC is not know (indicated by double arrows). A TATA element is shown where the PIC 

binds, but it is not necessary for PIC formation or productive transcription.  
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One approach to determine the effect of Mediator on the stability of activators or PIC 

components would be to use a strain with a Mediator defect, such as the gal11Δ strain that was 

used in Chapter IV or an Anchor Away strain that depletes an essential Mediator subunit, and 

measure dynamics of key GTFs like TBP and TFIIE at particular activator controlled genes, such 

as the Gal4 dependent genes. If Mediator is required first and then recruits PIC components, it is 

expected that the occupancy of the GTFs would be much lower in the mutated strain and a much 

shorter residence time would be measured than in the wild type strain. However, this could 

indicate two things: Mediator could be 1) required to bind first, or 2) necessary for stabilization of 

the GTFs. Since Mediator is required for all Pol II transcription (see Chapter I), I would expect at 

least the residence time of GTFs to be faster in the compromised strain compared to the wild type 

time. The occupancy may also be lower in the mutant strain compared to wild type. At TATA 

consensus-containing genes, there may be more of an effect on residence time and/or occupancy 

(i.e. faster residence time, lower occupancy compared to TATA-less genes) since TBP and 

Mediator interact. Genes without a TATA-consensus may not be as affected due to stabilization 

of TFIID binding required for PIC formation. Additionally, dynamics of activators (such as Gal4) 

could be measured. If the residence time and/or occupancy are unchanged in the mutant strain, 

this would indicate that Mediator is recruited to DNA after activator binding. If residence 

time/occupancy are changed and found to be faster/lower, respectively, this would suggest that 

Mediator recruits the activator and it necessary for its stability. By measuring the dynamics of 

different parts of the assembly pathway from activator to GTFs, we can understand how each 

component affects the stabilization of others and generally the order in which they assemble 

genome-wide to determine how different gene classes are regulated.  

 Another example of what can be learned from these measurements is illustrated in Figure 

5.3. With residence times of two factors, such as TBP and TFIIE, we can compare them to 

understand how they assemble in the PIC and develop models for how they contribute to 

transcription. If TBP and TFIIE have similar residence times, they could be binding DNA as a 
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pre-assembled complex or individually joining the PIC on a similar time scale. If live imaging of 

RNA synthesis was then done, the dwell time of RNA at a specific locus measured from the 

imaging could be compared to the residence time of TBP and TFIIE. Say for example, the 

residence times of TBP and TFIIE are about 100 seconds. If the dwell time of RNA is also about 

100 seconds, then this could indicate that the PIC components remain until the synthesis of the 

RNA molecule is complete and they then dissociate and reassemble to start another round of 

transcription. If the RNA dwell time at the given locus is longer than the residence time, say 500 

seconds, the PIC components do not need to be bound the entire length of synthesis and can bind, 

initiate transcription, then dissociate. If the dwell time is shorter than the residence time of the 

factors, 20 seconds for example, then the results would suggest that the PIC components stay 

bound through multiple rounds of transcription before dissociating, indicating a potential role for 

a stable PIC scaffold in bursting activity (see Chapter IV; Zenklusen et al. 2008). Correlating 

residence times of PIC components with the RNA synthesis time scale can provide critical 

information about how these factors regulate and influence transcriptional output. Comparing 

these values genome-wide would have the potential to yield a wealth of information about the 

macromolecular assembly processes and regulatory mechanisms used in vivo. 

 A future goal once dynamics have been measured for key factors in the PIC (TFIIA, 

TFIIB, TFIIE, TFIIF, TBP) is to work out the assembly pathways at specific genes in order to 

identify differences in steps that relate to regulation, or regulatory capacity. Working out an 

assembly pathway is difficult using only kinetic data because it is hard to determine linear 

assemblies, but can potentially be done with the aid of structural data, knockout data, and 

modeling. Figure 5.4 shows a few simple examples of how kinetic data can begin to 

conceptualize assembly pathways; combining all the PIC factors will be much more complicated. 

For example, if two factors, named A and B, have a residence time of 120 seconds and 20 

seconds, respectively, it’s possible that factor A can bind first followed by factor B. Linear  
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Figure 5.3. Examples of how correlation of factor residence time and RNA synthesis dwell 

time can provide important biological insight into transcriptional regulation. The top panel 

illustrates a situation where the residence times of TBP and TFIIE are approximately equal to the 

dwell time of Pol II; one RNA molecule is made for each round of TBP and TFIIE binding. The 

middle panel shows a simulation where TBP and TFIIE residence times are much longer than the 

dwell time of Pol II; multiple rounds of RNA synthesis can be carried out before the two factors 

unbind. The bottom panel presents an example where TBP and TFIIE bind briefly and have a 

residence time shorter than the Pol II dwell time. They do not need to be bound for RNA 

synthesis to complete and their binding produces one round of initiated synthesis.    
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pathways will be more difficult to prove, as there is another possibility that factor A binds first, 

dissociates, then factor B binds; this is still a linear pathway, but is not what residence times may 

suggest. If factors A and B form a pre-assembled complex before binding, we would expect their 

residence times to be approximately equal; however they may bind together but dissociate 

separately at different times. The dynamic measurements will provide a good starting place to 

build assembly pathways that will give insight into how initiation is regulated genome wide. 

Combined with RNA synthesis data, as described in Figure 5.3, the dynamics measured from 

individual PIC components and regulatory complexes can help us fully assemble a model of how 

the process of transcriptional regulation occurs in cells in real time across gene classes.  

 

Figure 5.4. Schematic of potential assembly pathways directed by factor residence time. 

Two assembly orders are shown: a linear assembly on the left and a pre-assembled complex on 

the right. One possible linear pathway where factor A (orange) binds DNA (gray line) first 

followed by factor B (purple) could have a long residence time (t½) for A and shorter time for B. 
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A pre-assembled complex could have a similar residence time for both factors, since both would 

bind together and could potentially dissociate together.  
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Appendix A 
 

This appendix documents the sequences for the cassettes used in construction of the 

TFIIB Competition ChIP strain. 

 
DNA sequence of cassette amplified from pFA6-HisMX6-PGAL1-3HA: 
 
GAATTCGAGCTCgtttaaacTGGATGGCGGCGTTAGTATCGAATCGACAGCAGTATAGCG
ACCAGCATTCACATACGATTGACGCATGATATTACTTTCTGCGCACTTAACTTCGCAT
CTGGGCAGATGATGTCGAGGCGAAAAAAAATATAAATCACGCTAACATTTGATTAA
AATAGAACAACTACAATATAAAAAAACTATACAAATGACAAGTTCTTGAAAACAAG
AATCTTTTTATTGTCagtactTCACATCAAAACACCTTTGGTTGAGGGAACGTCATTGGT
GCCATTGCTAGAAATAGCTTCTCTTATGGCAACAGCCAAAGCCTTGAACGCACTCTC
ACTTCTGTGGTGATCGTTGAAACCTCTCAGACAATCAACATGCAAAGTAATTCTGGC
CGCCTCCGCGAAACTTTCCAAAAAGTGTGGAATCATTTCAGTGGATAAATCACCAAT
CATCTCTCTCTTCAATCCAAGGTCGATTACAGCAAATGGTCTATTAGATAAATCGACT
ACGGCACGTGATAGCGCCTCATCCAATGGTGCGAACCCAGTACCGAATCTTTTTACA
CCACGGACAGCACCCATTGCTTCTTTGAACGCTTGCCCTAATGCGATACCGCAATCTT
CGGTAGTATGGTGATCGTCAATGTGCAGGTCACCGATACATTCAACAATAAGAGACC
AACCAGAGTGTTTTGCCAACGCATGGATCATATGATCCAAAAAGCCAACACCTGTGT
GAATATCGATGACCTGTGACTGAGTAGCTTGGGAAGCTACATCGTCATCCTTCTTTGC
AGGAAGAATCGAATCTTTTATTTGAATATAACCACCATTCAGCGAAATAGCGATTTG
AATTTTAGTTTCATTAGTGATACGGGAGATAAACGCCTTGCGCTCCTGAACAGTTTGT
TTTTGCTTTTTTTGGGCTGGTTCTGccatggTTGTTTATGTTCGGATGTGATGTGAGAACT
GTATCCTAGCAAGATTTTAAAAGGAAGTATATGAAAGAAGAACCTCAGTGGCAAAT
CCTAACCTTTTATATTTCTCTACAGGGGCGCGGCGTGGGGACAATTCAACGCGTCTGT
GAGGGGAGCGTTTCCCTGCTCGCAGGTCTGCAGCGAGGAGCCGTAATTTTTGCTTCG
CGCCGTGCGGCCATCAAAATGTATGGATGCAAATGATTATACATGGGGATGTATGGG
CTAAATGTACGGGCGACAGTCACATCATGCCCCTGAGCTGCGCACGTCAAGACTGTC
AAGGAGGGTATTCTGGGCCTCCATGTCGCTGGCCGGGTGACCCGGCGGGGACGAGG
CAAGCTAAACagatctgtaaagagccccattatcttaGCCTAAAAAAACCTTCTCTTTGGAACTTTCA
GTAATACGCTTAACTGCTCATTGCTATATTGAAGTACGGATTAGAAGCCGCCGAGCG
GGTGACAGCCCTCCGAAGGAAGACTCTCCTCCGTGCGTCCTCGTCTTCACCGGTCGC
GTTCCTGAAACGCAGATGTGCCTCGCGCCGCACTGCTCCGAACAATAAAGATTCTAC
AATACTAGCTTTTATGGTTATGAAGAGGAAAAATTGGCAGTAACCTGGCCCCACAAA
CCTTCAAATGAACGAATCAAATTAACAACCATAGGATGATAATGCGATTAGTTTTTT
AGCCTTATTTCTGGGGTAATTAATCAGCGAAGCGATGATTTTTGATCTATTAACAGAT
ATATAAATGCAAAAACTGCATAACCACTTTAACTAATACTTTCAACATTTTCGGTTTG
TATTACTTCTTATTCAAATGTAATAAAAGTATCAACAAAAAATTGTTAATATACCTCT
ATACTTTAACGTCaaggagaaaaaacccggatctcaaaatgtctttaattaaCATCTTTTACCCATACGATGT
TCCTGACTATGCGGGCTATCCGTATGACGTCCCGGACTATGCAGGATCCTATCCATAT
GACGTTCCAGATTACGCTGCTCAGTGC 
 
HA amino acid sequence: 
 
YPYDVPDYAGYPYDVPDYAGSYPYDVPDYAAQC 
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This cassette was inserted at the transcription start site, but the first two endogenous amino acids 

of SUA7 were deleted because they were both start codons. 

 

DNA sequence of cassette amplified from pOM20 (includes KanMX): 

atgtgcaggtcgacaacccttaatataacttcgtataatgtatgctatacgaagttattaggtctagagatctgtttagcttgccttgtccccgccg
ggtcacccggccagcgacatggaggcccagaataccctccttgacagtcttgacgtgcgcagctcaggggcatgatgtgactgtcgcccgt
acatttagcccatacatccccatgtataatcatttgcatccatacattttgatggccgcacggcgcgaagcaaaaattacggctcctcgctgcag
acctgcgagcagggaaacgctcccctcacagacgcgttgaattgtccccacgccgcgcccctgtagagaaatataaaaggttaggatttgc
cactgaggttcttctttcatatacttccttttaaaatcttgctaggatacagttctcacatcacatccgaacataaacaaccatgggtaaggaaaag
actcacgtttcgaggccgcgattaaattccaacatggatgctgatttatatgggtataaatgggctcgcgataatgtcgggcaatcaggtgcga
caatctatcgattgtatgggaagcccgatgcgccagagttgtttctgaaacatggcaaaggtagcgttgccaatgatgttacagatgagatggt
cagactaaactggctgacggaatttatgcctcttccgaccatcaagcattttatccgtactcctgatgatgcatggttactcaccactgcgatccc
cggcaaaacagcattccaggtattagaagaatatcctgattcaggtgaaaatattgttgatgcgctggcagtgttcctgcgccggttgcattcga
ttcctgtttgtaattgtccttttaacagcgatcgcgtatttcgtctcgctcaggcgcaatcacgaatgaataacggtttggttgatgcgagtgatttt
gatgacgagcgtaatggctggcctgttgaacaagtctggaaagaaatgcataagcttttgccattctcaccggattcagtcgtcactcatggtg
atttctcacttgataaccttatttttgacgaggggaaattaataggttgtattgatgttggacgagtcggaatcgcagaccgataccaggatcttgc
catcctatggaactgcctcggtgagttttctccttcattacagaaacggctttttcaaaaatatggtattgataatcctgatatgaataaattgcagtt
tcatttgatgctcgatgagtttttctaatcagtactgacaataaaaagattcttgttttcaagaacttgtcatttgtatagtttttttatattgtagttgttct
attttaatcaaatgttagcgtgatttatattttttttcgcctcgacatcatctgcccagatgcgaagttaagtgcgcagaaagtaatatcatgcgtca
atcgtatgtgaatgctggtcgctatactgctgtcgattcgatactaacgccgccatccagtgtcgaaaacgagctctcgagaacccttaatataa
cttcgtataatgtatgctatacgaagttattaggtgatatccgtacgctgcaggtcgactccggttctgctgctagtggtgaacaaaagttgatttc
tgaagaagatttgaacggtgaacaaaagctaatctccgaggaagacttgaacggtgaacaaaaattaatctcagaagaagacttgaacggat
cctctagaggtgaacaaaagttgatttctgaagaagatttgaacggtgaacaaaagctaatctccgaggaagacttgaacggtgaacaaaaat
taatctcagaagaagacttgaacggatcctctagaggtgaacaaaagttgatttctgaagaagatttgaacggtgaacaaaagctaatctccga
ggaagacttgaacggtgaacaaaaattaatctcagaagaagacttgaacggatccactagcactagtggcctatgcggccgc 
 
 

This cassette was integrated into YPH501, followed by cre-mediated excision of KanMX. An 

extra ATG was placed in front of the cassette; the first two amino acids of SUA7 were knocked 

out again since they are both start codons. 

 

 
DNA sequence of 9xMyc-tag left after KanMX excision: 
 
atgtgcaggtcgacaacccttaatataacttcgtataatgtatgctatacgaagttattaggtgatatccgtacgctgcaggtcgactccggttct
gctgctagtggtgaacaaaagttgatttctgaagaagatttgaacggtgaacaaaagctaatctccgaggaagacttgaacggtgaacaaaa
attaatctcagaagaagacttgaacggatcctctagaggtgaacaaaagttgatttctgaagaagatttgaacggtgaacaaaagctaatctcc
gaggaagacttgaacggtgaacaaaaattaatctcagaagaagacttgaacggatcctctagaggtgaacaaaagttgatttctgaagaagat
ttgaacggtgaacaaaagctaatctccgaggaagacttgaacggtgaacaaaaattaatctcagaagaagacttgaacggatccactagcac
tagtggcctatgcggccgc 
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9xMyc-tag Amino Acid sequence: 
 
EQKLISEEDLNGEQKLISEEDLNGEQKLISEEDLNGSSRGEQKLISEEDLNGEQKLISEEDL 
NGEQKLISEEDLNGSSRGEQKLISEEDLNGEQKLISEEDLNGEQKLISEEDL 
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Appendix B 
 
This appendix documents the sequence of the KanMX cassette used to dirsupt GAL11 to make the 

gal11Δ strain. 

 
 
KanMX cassette amplified from p400a:  
 
gattgtactgagagtgcaccatagggttaattaaggcgcgccagatctgtttagcttgcctcgtccccgccgggtcacccggccagcgacat
ggaggcccagaataccctccttgacagtcttgacgtgcgcagctcaggggcatgatgtgactgtcgcccgtacatttagcccatacatcccca
tgtataatcatttgcatccatacattttgatggccgcacggcgcgaagcaaaaattacggctcctcgctgcagacctgcgagcagggaaacgc
tcccctcacagacgcgttgaattgtccccacgccgcgcccctgtagagaaatataaaaggttaggatttgccactgaggttcttctttcatatact
tccttttaaaatcttgctaggatacagttctcacatcacatccgaacataaacaaccatgggtaaggaaaagactcacgtttcgaggccgcga  
ttaaattccaacatggatgctgatttatatgggtataaatgggctcgcgataatgtcgggcaatcaggtgcgacaatctatcgattgtatgggaa
gcccgatgcgccagagttgtttctgaaacatggcaaaggtagcgttgccaatgatgttacagatgagatggtcagactaaactggctgacgg
aatttatgcctcttccgaccatcaagcattttatccgtactcctgatgatgcatggttactcaccactgcgatccccggcaaaacagcattccagg
tattagaagaatatcctgattcaggtgaaaatattgttgatgcgctggcagtgttcctgcgccggttgcattcgattcctgtttgtaattgtcctttta
acagcgatcgcgtatttcgtctcgctcaggcgcaatcacgaatgaataacggtttggttgatgcgagtgattttgatgacgagcgtaatggctg
gcctgttgaacaagtctggaaagaaatgcataagcttttgccattctcaccggattcagtcgtcactcatggtgatttctcacttgataaccttattt
ttgacgaggggaaattaataggttgtattgatgttggacgagtcggaatcgcagaccgataccaggatcttgccatcctatggaactgcctcg
gtgagttttctccttcattacagaaacggctttttcaaaaatatggtattgataatcctgatatgaataaattgcagtttcatttgatgctcgatgagttt
ttctaatcagtactgacaataaaaagattcttgttttcaagaacttgtcatttgtatagtttttttatattgtagttgttctattttaatcaaatgttagcgtg
atttatattttttttcgcctcgacatcatctgcccagatgcgaagttaagtgcgcagaaagtaatatcatgcgtcaatcgtatgtgaatgctggtcg
ctatactgctgtcgattcgatactaacgccgccatccagtgtcgaaaacgagctcgaattcatcgatgattatgcggtgtgaaataccgcacag 
 
 
This cassette contains KanR and was inserted directly into the ORF of GAL11. 
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