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Abstract 

 

Meteorological particles have been shown impact both subsonic and hypersonic vehicles 

negatively. It is necessary to continue to develop techniques and methods that will support the 

analysis of particles, such as ice, that can help mitigate issues and ensure the continued safe 

operation of air vehicles through hard environments. The first objective of this research is to 

conduct computational studies that compliment recent work completed at NASA to develop 

realistic ice shapes for the leading edge of a 65% scale Common Research Model (CRM65) wing. 

The computational studies leveraged experimental data completed on an 8.9% scaled CRM65 wing 

to assess the ability of RANS, DES, and IDDES numerical methods to predict the aerodynamic 

performance parameters and to better the complex three-dimensional flow physics. Initial work 

utilizing RANS highlighted its capability of capturing the wake downstream and showing that the 

resolution of the wake was not necessary to accurately capture the integrated aerodynamic 

coefficients. This allowed for simplification of the numerical domain for analysis for the swept-

wing with and without a leading edge ice shape. Further work highlighted that at low angles of 

attack, lift, drag, and pitching moment are well predicted by RANS, DES, and IDDES. However, 

the numerical solutions produced by DES and IDDES for both lift and pitching moment did not 

fare as well at higher angles of attack where the coefficient became non-linear, e.g., near the 

pitching moment break in the experimental data. In particular, DES and IDDES did not 

quantitatively capture the spanwise component of the flow over the stalled portions of the swept 

wing nor did they properly predict the pressure distribution along the upper surface of the wing.  

In contrast, a conventional RANS approach surprisingly proved superior for predicting this fluid 

dynamic behavior. As such, the highly complex flow over a swept iced wing at stall conditions 

requires further development of the DES and IDDES approaches. In particular, it is suggested that 

the transition between RANS and LES regions for flow separations that have high spanwise 

velocity components be investigated in terms of turbulent mixing in order to allow improved 

transition models to properly capture the three-dimensional aerodynamic behavior. 

The second objective of this research is to analyze the effect on hypersonic vehicles ice 

particles may have with regards to impact physics and erosion. Ice particles generally represent 

the largest particle in the atmosphere, especially at 10 km, which represents a key portion of the 

flight trajectory. These particles can cause damage and erosion to various components on the 

vehicle including the surface material and optical radomes. A set of simulations was conducted to 

support understanding the physics of atmospheric ice particles impacting the forebody of a 

hypersonic vehicle. These simulations analyzed ice particles as a function of both shape and size. 

At the flight condition analyzed, results show that nearly all of the incoming particles sized from 

75 to 4,000 μm will impact the forebody and experience very little change in velocity.  The change 

in temperature of the particles prior to impact is not sufficient enough to exceed the freezing point 

and thus a phase change for the particles is not expected. Due to the relatively large mass 

percentage of clouds containing ice particles sized around 2,000 μm, this bin of particles, 

especially for column ice, was predicted to contribute the most to the damage and erosion of the 

vehicle. 
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Nomenclature 

 

Aimpact  = area of incoming particle cloud that will impact the nose cone 

Anose cone     = frontal area of the nose cone 

Asurf*      = normalized surface area 

CL  = coefficient of lift 

CD  = coefficient of drag 

CD*     = normalized drag coefficient 

CM  = moment coefficient 

CP  = pressure coefficient 

Cshape   = drag correction for shapes 

c  = chord 

D  = drag force 

Dω  = cross-diffusion for ω 

dp   = diameter of particle 

E   = aspect ratio 

Em   = mass erosion per unit time 

FD   = drag force 

Fx   = additional forces acting on particle 

f   = Stokes correction factor 

Gk  = generation of k 

Gω  = generation of ω 

gx   = gravitational acceleration 

H   = microhardness of target 

Kc   = fracture toughness of target 

k  = turbulence kinetic energy 

L  = lift force 

m%   = mass percentage of cloud 

mplate%  = mass percentage of cloud for plate ice 

mcolumn%  = mass percentage of cloud for column ice 

P0   = pressure upstream of shock 

P1   = pressure downstream of shock 

Ptꝏ  = freestream stagnation pressure 

Pt  = stagnation pressure 

q   = mass of incoming particles per unit time for a given bin size and shape 

Rev   = vehicle Reynolds number 

Rep   = relative particle Reynolds number 

Rep,0   = initial particle Reynolds number 

rimpact      = largest upstream radial location of particles that will impact the nose cone 

rnose cone     = radius of the nose cone 

S   = symmetric component of the velocity tensor 



 

8 

 

SP  = complete downstream survey plane 

St   = Stokes number 

Tp   = temperature of particle 

Uꝏ  = freestream velocity magnitude 

u  = component of velocity in the x-direction 

V   = fluid mean velocity 

v  = component of velocity in the y-direction 

vp   = velocity of particle 

vf   = velocity of fluid 

W  = swept-wing wake at survey location 

w  = component of velocity in the z-direction 

wrel   = relative velocity of particle to fluid 

x   = streamwise coordinate 

y   = radial coordinate 

Yk  = dissipation of k 

Yω  = dissipation of ω 

α  = angle of attack 

β   = incident angle of particle impact trajectory relative to surface 

Γ   = non-dimensional erosion of material (mass eroded per mass impacted) 

ε  = rate of turbulence dissipation 

η   = impact fraction 

Λ   = velocity gradient tensor 

μ  = dynamic viscosity 

μf   = dynamic viscosity of fluid 

μt   = turbulent viscosity 

ζ  = streamwise vorticity 

ρ  = density 

ρc   = density of coating 

ρp   = density of particle 

τp   = aerodynamic response time of particle 

Ω  = anti-symmetric component of the velocity tensor 

ω  = specific rate of turbulence dissipation 
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Chapter 1 

 

 

Introduction 

 

Atmospheric ice particles have a long and rich history with its impact on aircraft aerodynamics 

for subsonic. The influence of ice accretion on subsonic aircraft was initially researched by 

investigators in the 1920’s and later became more important as a significant amount of icing 

incidents/crashes occurred during Word War II for military aircraft. NASA developed the Lewis 

Icing Research Tunnel (IRT) to help understand how icing could cause detrimental effects to lifting 

surfaces. Researchers sought to largely understand two topics: how the ice accretions could impact 

the aerodynamic performance parameters and how to mitigate the accumulation of ice on key 

aircraft components (e.g., lifting surfaces). The Space Race unfortunately stalled icing research 

until an International Workshop in Aircraft held by NASA helped rejuvenate the effort. This event 

pushed forward studies that focused on analyzing icing via experimental efforts (e.g., wind tunnel 

and flight tests) and numerical simulations.  

However, after the crash of American Eagle Flight 4184 in 1994, it was clear to the 

organizations that there were still gaps in knowledge on how dangerous icing was to subsonic 

aircraft. Modern aircraft employ lifting surfaces that were significantly more different that the 

simple airfoil geometries researched thus far. Listing surfaces now contained more complex  

profiles with features such as sweep angle and twists that could resulted in more dynamic flow 

over the wings. Further studies were conducted in order to understand the three-dimensional nature 

of the flow pre- and post- ice accumulation. Past reviews on experimental and computational 

studies have shown that flow over a wing has a spanwise component that can’t be captured by only 

a two-dimensional airfoil. The computational portion of these studies looked to utilize both steady 

state and transient solutions to understand the fluid dynamics over a wing with a leading edge ice 

accretion. The continued advancement of computational models has allowed for increased 

accuracy and robustness to resolve more complex geometries of aerodynamic surfaces and ice 

shapes. 

Beyond subsonic vehicles, ice particles can also have an impact on hypersonic vehicles. For 

both reusable and non-reusable vehicles, their trajectories coincide with altitudes where there are 

extensive amounts of meteorological particles present. These particles at large flight speeds can 

cause erosion damage to surface materials including those covering key components like optical 

radomes. This damage can subsequently affect both controllability and survivability of hypersonic 

vehicles as they travel through both the initial and final stages of their trajectories. Recent studies 

have focused on identifying the type of particles that can exist at relevant altitudes as well as 

understanding the extent of damage various particles can have on certain surface materials. 
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The first objective of this study is to support filling in the gaps in knowledge regarding the 

impact of icing on three-dimensional aerodynamics for commercial aircraft. This research will 

leverage experimental data collected on an iced 8.9% scaled Common Research Model (CRM65) 

at the Wichita State University’s Walter H. Beech Wind Tunnel. The research will first focus on 

laying the ground work for more in-depth studies by investigating and assessing the ability of a 

Reynolds-Averaged Navier Stokes (RANS) turbulence model to capture both the fluid flow around 

a swept wing as well as the wake downstream of the wing. The second focus will compare the 

ability of a steady state simulations utilizing RANS against the ability of transient simulations 

utilizing Hybrid RANS-LES models to predict high Reynolds number aerodynamic flows and 

capture the aerodynamic impact of ice accretion on the leading edge of the aforementioned wing 

design. This portion of the research is part of an initiative to understand iced wing aerodynamics 

by a consortium of organizations including NASA, the Federal Aviation Administration (FAA), 

the Office National d’Etudes et Recherches Aérospatiales (ONERA), Boeing, the University of 

Illinois, the University of Virginia, and the University of Washington. To the author’s knowledge 

this is the first set of studies to analyze the fidelity and robustness of both RANS and Hybrid 

RANS-LES models in comparison to experimental data for a swept wing with and without a 

leading edge ice shape where substantial spanwise flow separation is expected to occur. 

The second objective of this study is to understand how icing particles can affect hypersonic 

vehicle forebodies. There has only been a selected number of studies that look at the impact of ice 

particles on hypersonic vehicles and this study seeks to supplement the information currently 

available. This effort will look at understanding the trajectories, changed in characteristic particle 

properties, and subsequent impacts and erosion of surface materials for a range of ice particles 

shapes and diameters. To predict the particle trajectory, a particle drag model will be used to the 

determine the influence of the ice particles’ geometrical characteristics on the equation of motion. 

For each particle injected into the fluid domain, both velocity and temperature will be tracked to 

analyze and determine the potential damage to a vehicle’s forebody as well as any phase change 

of the ice particle prior to impact. To the author’s knowledge, this is the first publicly known study 

to utilize computational methods to consider and track atmospheric ice particles based on shape 

and mass distribution, analyze their impact on a hypersonic vehicle at a specified point in the flight 

trajectory, and determine mass erosion per unit time based on empirical formulas derived from 

particle impacts on specific materials. 
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Chapter 2 

 

 

Computational Analysis of the Wake Structure of a 

Swept-Wing

 

1 – Introduction 

The advancement in Computational Fluid Dynamics (CFD) has enabled a wide variety of 

industries to leverage various numerical methods to not only complement and supplement costly 

experimental tests with more time and cost-efficient computational analysis, but also conduct 

analysis a lot earlier in the product development cycle. From a research perspective, CFD has 

allowed the community to examine both steady state and time dependent based information 

regarding fluid dynamics through the implementation of numerical methods including Reynolds 

Averaged Navier Stokes (RANS), Large Eddy Simulation (LES), Hybrid RANS-LES, and Direct 

Numerical Simulation (DNS). One area that has benefited from this advancement is the research 

field focused on understanding of the impact of icing on modern aircraft. 

Recent work completed by a group of organizations consisting of NASA, ONERA, FAA, 

Boeing University of Washington, University of Illinois, Wichita State University, and University 

of Virginia, sought to bridge some of the gaps in knowledge present in the research community 

for icing effects on swept wings that were representative of wings on commercial airliners. As part 

of the aforementioned effort, Lum et al. focused on developing a method to accurately capture the 

wake of the swept-wing during wind tunnel tests [1]. As seen in Fig. 2.1, the model tested was an 

8.9% scale version of the semi-span swept CRM65 wing developed by Vassberg et al. [2]. The 

wake survey method developed consists of utilizing a three five-hole probe system placed 21.8” 

downstream from the trailing edge of the wing tip (Fig. 2.2). This system is then incrementally 

swept across the cross section of the wind tunnel to collect time-averaged pressure data. As 

presented by Lum et al., the resulting data can then be used to both qualitatively understand 

downstream flow field structures and quantitatively analyze drag and lift by performing a control 

volume analysis around the wing and making several assumptions [1,3–6]. The wake integrals 

defining these quantities are below:  

                              𝐷 =  ∬ (𝑃𝑡∞ − 𝑃𝑡)𝑑𝑦𝑑𝑧
𝑊

+
𝜌

2
∬ (𝑈∞

2 − 𝑢2 + 𝑣2 + 𝑤2)𝑑𝑦𝑑𝑧
𝑆𝑃

          (2.1)  

                                                                  𝐿 =  𝜌𝑈∞ ∬ 𝑦𝜁𝑑𝑦𝑑𝑧
𝑊

        (2.2) 
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Fig. 2.1 a) Photograph the 8.9% scaled CRM65 installed in WSU Wind Tunnel and b) view of the wake 

survey system installed in the tunnel behind the model [1] 

 

The work presented herein does not focus on analyzing the impact of ice shapes on the flow-field 

around a swept-wing, but instead on laying the groundwork in understanding the ability of RANS 

to predict a relatively complex flow-field when compared to the time-averaged pressure data from 

a wake survey. This information is necessary to support properly defining the numerical domain 

of a swept-wing with or without ice shapes in a wind tunnel. As such, the two key objectives for 

this paper are to:   

 

1) Evaluate and determine the ability of RANS k-ω SST to capture the wake downstream of a 

swept-wing 

2) Understand how the refinement of the wake effects the aerodynamics coefficients 

 

The goal of these objectives is to ultimately understand to what degree capturing the wake of a 

model in subsonic flow does or does not propagate upstream and influences the pressure 

distribution along the surface of the model, and thus the integrated aerodynamic coefficients. 

While work has been done by Skinner et al. to understand the wingtip vortex structure downstream 

of a swept-wing, to the authors’ knowledge, this is the first study to both compare the downstream 

wake of a swept-wing captured experimentally against a wake produced with numerical methods 

while simultaneously examining the impact of the downstream wake’s numerical resolution on the 

integrated aerodynamic coefficients [7]. 
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Fig. 2.2 Diagram of the model installed in the WSU Wind Tunnel with relevant dimensions of the systems. 

The coordinate system used to take the wake survey data is denoted by TS. WS denotes the coordinate system 

used to carry out the integrals to find lift, induced drag, and profile drag. [1] 

 

2 – Computational Domain and Methodology 

2.1 – Problem Description 

As noted in the introduction, the work presented herein is based on the configuration studied 

by Diebold et al. and Lum et al. in Wichita State University’s Walter H. Beech Wind Tunnel [1,8]. 

The key features of this configuration are a span of 1.524 m, a MAC of 0.4234 m, a taper ratio of 

0.23, and a leading-edge sweep angle of 37.2 deg. Other features of this wing were outline in 

Broeren et al.’s paper [9]. The studies discussed in this paper focused on examining the 

configuration at an angle of attack of 6 deg., a Mach number of 0.18, and a Reynold’s number of 

1.6 ·106. 

Figure 2.3 showcases a sectional cut through the computational domain with respect to the X-

Y plane. While the computational domain was developed to represent the experimental tests 

conducted in the wind tunnel, a couple of simplifications were made in the model. First, the corner 

chamfers of the wind tunnel that can be seen in Fig. 1, were excluded. Secondly, these simulations 

did not include the streamline stroud present between the floor of the wind tunnel and the splitter 

plate at the base of the swept-wing. Finally, the inlet and outlet were placed 10 chords upstream 

and 30 chords downstream of the model respectively, where a chord is equal to the wing’s MAC. 

These inlet and outlet locations were selected in order to ensure proper flow development upstream 

of the model and to avoid numerical back pressure from communicating upstream and affecting 

the results. The final 3D computational domain measured 2.134 m by 3.048 m by 19.68 m.   
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Fig. 2.3 Schematic of the computational domain used, where “c” is the mean aerodynamic chord 

(MAC = 0.423 m) 

 

During the initial simulations of the system, it was seen that the employed meshing techniques 

were inadequate in capturing the wake. To resolve this issue and to support the development of a 

refinement region downstream of the wing, 2D computational studies were conducted. As seen in 

Fig. 2.3, this cut was taken along the streamwise direction of the computational domain with 

respect to the X-Z plane. The cut was taken at a location that coincided with a spanwise location 

of y/b = 0.6, where b = 1.524 m. Further information regarding the 2D mesh study defining the 

wake refinement will be discussed in the “Meshing Techniques” section. 

 

2.2 – Numerical Methodologies  

This study leveraged the Reynolds Averaged Navier Stokes (RANS) numerical method to 

resolve the problem at hand. RANS is a time averaging of the unsteady Navier Stokes equations 

that result in a Reynolds stress term that has to be modeled in order to close the equations. While 

there are a variety of turbulence models available (i.e., Spalart-Allmaras, Baldwin-Lomax, k-ε, and 

etc.), recent works have shown k-ω SST to be sufficient in resolving complex flow-fields. This 

turbulence model was initially developed as a way to address the short-comings of both the k-ε 

and k-ω models [10]. While the former was shown to predict free-shear regions accurately, the 

latter was better at resolving near wall interactions, and more specifically, providing more 

numerical stability and resolution in the logarithmic region of the boundary layer. To combine the 

benefits of both models, Menter proposed the k-ω SST model which utilized a blending function 

that made sure that the k-ω model was used in near-wall regions and switched to k-ε in the free-

shear regions [11]. In this model, k and ω are solved in two transport equations: 

                                                       
𝜕(𝜌𝑘)

𝜕𝑡
+

𝜕(𝜌𝑘𝑉𝑖)

𝜕𝑥𝑖
=

𝜕

𝜕𝑥𝑗
[(𝜇 + 𝜎𝑘𝜇𝑡)

𝜕𝑘

𝜕𝑥𝑗
] + 𝐺𝑘 − 𝑌𝑘                        (2.3) 

                                                          
𝜕(𝜌𝜔)

𝜕𝑡
+

𝜕(𝜌𝜔𝑉)

𝜕𝑥𝑖
=

𝜕

𝜕𝑥𝑗
[(𝜇 + 𝜎𝜔𝜇𝑡)

𝜕𝜔

𝜕𝑥𝑗
] + 𝐺𝜔 − 𝑌𝜔 + 𝐷𝜔                      (2.4) 

2.3 – Meshing Technique  

All mesh generation for this research was conducted using a commercially available software 

called Pointwise. To ensure a proper y+ value equal to 1 for the grid, an initial grid height, Δs, of 

6.452 μm was imposed on the first cells grown from the surface of the model. Using Pointwise’s 

anisotropic tetrahedral extrusion method (T-Rex), the cells were grown from the surface at a 

growth rate of 1.15, with maximum number of layers set to 50, and a boundary decay of 0.95. A 
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similar set of parameters were defined for growing the cells away from the walls of the simulated 

wind tunnel.  

     While the meshing technique employed was sufficient in satisfying the requirements to properly 

implement RANS k-ω SST and resolve the boundary layer near the model, the technique did not 

provide enough refinement for the mesh in the far field to fully resolve the wake of the wing. As 

will be discussed later, the flow-field predicted by the initial simulations contained a wake that 

becomes greatly diffused and mixes with the free-stream flow once the computational cells grew 

too large to maintain the small features defining the flow. To understand what level of mesh 

refinement is needed to maintain the wake’s flow physics, a set of 2D simulations were ran with 

varying cell sizes. As noted previously, the 2D simulation flow domain was defined in the X-Z 

plane. The various meshes were generated using two criteria: 1) a constant cell width (z-direction) 

and 2) a constant ratio of 4 of the length of the cells (x-direction) closest to the airfoil, to the length 

of the cells furthest from the airfoil in the wake survey region. Table 2.1 outlines the different 2D 

meshes (herein referred to as Meshes 1-5) studied with their respective cell size spacing, cells in 

the wake refinement region, and total number of cells in the flow-field domain. As shown in the 

table, the series of meshes selected were such that each subsequent mesh was refined by nearly a 

factor of 2. As will be discussed later, the results of this meshing study were then applied to 

meshing the 3D study to properly capture the wake. 

 

Table 2.1 Mesh Characteristics of 2D Wake Refinement Study 

Mesh # 
Wake 

Refinement 

Spacing (in.) from Wind 

Trailing Edge to Wake 

Survey Region 

Cells in Wake 

Refinement Region 
Total Cells 

1 No - 0 92,430 

2 Yes 0.1 to 0.4 7,840 108,990 

3 Yes 0.05 to 0.2 15,680 118,566 

4 Yes 0.025 to 0.1 31,360 138,172 

5 Yes 0.0125 to 0.05 62,720 177,220 

 

 

3 – Results 

3.1 – 2D Flow-Field Analysis 

For the 2D mesh refinement study, a qualitative analysis of the flow-field was completed by 

using contours of the total pressure coefficient (ratio of the total pressure to freestream dynamic 

pressure) and taking a cut through the flow domain at the wake survey location (denoted by the 

dashed white line in Fig. 2.4) from Lum et al.’s work [1]. Figure 2.4 highlights the comparison of 

Mesh 1, 3, and 5. Mesh 1 utilizes Pointwise’s T-Rex method without any wake refinement. Figure 

2.4a shows that due to lack of resolution in this area, the wake downstream of the airfoil becomes 

highly diffused and mixes with the freestream prior to the wake survey location. In contrast to 

Mesh 1, Mesh 3 shown in Fig. 2.4b, contains mesh refinement in the wake region that captures 
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more details of the downstream wake. In particular, the structure of the wake, as defined by 

relatively low total pressure, becomes more defined with less numerical diffusion. The wake is not 

viewable in Fig. 2.4c due to the high density of the superposed cell resolution for Mesh 5, which 

has approximately 4 times more cells defining the wake region than Mesh 3. 

 

Fig. 2.4 Contour of Total Pressure Coefficient with mesh overlay for a) unrefined wake, b) Mesh 3 wake 

refinement, and c) Mesh 5 wake refinement. 

 

Fig. 2.5 Contour of the total pressure coefficient for a) unrefined wake and b) refined wake aft of 2D airfoil 

with c) evaluated at the downstream location indicated by the dashed white line for various wake 

refinements. 
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     Figure 2.5a and b are contour maps of the wake structure downstream of the airfoil without the 

mesh overlaying the domain. The pressure losses observed in the wake region are associated with 

the drag of the airfoil/wing [1], and Fig 2.5c provides a relative comparison between the various 

meshes at the wake survey plane. Again, without the mesh refinement, the pressure losses are 

highly diffused while the inclusion of the wake refinement shows a sharp and significant dip in the 

total pressure coefficient. This behavior is independent of the level of refinement used in Mesh 2-

5. Based on these results, a cell size spacing of 0.25 inches in the streamwise direction for the 3D 

simulation was deemed to be sufficient for grid-independent predictions of the wake flow, while 

also not adding too many cells to the flow domain. 

 

3.2 – 3D Flow-Field Analysis 

Based on the 2D mesh refinement trade study results, a new mesh was developed for the 3D 

simulation accordingly. The size of the mesh without wake refinement was 29.5 · 106 cells, while 

the mesh with wake refinement was 51.0 · 106 cells. A comparison of the total pressure coefficient 

for the swept-wing wake captured experimentally and calculated numerically can be seen in Fig. 

2.6. Figure 2.6a for the experimental results shows that there are three major features defining the 

wake: 1) a well-defined wing-tip vortex at the top of the image, 2) a bend in the wake profile 

representative of the location of the wing’s Yehudi break, and 3) the interaction of the wing’s wake 

with the wake of the splitter plate. Similar to the 2D study, Fig. 2.6b shows that the wake in the 

unrefined simulation is highly diffused and only slightly captures the aforementioned features. In 

contrast, Fig. 2.6c highlights the ability of the numerical method to capture the swept-wing’s wake 

and wake features when mesh refinement is used and shows high fidelity relative to the 

experimental results. Figure 7 provides a zoomed in view of the mesh for the unrefined and refined 

meshes in the region of the wing-tip vortex. 

 

 

Fig. 2.6 Comparison of wake survey Total Pressure Coefficient contours for (left) wind tunnel, (middle) 

unrefined wake, and (right) refined wake. 
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Fig. 2.7 Zoomed-in view comparing of the wing-tip vortex structure for the a) unrefined wake and b) the 

refined wake. 

 

While Fig. 2.6 and 2.7 show that refining the region downstream of the swept-wing can 

produce results that are quite comparable to the experimental wake survey data, Fig. 2.8 and 2.9 

focus on how the definition of the wake does or does not influence the pressure distribution along 

the surface of the wing. During the wind tunnel tests, surface pressures were collected at designated 

chordwise points along the span of the wing. These pressure ports were located at y/b = 0.11, 0.28, 

0.44, 0.60, 0.81, 0.90.  The main image in the top left of Fig. 2.8 and 2.9 shows the pressure contour 

along the upper surface of the wing where the images arrayed along its perimeter compare and 

contrast computational data to experimental data for the pressure distribution. These figures 

highlight two main points: 1) RANS k-ω SST is able to accurately capture the pressure distribution 

along the surface of the wing when compared to the experimental data, and 2) there isn’t a 

noticeable effect on the pressure distribution of the wing with or without the wake refinement. The 

second point is further reinforced by the integrated aerodynamic coefficients in Table 2.2. When 

compared to the experimental data, there is a coefficient of lift percent error delta of 0.12% 

between the two meshes, and less than 0.01% error delta for the coefficient of drag.  

 

Table 2.2 Comparison of integrated aerodynamic coefficients for experimental vs. computational data 

 CL |% Error| CD |% Error| 

Experimental Data 0.635 - 0.0255 - 

Without Wake 

Refinement 
0.643 1.26 0.0267 4.70 

With Wake Refinement 0.644 1.42 0.0267 4.70 
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Fig. 2.8 Calculated coefficient of pressure surface contours for upper surface of swept-wing at 6-deg. angle of 

attack without wake refinement, with chordwise pressure distribution comparisons. 

As noted in the Introduction, Lum et al. utilized a set of equations derived from Equations 2.1 

and 2.2 in order to calculate lift and drag from the downstream wake of the wing [1]. The drag 

equation is based on the freestream stagnation pressure (Ptꝏ), local stagnation pressure (Pt), 

freestream velocity magnitude (Uꝏ), and the components of the local velocity vector (u, v, w). The 

lift equation, as originally defined by Maskell, is based on integrating the y-location in the survey 

plane multiplied by the streamwise vorticity (ζ) [6]. Utilizing these equations, aerodynamic 

coefficients can be derived for both the downstream wake without refinement and with refinement. 

As seen in Table 2.3, while the refinement of the downstream wake proved to have very little 

influence on the aerodynamic coefficients integrated via surface pressure and shear stress, there is 

a considerable effect on the aerodynamic coefficients integrated via the wake capture plane. The 

errors produced by calculating Equations 2.1 and 2.2 over the refined wake, are an order less than 

those produced by the unrefined wake. 
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Fig. 2.9 Calculated coefficient of pressure surface contours for upper surface of swept-wing at 6-deg. angle of 

attack with wake refinement, with chordwise pressure distribution comparisons. 

 

Table 2.3 – Comparison of aerodynamic coefficients for experimental vs. computational data derived from 

wake survey plane 

 CL |% Error| CD |% Error| 

Experimental Data 0.635 - 0.0255 - 

Without Wake Refinement 0.280 55.91 0.0151 40.78 

With Wake Refinement 0.597 5.98 0.0264 3.53 

 

4 - Conclusion 

Recent experimental work has focused on developing and assessing the ability of a wake 

survey methodology to not only accurately capture the downstream wake of a model, but also 

utilizing the captured data to calculate the integrated aerodynamic coefficients of the model. The 

model used for this work was based on a 65% version of the Common Research Model (CRM). 
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While the work conducted by Lum et al. [1] focused on developing a methodology to capture the 

wake via an experiment-based approach, the effort outlined in this paper sought to provide a 

computational compliment. This study sought to complete two objectives by determining RANS 

k-ω SST’s ability to capture the downstream wake and the impact the refinement of the wake has 

on the aerodynamic coefficients. To produce results comparable to the experimental data, the wing 

was modelled and simulated in a domain similar to the experimental tests.  

Due to noticeable diffusion of the wake downstream of the wing during initial simulations, a 

set of 2D simulations were used to determine the appropriate refinement required to capture the 

wake structure through the wake survey plane defined by Lum et al. [1]. Utilizing the coefficient 

of total pressure to define the wake structure, the results of the 2D simulations enforced the need 

for appropriate cell resolution to avoid numerical diffusion of the wake. This trade study fed into 

the development of meshes that were utilized for the 3D simulations. In general, the results 

produced from the 3D simulations proved RANS k-ω SST’s ability be able to accurately capture 

the integrated aerodynamic coefficients as well as the pressure distribution along the surface.  

However, the simulations highlighted two important facts with regards to resolving the wake: 

1) wake refinement had no major impact on the integrated aerodynamic coefficients derived from 

surface pressure and shear force, and 2) wake refinement is a necessity when utilizing the 

methodology outlined by Lum et al. [1]. When assessing the aerodynamic coefficients derived 

from surface pressure and shear force for both meshes, the error for the coefficient of lift was 

within 2% of the experimental value, while the error for the coefficient of drag fell within 5%. For 

aerodynamic coefficients derived from wake surveys (using Equations 2.1 and 2.2), the refined 

wake survey calculations produced errors of 5.98% and 3.53% for the coefficients of lift and drag 

respectively. In contrast, the error for the same equations across the survey lane without wake 

refinement yielded errors in aerodynamic coefficients that were an order higher. Thus, based on 

the results discussed, while it is unnecessary to the refine the downstream flow field of a swept-

wing to capture relatively near model effects, proper definition of the numerical domain is essential 

to capture the impact of the model on its surrounding environment and to utilize the wake integrals 

correctly. 
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Chapter 3 

 

 

Aerodynamics of a Common Research Model Wing 

with Leading Edge Ice Shape

 

1 – Introduction 

Ice accretion is a critical part of aircraft design and certification for flight safety, but one which 

is not well understood in terms of the three-dimensional aerodynamics for commercial aircraft 

wing geometries. One reason is that experimental data for ice shapes has not been previously 

publicly available for modern geometry aircraft wings.  To determine the ice shapes which can 

accrete on such wings, experimental data was collected at the NASA Glenn Research Center Icing 

Research Tunnel’s (IRT) during a swept-wing icing project, with details provided by the following 

references [1, 2].  The objective of that project was to generate a database of ice-accretion 

geometries that can be used for development and validation of icing simulation tools as well as for 

aerodynamic testing.  For the swept-wing icing project, ice shapes were accreted at the leading 

edge of a hybrid model that maintained a full-scale leading edge, but a truncated body, of a 65% 

scale Common Research Model (CRM65). The resulting ice accretions reasonably matched 

expected geometric complexities based on previous ice accretion testing of swept-wings, such as 

“scallops” and ice roughness [3].  The results from aerodynamic testing also indicated that 

significant flow separation occurred even for moderate angles of attack, and that the aerodynamics 

are generally complex and highly three-dimensional [4].  The potential for unsteady flow features 

and fluctuating aerodynamic loads associated with a highly three-dimensional flow can 

theoretically adversely affect flight aerodynamics and thus aircraft operation and safety. 

     Aircraft design and certification for flight in icing conditions represents a large potential cost 

due to the combination of wind tunnel tests and flight tests that can be involved.  Zeppetelli et al. 

[5] have shown that Computational Fluid Dynamics (CFD) offers a potential solution to this 

problem due its ability to identify a problem at the beginning or early phases of the design 

processes for an aircraft.  With the advancement of simulation methodologies and development of 

proper resolution of the flow structures relevant to iced aerodynamics, CFD can be a strong 

companion to experimental testing and can help save significant costs in the aircraft design and 

icing certification processes.  However, predicting such flows can be challenging since ice 

accretion causes large regions of highly complex flow separation. There have been many unsteady 

approaches that attempt to capture these complex flow large eddy features in the separated zones 
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with varying degrees of success, as shown by Alam et al. [6], Zhang et al. [7], and Xiao et al. [8].  

The reader is referred to these studies for further details, but it should be noted that these studies 

did not directly investigate a swept iced wing as is investigated herein.  It will be shown that the 

current flow has strong spanwise flow effects, which appear to render it more amenable to 

conventional turbulence modeling.    

     The wide variety of approaches and methods to predict the flow dynamics of lifting surfaces 

with ice, differ primarily based on the treatment of the turbulence as discussed in the review by 

Stebbins et al. [9].  The most conventional and common approach is to use Reynolds–Averaged 

Navier-Stokes (RANS) with a turbulence model for closure to compute the steady mean flow.  

However, modern swept-wings with leading edge ice represent a highly complex flow that can 

incur significant flow separation and unsteadiness.  As such, another option for aerodynamic flows 

with separation is to use unsteady computational approaches such as the Detached Eddy 

Simulations (DES) method by Spalart et al. [10]. This methodology is a hybrid coupling of 

Reynolds–Averaged Navier-Stokes (RANS) and Large Eddy Simulation (LES) techniques. The 

DES approach was first successfully applied to iced airfoil and wings by Pan et al. [11] to capture 

wake effects.  While hybrid RANS-LES (HRL) models have shown results that reasonably 

predicted aerodynamic flows of iced airfoils with complex substantial flow separation, it was not 

clear that they improved predictions as compared to RANS, despite the additional computational 

requirements and complexity of implementing the DES approach [9].   

     Despite their promise, none of the aforementioned computational techniques have investigated 

nor evaluated three-dimensional ice shapes on modern swept commercial aircraft wings based on 

current publicly disseminated work.  Furthermore, there has not been a detailed comparison of a 

RANS technique against experimental data for such flows. The last known study to provide a 

similar comparison was done by Kwon et al. using a Baldwin-Lomax model [12].  As such, the 

current study tries to address the open question regarding the fidelity of 3D RANS for modern 

wings with sweep (like the CRM65) coupled with leading edge ice shapes.  This computational 

investigation complements an experimental program to understand iced wing aerodynamics by a 

consortium of organizations including NASA, the Federal Aviation Administration (FAA), the 

Office National d’Etudes et Recherches Aérospatiales (ONERA), Boeing, the University of 

Illinois, the University of Virginia, and the University of Washington.  The goal of the present 

study is to both explore the fidelity and robustness of RANS and use these results combined with 

experimental data to develop a basic understanding of the flow physics for an 8.9% scale version 

of the CRM65 wing with and without an ice shape at various angles of attack, including conditions 

where there is substantial spanwise flow separation.   This is the first such study to the authors’ 

knowledge. 

 

2 – Computational Domain & Methodology 

2.1 – Problem Description 

An 8.9% scale version of the semi-span swept CRM65 wing is studied herein. The CRM65 

wing is based upon the Common Research Model (CRM) developed by Vassberg et al. [13-14] in 

order to provide a contemporary experimental database to directly support the validation of 

specific applications of CFD for modern day commercial airplanes. The CRM65, as described by 

Broeren et al. [1], was selected for their experimental tests due to the necessity to reduce the 

potential adverse effects associated with modeling Vassberg et al.’s full CRM wing in the NASA’s  
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Fig. 3.1 The 8.9% scaled CRM65 semi-span wing (a) planform with key dimensions labeled in meters and (b) 

installed in Wichita State Wind Tunnel. [15] 

IRT. This intermediate scaled geometry remains comparable to modern day commercial aircraft 

that are similar in size to a Boeing 757 [1]. The final 8.9% scale was employed to allow for 

aerodynamic testing in the Wichita State University’s Walter H. Beech Wind Tunnel, as seen in 

Fig. 3.1.  

The experimental studies that are used for validating this study’s numerical method were 

performed by Broeren et al. [15] and Camello et al. [4]. These studies collected data via force 

balance measurements, surface pressure taps, oil flow visualizations, and mini tufts at a Reynolds 

number of 1.6·106 and a Mach number of 0.18. The overall flow properties were selected to match 

the experimental setup of Broeren et al. [15].  The angles of attack for this study were selected in 

order to not only determine stall mechanisms (as defined in Ref. [16]) in the flow field, but also 

determine the ability of RANS to predict the flow field when there is a large amount of separation. 

For the present computations, a computational domain with a cross section selected to match 

the aforementioned WSU’s wind tunnel was used in this study. The key features for this wing 

model include a span of 1.524 m, a mean aerodynamic chord (MAC) of 0.4234 m, a taper ratio of 

0.23, and a leading-edge sweep angle of 37.2-deg., where further details are outlined by Broeren 

et al. [15].  The present study modeled all of the walls of the wind tunnel as viscous surfaces in 

order to utilize the uncorrected aerodynamic data collected during the experimental tests.  

However, there are a few differences between the experimental wind tunnel and that which is 

simulated herein.  Firstly, though the wind tunnel was only 3.658 m in length, the computational 

domain included an extended tunnel length, with an outflow pressure-based boundary condition 

set at a location of 30·MAC downstream and an inflow velocity-based boundary condition located 

at 10·MAC upstream from the center of rotation.  This change was implemented in order to ensure 

uniform flow upstream of the model and no back pressure effects from the outflow downstream of  

(a) (b) 
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Fig. 3.2 Schematic of the computational domain used for the simulations, where “c” is the mean aerodynamic 

chord (MAC) which is 0.423 m. 

the model. Secondly, the corner chamfers of the wind tunnel, which can be seen in if Fig. 1b, were 

not included in the computational domain for the sake of simplicity.  Lastly, while this study did 

model the splitter plate at the base of the wing, the experimental streamline shroud separating the 

tunnel floor from the splitter plate was not modeled. This was done because previous CFD work 

presented by Broeren et al. [15] indicated that the absence of a streamline shroud had negligible 

effect on the wing aerodynamics. Furthermore, the influence of the boundary layer thickness 

changes on the splitter plate had a negligible effect on the lift and drag of the model section 

However, the computational model still included a 6.23 cm gap between the bottom of the wing 

geometry and the floor. The final computational domain measured 2.134 m high by 3.048 m wide 

by 19.68 m long and can be seen in Fig. 3.2. 

     The 8.9% scaled CRM65 wing was studied with and without an ice shape on the leading edge. 

The latter case allowed for validation of both the gridding method used in this paper and the RANS 

k-ω SST method to capture swept-wing aerodynamics. Though examining the flow-field 

characteristics of a clean swept-wing does provide a variety of insights into different flow field 

characteristics, the intent of this study is to understand the flow field features caused by the 

presence of the ice shape along the leading edge of the upper surface. The ice shape examined by 

this paper was derived from ice accretions created in NASA’s IRT, which can be seen in Fig. 3.3. 

These shapes were captured via laser scans and then converted into three-dimensional models, as 

described in Camello et al. [17].  As seen in Fig. 3.3c, the specific ice shape used herein was based 

on a simplification of the spanwise variation of the highly three-dimensional original ice shapes. 

               

Fig. 3.3 a) Photograph of ice accretion on the IRT model with b) a high-fidelity model produced via laser 

scanning, and d) a simplified model as defined by Camello et al. [17] 

(a) (b) (c) 
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2.2 – Numerical Methodologies 

The Reynolds-averaged Navier-Stokes (RANS) equations for turbulent flow are based on a 

time-averaging of the unsteady Navier-Stokes equation, which results in a Reynolds stress term 

that must be modeled in order to close the equations.  Two-equation eddy-viscosity turbulence 

models are widely used in many engineering applications because of their lower computational 

cost than other closure methods, as well as reasonable accuracy, e.g., the standard k-ε model solves 

two transport equations for the turbulent kinetic energy (k) and its dissipation rate (ε).  As the 

strengths and weaknesses of this standard k-ε model have become known, modifications have been 

introduced to improve its performance.  Wilcox [18] developed the k-ω model to improve the 

model performance for low-Reynolds number effects, compressibility, and shear flow spreading.  

The Wilcox k-ω model models the sublayer of the boundary layer, and solves a transport equation 

for the specific dissipation ratio (ω), which is the ratio of ε to k.  Compared to previous two-

equation models, the Wilcox k-ω model has better numerical stability and the performance of the 

k-ω model in the logarithmic region of a boundary layer is generally superior to that of the k-ε 

model.  However, because the k-ω model can have excessive freestream sensitivity, Menter [19] 

proposed a new two-equation model, called the Shear-Stress Transport (SST) k-ω model, that 

combine both the k-ω model and the k-ε model.  To achieve the desired features in the different 

regions, Menter utilized a blending function and made sure the standard k-ω model is activated in 

the near-wall region and the modified k-ε model is switched back in the free-shear region.  

Furthermore, to improve the performance in the adverse pressure gradient flow as well as the 

accuracy of prediction of the location of flow separation, Menter [19] modified the turbulent 

viscosity formulation to account for the transport effects of the principal turbulent shear stress. 

Due to its great success, the SST model is perhaps the most commonly used RANS two-equation 

turbulence model employed today. 

     In the present study, the RANS equations with the SST k-ω model is chosen, and the 

simulations were implemented in ANSYS Fluent, a commercially available CFD code [20].  In 

this model, k and ω are solved in two transport equations: 
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where ρ is density, V refers to the fluid mean velocity, while the turbulent kinetic energy generation 

terms (Gk, Gω), the  dissipation terms (Yk, Yω), and the cross-diffusion term (Dω) are described in 

Ref. [19].  Each constant in this model is a blend of two constants by using a blending equation, 

and the blending function was designed to be unity in the sublayer and logarithmic region of the 

boundary layer and to gradually switch to zero in the wake region. 

 

2.3 – Meshing Technique 

All mesh generation in the present study was performed using a commercial gridding software 

called Pointwise. The meshes utilized Pointwise’s anisotropic tetrahedral extrusion method (T- 
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Fig. 3.4 Example of orthogonal cross-sectional view of the mesh generated for both the a) non-iced wing and 

b) iced wing at y/b = 0.28. 

Rex) [21] to create unstructured boundary layer meshes. The meshing process begins with first 

discretizing the surface of the wing, which can be seen in Fig. 3.4. When discretizing the wing 

surface, it is imperative to ensure that the leading edge and trailing edge of the wing is well defined 

in order to properly capture the flow physics. When comparing the meshing requirement between 

the geometry with and without ice, the ice shape introduces complex curvatures to the surface that 

must be well refined. Without properly discretizing the geometry of the ice shape by using a highly 

refined mesh, the resulting mesh can inappropriately smooth out the ice shape’s features. Thus, as 

can be seen in Fig. 3.4b, the number of nodes for the geometry of the ice shape along the leading-

edge portion of the wing was drastically increased as compared to the rest of the surface. 

     As for the rest of the domain, for the clean (un-iced) geometry’s baseline mesh, the boundary 

layer grid for the configurations was grown to a maximum layer count of 50 layers using a growth 

rate of 1.15 and a boundary decay of 0.95. Boundary decay is defined as the rate at which the 

isotropic unstructured mesh cell size set by the size of the surface triangles, transitions to the 

mesh’s maximum isotropic cell size in the domain. Standard meshing criterion were used including 

making sure that the wall normal grid resolution in the boundary layer has sufficient resolution 

near the wall.  In order to ensure a y+ equal to 1 for the grid, an initial grid height, Δs, of 6.452 µm 

was imposed on the extrusion. Similar to the clean geometry, the boundary layer for the iced 

geometry was grown with the same characteristics (growth rate and y+ value). From Fig. 3.4, the 

most notable difference between the two meshes is the extent of the boundary layer growth into 

the far field. This is due to the T-rex methodology, which grows layers until the final layer either 

reaches a stopping criterion or the local cells are isotropic. With the same initial step size and 

growth rate, a geometry’s surface that is discretized by smaller cell sizes will thus reach isotropy 

sooner. Figure 3.5 provides another illustration of this artifact via cross-sectional views of both 

geometries alongside close-ups of the leading edge. Averaging over every angle of attack, the 

domain for the un-iced wing is composed of 24.4·106 nodes and 52.3·106 cells, while the domain 

for the iced-wing is composed of 28.1·106 nodes and 70.2·106 cells. The number of iterations  

(b) (a) 
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Fig. 3.5 a-b) Example of cross-sectional view of the mesh generated for both the non-iced and iced wings at a y/b = 0.28 

and c-d) close up of the leading edge of the geometries. 

required to come to a converged solution for this mesh was dependent upon the angle of attack. 

Convergence was based on the change in value of a given coefficient was less than 0.001% for at 

least 5,000 iterations. At an angle attack of 2-deg., 20,000 iterations were needed, while at an angle 

of attack of 10-deg., 120,000 iterations were needed. 

A grid convergence study was performed for the iced wing at an angle of attack of 8-deg. For 

the refined mesh, the number of nodes along the upper surface of the wing was doubled in order 

to ensure finer discretization of both the wing surface and the T-rex methodology away from the 

wall. In combination with refining the surface, the section of the modeled wind tunnel in close 

proximity to the model, was also refined in order to help reduce the growth of the cells connecting 

the wall to wing. This refinement was achieved by reducing the max cell edge length defining the 

wall boundary condition from 5.08 cm to 2.54 cm. The refined mesh is composed of 36.0·106 

nodes and 101.0·106 cells.  Since this increase in resolution had a negligible effect (as shown in 

Results section), it was concluded that the flow solutions are grid independent and further grid 

refinement was not necessary.   

(a) 

(b) 

(c) 

(d) 
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Fig. 3.6 Schematic of surface streamlines caused by flow separating at the leading-edge and creating a vortex 

with separation and reattachment lines based on sketch in Ref.[22]. 

3 – Results 

The following will focus on results for the 8.9% scaled CRM65 wing with and without a 

leading-edge ice shape. Both sets of results will present data in the form of pressure distribution 

and aerodynamic coefficients (i.e., lift, drag, and pitching moment) at angles of attack of 4, 6, 8, 

and 10-deg. For the geometry with an ice shape, experimentally collected mini-tufts and oil flow 

visualization data are compared with computationally-calculated wall shear stress in order to 

characterize the flow near the surface of the wing. 

3.1 – Surface Flow Field Visualization 

     Oil flow visualization and mini-tufts were captured experimentally in order to examine the flow 

near the surface of the wing. Both of these techniques are used to visually provide insight on the 

fluid dynamics of the region closest to the surface of a wind tunnel model. Oil flow visualization 

leverages the use of oil dabs placed strategically upstream along a model’s surface such that flow 

patterns are formed as the wind tunnel runs. The benefit of this technique is that oil can highlight 

areas of separation due to its inability to penetrate separation boundaries. Mini tufts on the other 

hand, are placed intermittently along the whole surface of the wind tunnel model. They are used 

to both understand the direction of the flow along the surface, as well as determine if there are any 

regions of unsteady flow features based on the frequency and magnitude of their fluctuations over 

time.  Both of these experimental sets are compared to the wall shear stress calculated by the 

numerical methodology used in this paper.  

     The comparison is conducted using the in-depth analysis provided by Poll et al. [22] on the 

stalling characteristics of a swept-wing.  Figure 3.6 is a rendition of a figure highlighted in their 

study, but herein modified towards the specific geometry analyzed in this study. As shown in Fig. 

3.6, a swept-wing during flow separation creates a leading-edge vortex with a primary and  
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Fig. 3.7 Comparison of surface flow patterns at 6-deg. angle of attack for: a) experimental mini tufts, b) 

experimental oil flow visualization, and c) computational wall shear stress for the baseline mesh of the iced 

swept-wing.  White lines are superimposed on b) and c) to indicate flow reattachment location. 

secondary separation region that tends to run from the root of the wing to the tip. This leading-

edge vortex is composed of a separation line, a vortex core, and a reattachment line. The separation 

line is just aft of the leading edge of the wing while the reattachment line is further downstream. 

The location of the reattachment line is dependent upon the strength of the vortex. Between these 

two lines, the flow tends to move from the reattachment line towards the separation line. Treating 

the separation and reattachment lines as asymptotes, the flow between the two lines tend to exhibit 

an s-shaped pattern. As seen in Fig. 3.6, these streamlines have an inflection point that correlates 

to the vortex core. As the angle of attack increases, the starting location of the separation tends to 

move closer to the root of the wing and the separation region grows in length in the chordwise 

direction.  Herein, we will refer to this type of flow separation, which is dominated by strong 

spanwise flow as “swept stall.” This differs from the classical two-dimensional airfoil stall which 

has been defined as occurring when an airfoil is at a high enough angle of attack such that the flow 

separating from the leading edge of the airfoil can no longer reattach to the suction side of the 

airfoil. When this occurs, large unsteady flow features due to highly chaotic bluff body separation 

dominate the flow field and negatively impact the aerodynamic performance of the airfoil. 

However, the spanwise components of flow on a stalled swept-wing induced by the sweep of the 

wing can have a much more controlled flow separation region [21], which may make it more 

amenable to conventional RANS predictions.  

    To quantify the flow patterns for the present geometry and angles of attack, experimental flow 

visualizations are compared to the numerically-calculated wall shear stress as shown in Fig. 3.7 

for the 6-deg. angle of attack iced wing case. For the mini tufts, attached flow is reflected by the 

(a) (b) (c) 

Flow 
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tufts aligned with the streamwise direction whereas tufts aligned in the spanwise direction or 

towards the leading edge, indicate regions of separation. For the oil flow visualization and wall 

shear stress images, white lines were added along the reattachment lines based on Poll et al.’s 

definition [22]. Both the mini tufts and the oil-flow visualization show that there are regions of 

separation just aft of the leading edge. The presence of these separation regions show that the ice 

shape causes an earlier onset of this stall-like separation behavior when compared to a clean swept-

wing [15]. In general, the separation zone, which includes both the primary and secondary 

separation, has a chord wise length that is initially small at y/b=0.11 and then expands significantly 

to about 20% of the chord length by the Yehudi break (y/b=0.28). Thereafter, the region is 

approximately constant in length towards the wing tip. Because of the wing taper, this is consistent 

with a greater chordwise fraction of separation as this region moves towards the wing tip.  Notably, 

the oil flow shows a series of breaks in the separation line with significant spanwise variations.  

These breaks and the strong spanwise flow component indicate that the leading-edge ice on this 

wing results in a “swept stall” flow separation which is demonstrably different from classical two-

dimensional airfoil flow separation.  

     Computationally, RANS is generally able to predict the overall pattern of flow separation seen 

in the oil flow visualization.  However, the extent of the separation in the chordwise direction is 

much less significant at y/b=0.2, and in general is somewhat underpredicted for the remaining 

outboard portions. The RANS predictions show similar breaks and variations in the separation line 

as seen in the oil flow visualization, though not as many breaks.  Further examining the additional 

breaks in the experimental data, the absence of a clear direction of the flow along the surface of 

the wing can be related to a weak flow influence on the oil on the surface of the wing, associated 

with a nearly “dead flow” zone. This claim is supported by the relatively small magnitude of the 

vectors defining the wall shear stress computed by RANS. Such a weak flow combined with 

multiple separation breaks is consistent with a separation flow pattern that is highly unsteady and 

unstable. Overall, the RANS predictions for flow separation are quite reasonable, especially 

considering flow separation on complex three-dimensional surfaces is notoriously difficult to 

predict.  While the refined grid produces a slightly more advanced flow separation region inboard 

and some small differences in the dead region flow directions, overall these are small compared to 

the differences with respect to the experimental flow visualization results. Furthermore, as will be 

shown the overall three-dimensional pressure distributions, these features are even less sensitive 

to grid effects, indicating that these dead zone differences do not drive the aerodynamic properties 

(other grid resolution studies were informally completed, and the differences were highly 

consistent with that at 8-deg).  As such, the basic flow features are largely independent of grid 

resolution, and the small differences between predictions and measurements can be attributed to 

the empirical nature (and associated uncertainty) of turbulence modeling.  However, to better 

understand the flow physics occurring in this swept stall region, it is herein recommended to 

conduct instantaneous unsteady three-dimensional experiments and simulations in both chordwise 

and spanwise planes.  In addition, an improved understanding of the three-dimensional character 

of the spanwise running flow above the wing surface (including mean separation streamlines and 

vorticity fields) would provide better understanding of swept stall on iced wings. 

     For angles of attack of 8-deg. and 10-deg., both Figs. 3.8 and 3.9 respectively show that in 

terms of accuracy, RANS is able to predict the pattern captured in the experimental data. Starting 

near the Yehudi break, both the mini-tufts and oil flow visualization show majority of the flow 

being directed towards the wing tip or the leading edge. Using Poll’s [22] description (Fig. 3.6),  

this suggests the presence of swept stall along majority of the upper surface of the wing. The  
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Fig. 3.8 Comparison of surface flow patterns at 8-deg. angle of attack for: a) mini tufts, b) oil flow, c) baseline 

mesh, and d) refined mesh computational wall shear stress for the iced swept-wing.  White lines again 

indicate flow reattachment location. 

 

 

Fig. 3.9 Same as Fig. 3.8 except for 10-deg angle of attack. (Note: (c) shows the refined mesh) 
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computed wall shear stress shows that RANS is able to accurately predict this large region of stall. 

The wall shear stress also shows that the flow begins to significantly separate around a spanwise 

location of y/b = 0.11 and significantly grows in the chordwise direction until the wing is 

completely stalled near the Yehudi break. The difference between the 8-deg. and 10-deg. case is 

the extent of the separation along the upper surface. The gradual increase of flow separation and 

leading edge vortex size along the upper surface of the wing as the angle of attack increases, was 

similarly seen in the swept NACA0012 studied by Kwon & Sankar [12]. Comparing the baseline 

mesh to the refined mesh for 8-deg., while there are some minor variances in the flow visualization 

between the two meshes near the root of the wing (the refined mesh shows faster reattachment), 

they both exhibit very similar wall shear patterns along the upper surface of the wing. Further 

analysis on the impact of this difference due to grid resolution will be discussed in the pressure 

distribution and aerodynamic coefficient section. To summarize the flow visualization results, 

there are some small discrepancies between the experimental data and computational data at 6-

deg. where the swept stall has first significantly appeared (flow separation is small for 4-deg.), but 

RANS is able to well predict the flow field captured by the oil flow visualization for the iced 

swept-wing at the higher angles of attack studied (8-deg. and 10-deg). 

 

 

Fig. 3.10 Calculated coefficient of pressure surface color contours for upper surface of non-iced wing at 4-deg. 

angle of attack with chordwise coefficient of pressure distribution comparisons at six spanwise locations. 
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3.2 – Pressure Distributions 

     The experimental model included pressure taps in 10 streamwise rows along the surface of the 

wing [15]. at y/b = 0.11, 0.28, 0.44, 0.6, 0.81, and 0.90. Figures 3.10 through 3.16 provide the 

predicted coefficient of pressure contours along the upper surface of the wing geometries derived 

from the RANS results. The figures also present a quantitative comparison of the experimental and 

computational pressure distribution at fixed y/b locations at angles of attack of 4, 6, and 8-deg for 

clean wing (no ice shape) and wing with ice shape. The first pair of comparisons to consider is 

provided by Fig. 3.10 and 3.11 for the un-iced and iced geometries respectively at an angle of 

attack of 4-deg. For both figures, the upper surface pressure contours show very little variation 

along the span of the wing. In terms of the pressure distribution at the selected y/b locations, RANS 

k-ω SST accurately captures the experimental trends for this 4-deg. case for both clean and ice-

shape configurations. While the clean wing exhibits little variation in pressure coefficient 

distribution along the span, the iced wing presents a different story. Starting around y/b = 0.60 in 

Fig. 3.11, both the experimental and predicted pressure distribution curves show a plateau of 

constant pressure near the leading edge of the wing. Diebold et al. [23] have attributed this plateau 

to the presence of a leading-edge vortex being formed aft of the ice horn. The strength of the 

leading-edge vortex and associated flow separation increases as y/b increases.  

 

 

Fig. 3.11 Same as Fig. 10 except for addition of leading-edge ice shape. 
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     Figures 3.12 and 3.13 show the pressure contour and pressure distribution for the clean and ice-

shape wing respectively at an angle of attack of 6-degrees. Similar to the 4-deg. case, the clean 

wing at 6-deg. shows very little variation in the pressure contour along the span, while the iced 

wing does exhibit some variance. RANS accurately captures the coefficient of pressure at all of 

the spanwise locations for the clean wing as seen in Fig. 3.12. For the wing with the ice-shape as 

seen in Fig. 3.13, the pressure contours indicate that the leading-edge suction peak is strongest 

(indicated by red contours) inboard up to the Yehudi break (y/b = 0.28).  While the magnitude of 

the spike of the suction peak can’t be quantitatively confirmed by the experimental data, it is 

qualitatively similar to what is seen at other points across the span of the wing. Compared to the 

4-deg. ice-shape case, the coefficient of pressure plateaus are more pronounced and extend further 

along the upper surface in the chordwise direction. This is consistent with a stronger leading-edge 

vortex and larger region of flow separation.  In general, RANS accurately captures the coefficient 

of pressure in the inboard region and again near the tip (y/b = 0.11, 0.28, and 0.90).  At y/b = 0.44, 

0.60 and 0.81, RANS under-predicts the extent of the pressure plateaus, which is attributed to 

unpredicting the flow separation at these locations, consistent with differences observed in the oil 

flow visualization and the wall shear stress in Fig. 3.7.  

 

 

Fig. 3.12 Same as Fig. 3.10 except for 6-deg angle of attack. 
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Fig. 3.13 Same as Fig. 3.10 except for 6-deg angle of attack and ice shape, where RANS predictions stem from 

baseline mesh (RANS- B) 

    Figures 3.14 and 3.15 show the pressure contour and pressure distribution for the clean and ice-

shape wing respectively at an angle of attack of 8-deg. In contrast to both the 4-deg. and 6-deg. 

cases, the clean wing at 8-deg. exhibits a stronger spanwise variation in the pressure contour near 

the wing tip. In particular, there is a lower suction peak in the pressure distribution of both the 

experimental and RANS data at a spanwise location of y/b = 0.90 in Fig. 3.14, indicating onset of 

outboard stall for this clean configuration. In regards to predictive accuracy for this case with no 

ice shape, RANS is able to capture the overall pressure distribution. For the wing with an ice-shape 

at this angle of attack (Fig. 3.15), the pressure contours again indicate that the leading-edge suction 

peak is strongest (indicated by red contours) inboard up to the Yehudi break (y/b = 0.28). In the 

outboard region past y/b = 0.44, the wing is completely separated (similar to that observed in swept 

stall) and this is consistent with the flow separation shown in the oil flow visualization in Fig. 3.8.  

Despite this massive separation, RANS is remarkably able to capture the general trend of the 

pressure distribution. However, there are some discrepancies. At y/b = 0.28, the numerical 

methodology overpredicts the leading-edge suction peak, while the pressure plateaus are 

underpredicted in length for y/b = 0.44, 0.60, 0.81, and 0.90 indicating that the experimental 

separation is stronger than what was simulated. Also shown in this figure is a comparison between 

the baseline and refined grid cases. The differences between the two grids are small (generally less 

than 1%) so that the results can be considered nearly grid independent.   However, the refined case  
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Fig. 3.14 Same as Fig. 3.10 except for 8-deg angle of attack 

prediction of reattachment near the leading edge of the root of the wing aligns slightly better with 

the experimental data.   

     The pressure contour and distribution of the wing geometry with an ice shape at angle of attack 

of 10-deg. is shown in Fig. 16. The predicted pressure contours again indicate that the leading-

edge suction peak (indicated by red contours) continues to be limited to the inboard region and 

tends to peak at y/b = 0.11. This is consistent with the story seen in the oil flow visualization 

whereby a large majority of the upper surface of the wing is stalling. While at y/b = 0.11 the flow 

is still attached, the separation aft of the ice shape near the Yehudi break has noticeably grown.  

Similar to the 8-deg. case, RANS is able to capture the general trend of this separation along the 

surface of the wing but underpredicts the extent of the pressure plateaus. 

3.3 – Aerodynamic Coefficients 

      The aerodynamic coefficients are plotted in Figs. 3.17 and 3.18 for the clean wing and the wing 

with an ice shape respectively. When there is no ice shape, RANS was able to accurately capture 

the coefficient of lift in the linear region of the lift curve and the pitching moment as seen in Figs. 

3.17a and 3.17b. However, RANS somewhat overpredicts the drag (by about 5%) at 8-deg. as seen 

on Fig. 3.17c.  In general, this is in line with what is expected of the RANS accuracy for attached 

flow conditions and demonstrates that the clean configuration is well predicted up to 8-deg. As the  
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Fig. 3.15 Same as Fig. 3.10 except for 8-deg angle of attack and ice shape, showing RANS predictions from 

both baseline mesh (RANS- B) and refined mesh (RANS-R) 

angle of attack increases and there are significant regions of separation, RANS tends to decrease 

in fidelity and is not able to fully predict the fluid dynamics, as can be seen in the other cases of 

this study and the coefficient of pressure plots referenced earlier.   

     As for the wing with an ice shape, Figs. 3.18a and 3.18b show that at angles of attack leading 

up to the sudden change in the pitching moment slope after 6-deg., RANS proves to be reasonable 

in predicting the coefficients for the complex geometry. In general, the experimental and 

computational data shows that the iced wing is still producing an increasing amount of lift as angle 

of attack increases. This is quite different than the CL curve for the clean wing in Fig. 3.17, which 

shows a distinct max-CL between αoa = 12 and 14 deg.  As such, we cannot define a clear point of 

stall by definition for the iced swept wing.  Also shown in this figure are the baseline and refined 

grid cases. The differences between the baseline and refined grids are small, generally less than 

1%, which means that the results can be considered nearly grid-independent.  As such, the shortfall 

of the RANS predictions at high angles of attack can be primarily attributed to the inherent 

limitations of the turbulence modeling for this highly complex three-dimensional flow, especially 

for highly separated conditions. However, the RANS performance for this swept icing wing flow 

is generally better than expected. considering RANS performance for non-swept wings with such 

ice accretion is generally not good [9].  
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Fig. 3.16 Same as Fig. 3.10 except for 10-deg angle of attack and ice shape. 

     At angles of attack higher than 6-deg., RANS begins to slightly under-predict lift and 

significantly under-predicts the absolute value of the aerodynamic pitching moment. This 

discrepancy in the coefficient of pitching moment can be associated with the difference between 

the experimental and computational pressure distributions and the moment center, which is located 

such that it coincides with the leading edge of the wing near y/b = 0.44. Since RANS underpredicts 

the suction-side pressure distribution along majority of the chord for regions outboard of y/b = 

0.44 (see Figs. 3.15 and 3.16), this results in a lower integrated portion of the lift force being 

applied downstream of the moment center, resulting in the lower coefficient of moment than the 

experimental data. Since the inboard region tends to have an over-prediction of the suction-side 

pressure values, this causes further discrepancies in the moment, but tends to reduce the 

discrepancies in the lift. In terms of drag prediction with an ice shape, there is again an 

underprediction at high angles of attack (like seen for the clean case), but this is rather modest 

considering the flow has such massive separation as seen in Figs. 3.8 and 3.9.  Overall, RANS 

proved to be surprisingly capable of predicting the aerodynamics of an 8.9% scaled CRM65 wing, 

despite substantial outboard flow separation for the case with an ice shape.   
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Fig. 3.17 Comparison of experimental and predicted for non-iced wing of: a) lift coefficient and b) moment 

coefficient vs. angle of attack and b) lift coefficient vs. drag coefficient. 

4 – Conclusion 

     The aerodynamics of a swept-wing with leading edge ice accretion is not well understood due 

to the lack of publicly available experimental data, and the uncertainty as to whether RANS can 

predict the relevant aerodynamics. The objective of this study is to assess the ability of RANS k-

ω SST to predict the flow physics and aerodynamic performance parameters for a Common 

Research Model swept-wing with and without an ice shape. The wing was modelled and simulated 

in a domain similar to the experimental tests conducted at the Wichita State University’s Walter 

H. Beech Wind Tunnel. This experimental and computational work is herein reported to provide 

the community with more qualitative and quantitative information. As seen in the experimental 

and computational data, the flow around the 8.9% scaled CRM65 when there is a leading-edge ice 

shape, is highly complex and three-dimensional. In particular, as the angle of attack increases, the 

(a) (b) 
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Fig. 3.18 Same as for Fig. 3.17 except for iced wing and with baseline (B) and refined (R) predictions. 

separation starts from the outboard region and tends to grow in length in the chordwise direction.  

This separation is dominated by strong spanwise flow and differs significantly from the classic 

two-dimensional airfoil stall.  When it first occurs (at 6-deg. angle of attack for present conditions 

with an ice shape), this stall is initially confined to a portion of the chord and generally outboard 

of the Yehudi break.  However, at higher angles of attack, the entire region outboard of the Yehudi 

break is separated.  In contrast, the clean wing shows very little evidence of separation up to 8-

deg. angle of attack and has only weak spanwise variation in the pressure coefficient.  

     The RANS prediction for the swept-wing with an ice shape at 4-deg. angle of attack show a 

spanwise running vortex forms just aft of the leading-edge. This vortex grows in strength as the 

angle of attack increases. Qualitatively, RANS proved via wall shear stress data to be quite capable 

in accurately predicting the existence and strength of this vortex at 6, 8, and 10-deg. The prediction 

capability of RANS to capture general wing stall characteristics is also reflected in the pressure 

(a) (b) 
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distribution plots and the time-averaged aerodynamic coefficients. The prediction of the 

aerodynamic performance parameters for the clean and ice-shape geometries were reasonably 

resolved by the RANS solution. However, the absolute value of the coefficient of pitching moment 

at 8 and 10-deg. angle of attack, was underpredicted for the iced geometry and this can be 

associated with the difference between the experimental and computational pressure distributions.  

     Overall, the current (and conventional) RANS approach was surprisingly able to provide 

reasonable fidelity for this complex flow over a swept iced wing.  This may be attributed to the 

three-dimensional effects which provided a strong spanwise flow component so that the separation 

was not like a typical bluff-body flow.  However, more conditions would need to be considered 

before any general claims can be made.  Recommendations for future work include the pursuit of 

three main objectives: 1) an improved understanding of the three-dimensional character of the 

spanwise running flow above the wing surface and its impact on iced swept-wing aerodynamics, 

2) an improved understanding of the influence of the unsteady flow physics and its impact on flow 

separation stability and extent, 3) exploring improvement to RANS to improve the predicted 

accuracy of the pressure distribution along the swept-wing when separated due to leading edge ice, 

and 4) investigating the differences in flow physics and aerodynamics for the simplified ice shape 

(considered herein) vs. and an ice shape that captures the discrete details of ice shapes that have 

been observed experimentally. 
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 Chapter 4 

 

 

Numerical Simulation of Iced Swept Wing 

Aerodynamics with RANS, DES, and IDDES

 

1 – Introduction 

Aircraft ice accretion is a critical national safety issue, but one which is not well understood in 

terms of the three-dimensional aerodynamics for commercial aircraft wing geometries. One reason 

is that experimental data has not been previously available for modern geometry aircraft wings 

with realistic geometry ice shapes consistent with atmospheric icing conditions.  To determine the 

appropriate ice shapes which can arise for such wings, experimental icing data was collected at the 

NASA Glenn Research Center Icing Research Tunnel (IRT) for a swept-wing icing project.  In 

these experiments, ice shapes were accreted to the leading edge of a hybrid model that of a 65% 

scaled Common Research Model (CRM65) developed by Broeren et al. [1]. The resulting ice 

accretions reasonably matched the expected geometric complexity based on previous ice accretion 

testing for swept wings.  These ice accretions were captured via laser scans and then digitized and 

manipulated to provide water-tight CAD models that could be used for 3D-printed sub-scaled ice 

shapes on the 8.9% scale model of the CRM65 [2].  Using such 3-D printed shapes, the second set 

of experiments was conducted in subsequent aerodynamic wind tunnel tests.  These conditions 

found significant partial-span flow separation occurring starting at angles of attack as small as 6 

degrees, whereby the associated fluid dynamics were highly complex and three-dimensional [3].   

     A review of the aerodynamics of iced wings by Stebbins et al. discussed research by Alam et 

al., Zhang et al., and Xiao et al. [4–7]. These sources highlighted that unsteady flow features and 

the associated fluctuating aerodynamic loads can adversely affect flight aerodynamics and thus, 

aircraft operation and safety. This underlying problem requires manufacturers to pursue icing 

certification, which represents a large potential cost due to the combination of wind tunnel tests 

and flight tests that can be involved. Zeppetelli et al. [8] have shown that Computational Fluid 

Dynamics (CFD) can help address this problem due to its ability to identify aerodynamic issues at 

the beginning/early phases of the design processes for an aircraft. With the advancement of 

numerical methodologies that can capture the flow structures relevant to iced aerodynamics, CFD 

has the potential to save significant costs in aircraft design and icing certification processes.  

However, for modern swept wings with leading-edge ice shapes, very little CFD has been 

completed so it is not clear as to which flow conditions lead to highly unsteady flow and which 
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methodologies can accurately predict the aerodynamics.   Accuracy is a particular issue since 

computationally predicting such flows can be challenging due to the large regions of partial flow 

separation on a modern swept wing (which has high spanwise variation and spanwise flow, 

coupled with feature complexity and large unsteadiness).  These conditions are not normally 

addressed with conventional turbulence modeling in Reynolds-Averaged Navier-Stokes 

approaches (RANS).  The primary alternatives for high Reynolds number aerodynamic flows are 

generally based on the Detached Eddy Simulations (DES) method by Spalart [9]. DES is a hybrid 

coupling of Reynolds–Averaged Navier-Stokes (RANS) and Large Eddy Simulation (LES) 

techniques. The DES approach was first successfully applied to iced airfoils and simple wings (no 

sweep) by Pan et al. [10] with at least qualitative success.  Recent studies by Butler et al. [11] 

employed Detached Eddy Simulations (DES) and Improved Delayed Detached Eddy Simulations 

(IDDES), where the latter advanced the computational robustness of the DES numerical method. 

However, extensive work completed by Saini et al. [12] has shown that the success of these HRL 

methods is susceptible to their ability to predict the dynamics in the “grey area”. This grey area is 

the intermediate location at which the numerical model transition from unsteady RANS to the 

scale-resolving mode of LES. Furthermore, DES, IDDES, and other hybrid techniques have not 

been previously examined for a swept wing (that is consistent with modern commercial aircraft 

wings) with three-dimensional leading-edge ice shapes (that are consistent with experimentally 

observed ice accretions).  This is an important issue to address since the application and assessment 

of DES and IDDES for these aerodynamic flows can be very useful for researchers to determine 

“which tool is best for the job”. Thus, the present study is a part of a larger overall initiative to 

understand iced wing aerodynamics by a consortium of organizations including NASA, the Federal 

Aviation Administration (FAA), the Office National d’Etudes et Recherches Aérospatiales 

(ONERA), Boeing, the University of Illinois, the University of Virginia, and the University of 

Washington.   

The goal of this particular study is to explore the fidelity and robustness of DES and IDDES 

compared to RANS for a CRM65 wing with a leading-edge ice shape at various moderate angles 

of attack. To the authors’ knowledge, no previous work has analyzed the ability of DES and IDDES 

(or other hybrid turbulence approaches) to predict the complexity of a flow field that is semi-

detached (i.e., neither fully attached nor fully detached/separated) for an iced swept wing. 

 

2 – Computational Domain & Methodology 

2.1 – Problem Description 

An 8.9% scale version of the semi-span swept CRM65 wing is studied in this paper consistent 

with the work done by Stebbins et al. [13] The CRM65 wing is based upon the Common Research 

Model (CRM) developed by Vassberg et al. [14] to help fulfill the need to have a contemporary 

experimental database that can directly support the validation of various applications of CFD (e.g., 

simulating ice accretion, validating turbulence models, etc.) and was comparable in design to 

modern-day commercial airplanes. The CRM65 65% scale version of the CRM is comparable to 

a variety of large commercial aircraft (e.g., Airbus A320 and Boeing 737-800). This size was 

picked based on the balance of relevancy for large and intermediate aircraft, as well as tunnel size 

restrictions for NASA’s IRT [1].  An 8.9% scale of the CRM65 was employed for aerodynamic 

testing in the Wichita State University (WSU) Walter H. Beech Wind Tunnel, as seen in Fig. 4.1.  
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The key features for this wing include a span of 1.524 m, a mean aerodynamic chord (MAC) of 

0.4234 m, a taper ratio of 0.23, and a leading-edge sweep angle of 37.2 deg [15]. 

     In terms of geometry, the present computational domain was developed with a cross-section 

that matches the aforementioned WSU wind tunnel. The corner chamfers of the wind tunnel, which 

can be seen in Fig. 4.1, were not included in the computational domain. Similarly, this study did 

not model the streamlined shroud used in the experiments, but the 6.23 cm gap between the bottom 

of the wing geometry and the floor was included. The computational domain set the outflow 

boundary condition at a location of 30·MAC downstream, and the inflow boundary condition at 

10·MAC upstream from the center of rotation.  The present study modeled all of the walls of the 

wind tunnel to utilize the uncorrected aerodynamic data collected during the experimental tests. 

The final computational domain measured 2.134 m high by 3.048 m wide by 19.68 m long and is 

the same as the one employed by Stebbins et al. [13]. The ice shape for the 8.9% scaled CRM65 

wing can be seen in Fig. 4.1 and was developed by simplifying the spanwise variation in the highly 

three-dimensional ice shapes by interpolating along the span via user-defined splines that 

replicated the major cross-sectional ice features in 2.54 cm increments. 

     In terms of flow conditions, the overall properties of the present computational study were 

selected to match the experimental setup of Broeren et al. [15] and Camello et al. [3]. These studies 

collected data via force balance measurements, surface pressure taps, oil flow visualizations, mini 

tufts, and wake surveys at a Reynolds number of 1.8·106 and a Mach number of 0.18 in the WSU 

wind tunnel. Computationally, a velocity boundary condition was assigned to the inlet, while a 

pressure outlet boundary condition was assigned to the outlet.  Finally, the angles of attack for this 

study were selected among those measured experimentally, focusing on those that yield significant 

partial flow separation, for which the nonlinear aerodynamics are most important.  These 

conditions were critical in determining the extent to which DES and IDDES could sufficiently 

predict an unsteady and semi-detached flow field, and overall aerodynamic characteristics.               

 

Fig. 4.1 a) Wind tunnel installation of 8.9% scaled CRM65 with removable leading edge and b) original CAD 

model [3]. 

 

(a) (b) 
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2.2 – Numerical Methodologies 

Turbulent unsteady flow can be characterized by eddies with different lengths and time scales.  

Theoretically, one can resolve the whole spectrum of turbulent scales using DNS without modeling 

turbulence.  However, for most engineering applications, the numerical cost is prohibitive, 

especially for high Reynolds number conditions [16].  Therefore, another approach to solving the 

Navier-Stokes equations is to use a length scale filter that filters out eddies smaller than either the 

determined length scale or the mesh grid spacing.  Since the equations obtained by the filter process 

are governed by the dynamics of large eddies, this approach is called Large Eddy Simulation 

(LES).  The LES method solves the large eddies directly (three-dimensional unsteady aspects) 

while the small eddies are modeled (with sub-grid scale turbulence modeling).  The large eddies 

are typically comparable in size to the characteristic integral length scales of the turbulent flow, 

while the small eddies are responsible for the dissipation of the turbulence kinetic energy.  Thus, 

the filter needs to be chosen carefully.  While not as intensive as DNS, one of the main weaknesses 

of LES is its high requirement for memory allocation, or RAM, and CPU run times that are orders 

of magnitudes higher when compared to RANS calculation. This is because LES requires 

substantially finer meshes than the meshes typically used for RANS. To obtain stable statistics of 

the flow being modeled, problems utilizing LES must integrate over longer periods.  Unlike 

RANS, to properly resolve all the turbulent length scales, the LES gridding near the wall needs to 

be well resolved in both the normal and parallel directions. This sometimes is neither achievable 

nor affordable, especially when the Reynolds number is large, and the flow is massively separated.  

Thus, the Wall-Modelled LES (WMLES) model was developed to activate RANS turbulence 

models in the inner part of the logarithmic layer while the outer part of the boundary layer uses a 

modified LES formulation.  However, even with WMLES, LES is not currently practical for the 

full-scale aerodynamics of an aircraft wind, like the CRM65. 

     To avoid the high CPU requirements for a pure LES approach at high aerodynamic Reynolds 

numbers, the Detached Eddy Simulation (DES) approach was created by Spalart [9] to combine 

the LES and RANS approaches practically.  In the DES model, which is referred to as a Hybrid 

RANS/LES (HRL) model, RANS is employed in the attached boundary layer regions, while the 

LES treatment is applied to the free shear and separated regions. This hybrid approach with LES 

and RANS is aimed to address both the high computational cost of a pure LES numerical method 

and the weakness of RANS to handle massive flow separations.   

     All HRL methods (e.g., DES and IDDES) require a transition from resolving the flow field 

using RANS to LES.  To achieve this, the flow is generally divided into three main regions that 

reflect this transition: Unsteady-RANS (URANS) region, the grey area region (where there is a 

transition from RANS to LES), and Scale Resolved region which is modeled with an LES type of 

approach [12].  As outlined by Saini et al. [12], the predictive capability of IDDES has a large 

dependency on both the mesh refinement as well as the underlying RANS model. Furthermore, 

both of these dependencies affect the size of the “grey area” and can have a non-negligible effect 

on the final results. The “grey area” itself is defined where 0 < f ̃d < 1. At f d̃ = 1, the numerical 

method is behaving in the URANS mode, and at f ̃d = 0, the numerical method is behaving in a 

scale resolving (e.g., LES) mode. In terms of fluid dynamics across an aerodynamic shape, this 

transition region is important as it helps bridge the gap between flow fields with very minor 

separation to flow fields with major separation (e.g., swept wing at low angles of attack vs. 

moderate angles of attack vs. high angles of attack). Further details and implications of the grey 

area can be found in Saini et al. [12]. 
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     In the current study, DES and IDDES methods are employed.  Two of the most significant 

practical issues with the DES approach are “Modeled-Stress Depletion” (MSD) and “Grid-Induced 

Separation” (GIS) [9].  Another common issue with the DES and other WMLES methods is the 

“Logarithmic-Layer Mismatch” (LLM).  To resolve these issues, the Delayed DES (DDES) was 

introduced to detect boundary layers and help delay the early onset of separation [17]. Furthermore, 

an Improved Delayed DES (IDDES) approach was developed to resolve LLM and MSD [18].  This 

model is also designed to prevent GIS and allow LES modeling of wall boundary layers.  In the 

IDDES method, a sub-grid length scale is defined to represent not only the local characteristics of 

the grid but also the wall distance.  It tends to depress this sub-grid scale and give it a steep 

variation, which subsequently stimulates instabilities and boosts the resolved Reynolds stress.  In 

addition to addressing LLM, several components of IDDES include new empirical functions.  The 

IDDES approach implemented herein modifies the transport equation of the turbulent kinetic 

energy (the equation of specific dissipation rate remains unmodified) as: 

                                       
𝜕(𝜌𝑘)

𝜕𝑡
+

𝜕(𝜌𝑘𝑢𝑖)

𝜕𝑥𝑖
=  

𝜕

𝜕𝑥𝑗
[(𝜇 + 𝜎𝑘3𝜇𝑡)

𝜕𝑘

𝜕𝑥𝑗
] + 𝐺𝑘 − 𝑌𝑘 ∙ 𝐹𝐼𝐷𝐷𝐸𝑆        (4.1) 

In the above equation, k is the turbulent kinetic energy, ρ is the density, u is the fluid mean 

velocity, and the terms for turbulent kinetic energy generation (Gk) and distraction (Yk) are 

described in Menter [19]. FIDDES is a new length scale defined for the IDDES formulation and is 

based on both the RANS turbulent length scale, the LES grid length scale, and the wall distance.  

Details can be found in Shur et al. [18] and IDDES is now a highly common hybrid approach for 

aerodynamics with large flow separation [20]. 

For the present study, IDDES was the main numerical method tested at angles of attack of 6, 

8, and 10-deg. for the aerodynamics of an iced CRM65. However, DES was also tested at an angle 

of attack of 10-deg. to provide a brief comparison of the two methodologies which have different 

grey area treatments.  In addition, both methods were compared to a conventional RANS approach, 

since this is the industry standard for aircraft design.  The underlying RANS model used for DES 

and IDDES in this study is k-ω SST. This is consistent with the work completed by Stebbins et al. 

[13] for the same geometry. To employ these models, the commercial code ANSYS Fluent was 

used for all simulations and the settings are consistent with the work presented by Butler et al. 

[11]. After running the cases to convergence using RANS, the simulations continued solving with 

the respective IDDES and DES methods using a dual-time stepping approach with an implicit 

scheme. The time step (Δt) chosen was 0.0005 sec. to satisfy an accuracy condition (to capture 

unsteadiness of the large-scale structures) of Δt <0.1c⁄U∞, where c is the MAC of the wing and U∞ 

is the freestream velocity (62.1 m/s). 

 

2.3 – Meshing Technique 

     The meshes for this study were generated using the anisotropic tetrahedral extrusion method 

(T-Rex) to create unstructured boundary layer meshes [21]. As seen in Fig. 3.2, the mesh is 

initiated by defining the surface of the model. For this study, it was deemed the most appropriate 

to use an unstructured grid for the surface to best mesh the swept wing as it helps captures the 

complexity of the surface topology as defined by the ice shape. Once the surface mesh has been 

defined, the volume mesh is grown from the surface using an appropriate Δs and growth rate. For 

this study, an initial cell height of 6.452 µm was used to ensure an appropriate y+ value equal to  
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Fig. 4.2 a) Orthogonal cross-sectional view and b) cross-sectional view in the X-Z plane at y/b = 0.28 of the 

mesh generated for the iced wing. [13] 

approximately 1, and the growth rate was chosen to be 15% with a cap of 50 max layers. The 

baseline surface mesh cells were isotropic and had an average edge length of 2.13 mm. Fig 4.2a 

provides an orthogonal view of the mesh with cuts in both the spanwise and chordwise directions. 

These cuts showcase the hybrid mesh of the domain where the T-Rex was grown from the surface 

using hexahedral and switched to tetrahedral in the domain discretizing the region beyond the 

boundary layer mesh. Fig. 4.2b provides a zoomed-in diagram of the chordwise cut of the mesh at 

a y/b = 0.28.  

(b) 

(a) 
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     As in Stebbins et al. [13], two grids were used to analyze the fluid dynamics at an angle of 

attack of 8-deg. The baseline mesh was refined along the upper surface of the wing to achieve 

further discretization of the region just aft of the leading-edge ice shape by reducing the cell edge 

length in this region was reduced from 1.27 mm to 0.914 mm. The far-field was also refined near 

the geometry by reducing the max cell edge length from 5.08 cm to 2.54 cm. While the baseline 

mesh is composed of 28.1·106 nodes and 70.2·106 cells, the refined mesh presented in this study 

for comparison is composed of 36.0·106 nodes and 101.0·106 cells. As discussed by Stebbins et 

al. [22] in their wake refinement study, it was deemed unnecessary to add high refinement aft of 

the wing’s trailing edge. The baseline mesh was used for the cases at an angle of attack of 6 and 

8-deg., while the refined mesh was used for the cases at an angle of attack of 8 and 10-deg. 

 

3 – Results 

The following section discusses the comparison of hybrid DES and IDDES predictions 

compared to experiments for the aerodynamics of an 8.9% CRM65 wing with a leading-edge ice 

shape. This includes flow field visualizations, surface pressure distributions, and time-averaged 

aerodynamic coefficients. Additionally, the analysis compares against Stebbins et al.’s [13] work 

using RANS for the same configuration and flow field conditions. 

 

3.1 – Flow Field Visualization 

     To characterize the instantaneous flow complexity captured by DES and IDDES, flow 

visualization was applied using three-dimensional surface contour maps. Chakraborty et al. [23] 

have shown that there are several schemes available to identify vortices in the field. Some of these 

schemes include the Q-criterion [24], the λ2-criterion [25], and the Δ-criterion [26]. Of the schemes 

mentioned, the Q-criterion has been used most frequently in recent studies and is defined as the 

following: 

                                                 𝑄 =  
1

2
(𝑡𝑟(Λ𝑖𝑗)

2
− 𝑡𝑟(Λ𝑖𝑗

2)) =  
1

2
‖�̅�‖2 − ‖𝑆̅‖2                      (4.2) 

where Λ is the velocity gradient tensor, S and Ω are the symmetric and antisymmetric components 

of the velocity gradient tensor. When Q > 0, the flow is largely dominated by fluid rotation or 

vorticity. When Q < 0, the flow is dominated by viscous stresses. 

     To utilize the Q-criterion, it is necessary to pick an appropriate value for a given problem that 

will sufficiently capture the desired level of observable turbulence. Too low of a value will produce 

a visual that is saturated with flow field information, while too high of a value will produce a visual 

that showcases minimum turbulent structures. After examining a range of Q-criterion values for 

the present flow fields to best capture the separated turbulent flow features, Q-criterion isosurfaces 

were set based on Q(c/U∞)2 = 100, where c is the MAC of the wing and U∞ is the freestream 

velocity. In this study, Figures 4.3 to 4.5 compare the turbulent structures present in the flow field 

at different angles of attack by using this scheme. At an angle of attack of 6-deg., Fig 4.3 shows 

the Q-criterion highlighting streaks of vortical features emanating from a leading-edge spanwise-

running separated region (bound vortex), originating near the root of the wing.  These streaks 

become more complicated (with larger structures) and more frequent towards the tip, indicating 

high three-dimensionality. 
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Fig. 4.3 Iso-surface defined by Q-criterion and colored by the coefficient of pressure for an instantaneous flow 

realization at an angle of attack of 6-deg. using the baseline mesh. [20] 

 

Fig. 4.4 Iso-surface defined by Q-criterion and colored by the coefficient of pressure for an instantaneous flow 

realization at an angle of attack of 8-deg. using a) the baseline mesh and b) the refined mesh. [20] 

(a) 

(b) 

Baseline IDDES - aoa = 8-deg. 

Refined IDDES - aoa = 8-deg. 

Turbulent Structure Grouping 

Turbulent Structure Grouping 
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     As the angle of attack increases to 8-deg., as shown in Fig. 4.4, the turbulent structures in the 

flow field are more prevalent across the span of the wing. This behavior is consistent with Brown 

et al.’s [27] data, which found the size (e.g. diameter) of the turbulent structures depicted by Q-

criterion isosurfaces to grow with increasing angle of attack. Comparing the baseline mesh to the 

refined mesh, there are clear differences in the development of the flow over the wing as well as 

the size and grouping of the turbulent structures. In the baseline mesh, there are breaks between 

the turbulent structure groupings where the coefficient of pressure increases in magnitude and 

causes a localized low-pressure region. In contrast, there are fewer breaks amongst the turbulent 

structures when using the refined mesh. Additionally, the groupings of turbulent structures are 

more pronounced in size and extent along the chordwise and streamwise direction of the wing for 

the refined mesh case.  

 

 

Fig. 4.5 Iso-surface defined by Q-criterion and colored by the coefficient of pressure for an instantaneous flow 

realization at an angle of attack of 10-deg. using the refined mesh for a) IDDES and b) DES. 

 

 

(a) 

(b) 

Refined IDDES - αoa = 10-deg. 

Refined DES - αoa = 10-deg. 
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Fig. 4.6 Schematic and oil flow visualization example of surface streamlines caused by flow separating at the 

leading edge. Based on Poll [28]. 

     Comparing the angle of attack of the 8-deg. case to the 10-deg. case in Fig. 4.5, the distinct 

groupings of turbulent structures visible at 8-deg. have largely disappeared at the higher angle of 

attack. Both the IDDES and DES cases at this angle of attack show very similar flow field behavior 

with only minimal discrepancies. DES was chosen only near the root of the wing, while the 

spanwise running vortex is still present aft of the leading edge and the magnitude of the low-

pressure region has grown, the flow remains largely attached to the upper surface of the wing. One 

of the larger differences between DES and IDDES for these figures is the presence of relatively 

small turbulent structures near the root of the wing. Comparing the inboard section to the outboard 

section, the predicted turbulent structures in the flow field have significantly grown in size and 

extent over both the span and chord of the wing. 

     The experiments conducted by Broeren et al. [1] included the collection of both mini tufts and 

oil flow visualization data. This information helps visually identify locations of attached and 

separated flow along the surface of the wing. An in-depth analysis and method were provided by 

Poll [27] to support the interpretation of oil flow visualization results to understand near-wall flow 

field behavior. This method was subsequently applied by Stebbins et al. [13] to understand the 

computationally calculated wall shear stress via RANS and is reflected in the diagram shown in 

Fig. 4.6. For a swept wing with a leading-edge ice shape at low to moderate angles of attacks, two 

major forms of turbulent flow can be observed using the near wall fluid dynamics visualization 

technique. The first is a vortex just aft of the leading edge that runs from the root of the wing to 

the tip. The second is a separation region that initiates just aft of the primary vortex and is 

composed of a separation line, vortex core, and reattachment line. In Figures 4.7 to 4.9, the 

reattachment line is represented by a white line. 

     Figure 4.7 compares mini-tuft, oil flow visualization, and wall shear stress for the iced swept 

wing at an angle of attack of 6-deg. Comparing the mini-tuft data in Fig. 4.7a to the oil flow 

visualization data in Fig. 4.7b, flow separation can be defined by the tufts pointing in a direction 

that is significantly non-parallel to the flow direction (e.g., pointing in the spanwise direction or 

towards the leading edge). Figure 4.7c shows that the RANS predicted wall shear stress shows 

good agreement with the experimental data with regard to the areas of separate and attached flow 

as denoted by the white line. Fig. 4.7d shows that the time-averaged IDDES flow field does not  
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Fig. 4.7 Comparison of time-averaged surface flow patterns at 6-deg. angle of attack for a) experimental mini 

tufts, b) experimental oil flow visualization, and computational wall shear stress for the baseline mesh using 

c) RANS and d) IDDES. White lines indicate flow reattachment location. 

fully capture the same fluid dynamics as the experimental data and there is a clear reduction in the 

area of separation in the chordwise direction across the span of the wing. The highlighted 

reattachment line has noticeably moved closer to the leading edge.  

     The differences between RANS and IDDES at an angle of attack of 6-deg. can be seen at an 

angle of attack of 8-deg. in Figure 4.8. RANS provides a very accurate representation and 

prediction of the near-wall flow field for both the baseline and refined mesh, but IDDES is unable 

to replicate the same flow features. Similar to Fig. 4.4, which showed very distinct turbulence 

structure groupings, the same patterning can be seen in the wall shear stress data. Whereas both 

the experimental and RANS data show complete flow separation past the Yehudi break in the 

spanwise direction, IDDES shows limited regions of separation that do not extend to the trailing 

edge of the wing. While the prediction using the refined mesh is generally better than the baseline 

mesh, it still predicts limited regions of separation.  An underprediction of separation is consistent 

with an overprediction of turbulent entrainment and mixing so that the mixing layer grows quicker 

and attaches sooner.  This suggests that IDDES is over-predicting turbulent mixing in the grey 

region, where both RANS-like turbulent mixing and LES-like turbulent mixing are present.  Such 

grey area transition can be difficult to predict for HRL methods when the flow separation point is 

not distinct.  However, for the present flow, the strong three-dimensionality (as evidenced by the 

many of the tufts pointing in the spanwise direction) may be the primary problem since previous 

studies of ice effects on highly two-dimensional wings were reasonably predicted by the same 

IDDES method used here [11].  

     At an angle of attack of 10-deg., as seen in Fig. 4.9, IDDES and DES can better predict the flow 

field when compared to both the experimental data and the RANS data. Similar to what is seen at 

an angle of attack of 8-deg., the experimental data shows that the flow is attached near the root of 

the wing and is separated over the upper surface of the wing past the Yehudi break. For DES and  
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Fig. 4.8 Comparison of time-averaged surface flow patterns at 8-deg. angle of attack for a) mini tufts, b) oil 

flow, and computational wall shear stress using c) RANS with baseline mesh, d) RANS with refined mesh, e) 

IDDES with baseline mesh, and f) IDDES with refined mesh. White lines again indicate flow reattachment 

location. 

 

 

Fig. 4.9 Comparison of time-averaged surface flow patterns at 10-deg. angle of attack for a) mini tufts and 

computational wall shear stress using the refined mesh for b) RANS, c) IDDES, and d) DES. White lines 

again indicate flow reattachment location. 

IDDES the flow separation has progressed across a majority of the upper surface, but the 

predictions fall just short of coming below the Yehudi break. Another major point to note that can 

be seen in Fig.4.7 to 4.9 is the complexity of the flow pattern depicted by both RANS and IDDES. 

Both sets of data are indicating that the flow within the separated region does not simply point in 

a single direction but varies widely across the span of the wing. This shows that the flow field 
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produced by a swept-wing with a leading edge ice shape is significantly more complex than the 2-

D separated flow fields highlighted in the review by Stebbins et al. [4]. 

 

3.2 – Pressure Distributions 

     The experimental work conducted by Broeren [15] collected pressure data via 10 streamwise 

rows of pressure taps along the surface of the wing. The pressure tap rows were located at y/b = 

0.11, 0.28, 0.44, 0.60, 0.81, and 0.90.  Figures 10 to 12 leverage the resulting data from the 

experiment to provide a comparison of the pressure distribution along the surface of the wing. The 

coefficient of pressure contours generated from the RANS simulations is highlighted in the top left 

of the figures, while the experimental vs. computational data is shown along the periphery. For 

understanding flow separation via the pressure distribution plots, Broeren et al. [28] characterized 

separation as being associated with a near-constant coefficient of pressure value versus x/c.  

 

 

Fig. 4.10 Time-averaged coefficient of pressure color contour on the upper surface for an iced wing at 6-deg. 

angle of attack with the chordwise coefficient of pressure distribution comparisons at six spanwise locations. 
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     The first set of comparisons to consider is provided in Figure 4.10 for the swept wing at 6-deg. 

angle of attack. As Stebbins et al. [13] noted, the RANS simulations that leveraged the k-ω SST 

turbulence model proved to be quite accurate in capturing the pressure distribution along the wing's 

lower and upper surface. This remains consistent at each spanwise location. In contrast, we see 

that IDDES was not able to accurately capture the pressure distribution. Similar to the wall shear 

stress data highlighted in Fig. 4.7, at the most inboard spanwise location, y/b = 0.6, both RANS 

and IDDES accurately capture the near-surface fluid dynamics. However, examining y/b = 0.28 

and 0.44, IDDES consistently predicts the flow is reattaching over a shorter distance in the 

chordwise direction when compared to the experimental and RANS data. This suggests that 

IDDES is over-predicting turbulent mixing in the grey region, where both RANS-like turbulent 

mixing and LES-like turbulent mixing are present, and that this over-prediction is related to the 

strong three-dimensionality of the flow.  At spanwise locations beyond y/b = 0.44, IDDES can 

more accurately capture the extent of the flow separation but overpredicts the maximum value of 

the pressure plateau defining the flow separation. This is again consistent with an overprediction 

of turbulent mixing in the grey region. 

 

 

Fig. 4.11 Same as Fig. 10 except for at an angle of attack of 8-deg. 
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     Figure 4.11 provides a similar story regarding experimental vs. RANS vs. IDDES at an angle 

of attack of 8-deg. Here, the mesh sensitivity study is highlighted and compares the results of the 

numerical methodologies using two selected meshes. At y/b = 0.11, both RANS and IDDES 

capture the general trend of the pressure distribution albeit with some higher values just aft of the 

leading edge. Moving outboard, similar to at an angle of attack of 6-deg., IDDES predicts a smaller 

separation along the upper surface, which leads to errors in predicting the coefficient of pressure. 

This is consistent with the wall shear stress behavior examined in Fig. 4.8, where the flow is only 

separated for about half of the chord across the span of the wing, but then reattaches. This result 

does not line up with the experimental data which shows that the flow should be fully separated at 

all outboard locations greater than y/b = 0.44. Comparing the baseline mesh to the refined mesh, 

the predicted coefficient of pressure peak along the upper surface is reduced (most notably at y/b 

= 0.60), but the increase in cell resolution does not allow for IDDES to accurately capture the flow 

field behavior.  

 

 

Fig. 4.12 Same as Fig. 10 except at an angle of attack of 10-deg. 
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     Figure 4.12 compares both DES and IDDES to the experimental data and RANS. At an angle 

of attack of 10-deg., DES and IDDES are more closely aligned with the experimental data and 

RANS prediction. At y/b = 0.11, the flow is generally attached and the IDDES, DES, and RANS 

predictions stack closely on top of one another and capture the general trend of the coefficient of 

pressure. Further outboard, the pressure distribution profiles generated from RANS predicts the 

complete flow separation across the span of the wing starting at y/b = 0.28. However, the DES and 

IDDES continue to underpredict flow separation at these outboard locations, e.g. produce 

coefficients of pressure distributions that are more consistent with the inboard attached flow at y/b 

= 0.11 than the actually-observed highly separated flow, suggesting that DES and IDDES 

overpredict turbulent mixing in the grey region when there is complex three-dimensional flow 

separation. 

 

3.3 – Aerodynamic Coefficients 

Figure 4.13 compares the ability of RANS, IDDES, and DES to accurately predict the 

aerodynamic coefficients of the swept wing with a leading-edge ice shape. Time-averaging was 

done across IDDES and DES across 1,000 to 4,000 iterations (i.e. 0.5 to 2.0 seconds of flow time) 

to allow a statistically converged average. As the angle of attack increased, it was necessary to 

average over a longer period of time in order to obtain a stable solution (i.e. the angle of attack of 

6-deg. case took 1,000 iterations while the angle of attack of 10-deg. case took 4,000 iterations). 

In Fig. 4.13a, RANS captures both the trend and value at low to moderate angles of attack but 

begins to underpredict the value around 8-deg. At an angle of attack of 6 and 8-deg., DES and 

IDDES can accurately capture the coefficient of lift, but this is contradictory to the numerical 

methods’ ability to capture the pressure distribution along the span of the wing as noted in Fig. 

4.11. This highlights the necessity to not rely only on the time-averaged aerodynamic coefficients 

to determine the ability of a turbulence model to accurately predict the flow field but to review the 

flow domain and other characteristics as well. By ignoring the latter, it is possible to improperly 

accept answers that are misleading and not entirely correct. As the angle of attack increases, it is 

more apparent the overprediction of the coefficient of pressure magnitude by both DES and IDDES 

results in a higher lift value. Similar to the coefficient of pressure plots in Fig. 4.12, DES performs 

slightly better than IDDES at an angle of attack of 10-deg. 

Figure 4.13b focuses on comparing the coefficient of pitching moment for the numerical 

methods versus experimental data. At an angle of attack of 7-deg., the experimental data features 

a pitching moment break characterized by the sudden slope change from negative to positive. 

While RANS can accurately capture the coefficient of pitching moment trend up to 6-deg., it 

predicts that the pitching moment break occurs at a lower angle of attack. Furthermore, it does not 

accurately predict the value of the coefficient of pitching moment after 8-deg. In contrast to RANS, 

IDDES does not capture the pitching moment break and carries a negative slope through angles of 

attack of 8 and 10-deg. DES provides a slight improvement over IDDES, but both HRL methods 

overpredict the magnitude of the coefficient of pitching moment. This is consistent with the 

behavior displayed in the pressure distribution plots of Fig. 4.12. Based on a moment arm located 

at x = 0.4441 m, the overprediction of the pressure distribution at spanwise locations greater than 

y/b = 0.44 results in a larger negative rolling moment. 
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Fig. 4.13 Comparison of experimental and predicted time-averaged aerodynamics for a) coefficient of lift vs. 

angle of attack, b) coefficient of pitching moment vs. angle of attack, and b) lift-drag polar. 

Figure 4.13c shows that the general trend of the Lift-Drag polar is well captured by the 

turbulence models. At low angles of attack, RANS accurately captures both the lift and drag of the 

swept wing. As the angle of attack increases, RANS underpredicts both the lift and drag of the 

swept wing. For IDDES, at an angle of attack of 6-deg., the lift value is well predicted but the drag 

value is underpredicted. This discrepancy in predicted drag value versus experimental data 

increases at angles of attack greater than 6-deg. This difference can be associated with the lack of 

accuracy in predicting the flow separation as highlighted in previous figures. 

 

4 – Conclusion 

     Recent experimental work has investigated the impact of leading-edge ice accretion shapes on 

the aerodynamics of a 65% version of the Common Research Model (CRM). The objective of this 

study is to leverage the accumulated experimental data to assess the ability of DES and IDDES to 

(a) (b) 

(c) 
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predict the complex flow physics and aerodynamic performance for semi-detached flow over a 

swept wing at moderate angles of attack. The wing in this study was modeled in a computational 

domain similar to a previous RANS study performed by Stebbins et al. [13]. Historically, HRL 

methods have shown good agreement with experimental data for 3D extruded airfoils and un-

swept wings with ice accretion. While IDDES, and more fundamentally DES, were developed to 

perform well with flow fields that are fully separated, their performance for semi-detached 

spanwise flows over swept wings is not well documented.  To the authors’ knowledge, this was 

the first use of HRL methods to predict the flow physics and aerodynamics of a swept wing with 

leading-edge ice.    

     Separated flow over a swept wing is highly unsteady and three-dimensional. Q-criterion allows 

for visualization of the turbulent structures present in the flow field at a snapshot in time. As the 

simulated angle of attack progresses from 6 to 10-deg., both DES and IDDES predict that the size 

of these turbulent structures increases as the flow progressively becomes more separated.  

The near-wall fluid dynamics were investigated with experimental mini tufts and oil flow 

visualization data compared to computationally calculated wall shear stress. The experimental 

results showed that high angles of attack produce high spanwise flow (with many tufts pointing in 

the spanwise direction) with large outboard flow separation, extending to the trailing edge.  While 

this behavior was captured with RANS, the outboard separation (past the Yehudi break) was 

significantly underpredicted IDDES and DES due to flow reattachment well before the trailing 

edge.  This is consistent with an overprediction of turbulent entrainment and mixing so that the 

mixing layer grows quicker and attaches sooner.  This suggests that IDDES is over-predicting 

turbulent mixing in the grey region, where both RANS-like turbulent mixing and LES-like 

turbulent mixing are present.  Such grey area transition can be difficult to predict for HRL methods 

when the flow separation point is not distinct.  However, for the present flow, the strong three-

dimensionality may be the primary problem.  

The underprediction of outboard separation by DES and IDDES at high angles of attack was 

also reflected in both the pressure distribution plots and the integrated aerodynamic coefficients. 

For all angles of attack analyzed in this study, DES and IDDES were only able to capture the 

pressure distribution at the most inboard spanwise location and did not accurately capture the large 

outboard flow separation regions. These inaccuracies consisted of both over-predicting the 

magnitude of the pressure plateau defining flow separation, as well as when the flow reattached to 

the upper surface of the wing. These discrepancies led to the overprediction of the integrated 

coefficient of lift, as well as not capturing the right angle of attack at which there is a pitching 

moment break in the experimental data.  

     The issues listed above can be linked to the presence of a complex spanwise component of flow 

velocity over the upper surface of the wing and an inaccurate prediction of the fluid dynamics in 

the transition zone between the URANS region and the scale-resolved region. This transition zone, 

or “grey area”, is known to be sensitive to the mesh and underlying RANS model as well. However, 

the present IDDES results show that the underlying RANS model is not problematic and that 

higher-resolution IDDES did not solve the problem.  Therefore, the highly three-dimensional 

nature of the flow separation is expected to be the primary culprit for the over-predicting turbulent 

mixing in the grey region, where both RANS-like turbulent mixing and LES-like turbulent mixing 

are present.  Recommendations for future work include the pursuit of three main objectives: 1) 

understanding the turbulent mixing performance of the “grey area” for predicting iced swept wing 

aerodynamics, 2) exploring improvements to IDDES and other zonal methods for highly three-



 

65 

 

dimensional separation flows to increase accuracy prediction, and 3) investigating the differences 

in flow physics and aerodynamics for a simplified ice shape (3D smooth geometry) vs. a high 

fidelity ice shape (3D complex geometry). 
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Chapter 5 

 

 

Simulations of Ice Particle Impacts on a Hypersonic 

Forebody

 

1 – Introduction 

The growing desire for hypersonic vehicles has steadily pushed the design and development 

of various types of vehicles forward. These vehicles range from single to repeated use, and from 

air-breathing propulsion systems to boost and glide. One of the many concerns for the development 

of these vehicles is their ability to withstand the various environments and atmospheric conditions 

they are exposed to within their flight envelope. Their flight envelope, examples of which can be 

seen in Fig. 5.1, encompasses a range of altitudes at which various meteorological particles can 

exist. At high velocities, these particles can be damaging to a vehicle’s forebody, engine 

components, optical sensors and radomes [1]. As such, engineers need to be aware of the materials 

being used and coatings applied to counteract erosion for key components. 

 

 

Fig. 5.1 General flight envelopes of a) boost-glide and b) air-breathing hypersonic vehicles with maximum 

altitudes expected for meteorological particles [9] and ice particles analyzed herein. 
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Recent studies have focused on understanding two key components surrounding the physics of 

particle interaction with hypersonic vehicles. The first component entails identifying the type of 

particles that can exist at relevant altitudes and their various characteristics. A particle’s material, 

shape, and size all have a driving influence on how they behave in the hypersonic flow regime as 

well as what damage it can cause to vehicles.  Understanding what type of particles exist helps to 

understand the driving physics and particle trajectories. These aspects play an important role in the 

overall damage and erosion of the material covering a surface [2–8]. Connolly et al. [9] highlighted 

that there are very few publicly available studies of particles at hypersonic speeds. Those that are 

available, have utilized first-order theoretical approximations [10,11] and did not consider either 

the shape of the particle or the flow compressibility.  

The second component of these studies utilized experiments and simulations to focus on 

understanding a small subset of models defining the erosion of surface materials. Erosion occurs 

when a given object is subjected to the repeated impact of particles that exist in a given fluid 

domain (e.g., flying through a cloud composed of water and ice). Most studies have found that 

while damage to the vehicle caused by meteorological particles is a function of the particle’s 

characteristics, it is also a function of the vehicle’s material composition and resistance to erosion 

[8]. One such study completed by Cai et al. [2], examined the impact of various-sized quartz sand 

particles on a boronized coating, whose properties can be found in the reference. The results 

allowed them to develop the following empirical formula for erosive weight loss per unit time of 

a boronized coating: 

                                                          𝐸𝑚 =  sin(𝛽) 𝑣𝑝
𝑒1𝑑𝑝

𝑒2 𝜌𝑝
𝑒3𝑞𝑘𝜌𝑐𝐾𝑐

𝑒4𝐻𝑒5        (5.1) 

Where q is mass of the incoming particles (kg/h), β is the incident angle of the particle impact 

trajectory relative to the surface (˚), ρc is the density of the coating (g/m3), ρp is the density of the 

particles (g/m3), vp is the impact velocity of the particles (m/s), dp is the particle diameter (μm) , 

Kc is the fracture toughness of the target (MPa·m1/2), and H is the microhardness of the target 

(GPa). The exponents e1, e2, e3, e4, and e5 are assigned values based on the best fit for the 

experimental data.  

Another study done by Lorenz [8] highlighted that the total erosion wear of an object is a 

combination of the cutting wear and impact wear. At low impact angles, the impact wear is 

essentially negligible. With other simplifications noted by Lorenz, the total erosion wear, or WRt 

(g), reduces to: 

                                                                     𝑊𝑅𝑡 =
𝑚𝑝,𝑡𝑜𝑡𝑎𝑙𝑣𝑝

2𝑐𝑜𝑠2𝛽

2𝜑
                                                                              (5.2) 

Where Lorenz defined mp,total as the total weight of the particles impinging on the target (lb), β as 

the impact angle (˚), vp is the impact velocity of the particles (ft/s), φ is the cutting resistance of 

the material (ft-lb/g).  

Palmer et al. [6] further built on the work done by Lorenz and Papadopoulos et al. [8,12] to 

develop generic erosion models with respect to crater diameter and depth due to particle impact 

on various materials for heat shields. The overall erosion/recession of the heatshield, Σp (m), was 

found to be a function of the crater diameter (Dc), crater penetration depth (p), impact angle (β), 

and number of particles impacting the target per unit area (Np). 

                                                                      ∑ 𝑝 ~𝐷𝑐
2𝑝𝑁𝑝(cos 𝛽)𝑛                                                           (5.3) 
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Computational advancement in fluid dynamic analysis has allowed for both the analysis of 

shock boundary-layer interactions stemming from complex geometries as well as providing 

increased fidelity in hypersonic flow fields such that erosion models can be used in conjunction 

with predicted particle trajectories. Accurate flow field predictions requires increased fidelity in 

predicting the drag and impact physics of irregular-shaped solid particles [13]. For medium-fidelity 

models, one-way coupling (i.e., only calculating fluid impact on particle) for the particle trajectory 

is sufficient as high-fidelity models require resolution of the physics defining the particle influence 

on the fluid and particle to particle interaction. These interactions are on the order of milliseconds 

and would result in a substantial cost to model the numerous particle impacts that will occur over 

the surface of the vehicle body. Additionally, medium-fidelity simulations will support reducing 

the scope of high-fidelity simulations by eliminating the subset of particles that have a small 

enough aerodynamic response time. These particles will generally be influenced by the freestream 

flow direction before interacting with the boundary layer and will be carried away from the vehicle 

body. 

The objective of this study is to understand the theoretical trajectories, changes in characteristic 

particle properties, and subsequent impact and erosion for a range of ice particle diameters. While 

the impact of particles on subsonic vehicles has been widely researched and understood [14,15], 

there are only a select number of studies that look at the impact on hypersonic vehicles either 

experimentally or computationally. To support this analysis, a particle drag model will be used to 

determine the influence of ice particle shape on the final trajectory in a compressible flow. For a 

large set of particles injected at discreet radial locations along the nose cone of the vehicle body, 

discrete particle properties, such as velocity and temperature, are tracked from injection to impact. 

These properties will be compiled and analyzed to determine potential damage to the vehicle body 

as well as any phase change of the ice particles before impact. To the authors’ knowledge, this is 

the first publicly known study to utilize computational methods to consider and track atmospheric 

ice particles based on shape and mass distribution, analyze their impact on a hypersonic vehicle at 

a specified point in the flight trajectory, and determine mass erosion per unit time based on 

empirical formulas derived from particle impacts on specific materials. 

 

2 – Approach 

2.1 – Flight Condition 

As noted by Connolly et al. [9], particle damage is a combination of both the particle impact 

physics as well as the net number of particles. As altitude increases, there is both a reduction in 

the influence of drag on the particle trajectory before impact, as well as an increase in the 

theoretical vehicle velocity based on the flight trajectories seen in Fig. 5.1. However, an increase 

in altitude will also result in a decrease in the particle concentration present along the flight 

trajectory. An Advisory Circular released by the Federal Aviation Administration (FAA) [16] 

notes that clouds composed of ice particles can exist past 10 km, but Ekelund et al. [17] have 

shown that the ice water concentration (IWC) of clouds is the greatest around 6 km and begins to 

rapidly decrease past 10 km. At 10 km, the peak IWC observed is approximately 400 g/m3 and 

will be utilized in this study. Focusing on a flight condition with an altitude of 10 km and a vehicle 

speed of 1,200 m/s (Rev = 33.7·106) will allow for a reasonable analysis of ice particle impact and 

a comparison against previous data for ash/sand particles. At this altitude, the freestream 

temperature and pressure are -50 ˚C and 26,436.3 Pa respectively. 
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Fig. 5.2 Images of ice shapes for altitudes ranging from 8.5 to 11 km and temperatures ranging from -60 to -

40 ˚  includin  a wide ran e of ice supersaturation.   dapted from Bailey et al. [28]  

The hypersonic vehicle selected for this study is based on the geometries outlined by Connolly 

et al. [9]. The forebody is an axisymmetric cone with a 15 deg. half-angle and a leading-edge 

radius of 10 mm. Only the forebody was simulated as this is one of the more critical regions of a 

hypersonic vehicle due to the complex gas-dynamic and boundary layer interaction occurring near 

the bow shock. The geometry was designed such that the streamwise coordinate (x) would be 0 at 

the point where the conical forebody would meet the axis line if there was no leading-edge radius. 

This results in an actual nose tip that starts at x = 0.0286 m.  

 

2.2 – Ice Shapes and Mass Distributions 

At the flight condition for this study, three different types of ice shapes can be found: plate-

like, column-like, and irregular (used interchangeably with aggregate). Each of these ice shapes 

can be seen in Fig. 5.2, and Table 5.1 highlights the different concentration levels of the ice shapes 

at -50 ˚C. Additionally, at this altitude, the peak While irregular ice shape has the largest 

concentration of the three types, it is necessary to pre-determine whether or not this ice shape, 

which resembles an aggregation of column-like ice shapes, can withstand the pressure jump across 

the shock emanating from the vehicle body. Gundlach [18] found that irregular (or aggregate) ice 

shapes have a tensile strength of <5 kPa. At an altitude of 10 km, the freestream pressure is 26,344 

kPa. Using oblique shock wave equations, the theoretical pressure increase P1/P0 is 3.697 across 

the shock. This results in a sufficient pressure differential that will cause the irregular ice shape to 

break up before impact on the vehicle body. This study then assumes that the aggregate ice shape 

break up will result in a variety of sizes that are largely column ice shapes. 

The ice diameters used in this study are based on the bins defined originally by Jeck [19] and 

supplemented by information compiled by Moisseev et al. [20] for ice particle size data [21,22]. 

Plate and column ice naturally form up to 3,000 μm and irregular types of ice shapes dominate the 

particles that are sized 3,000 μm to 10,000 μm in diameter. Assuming that the irregular ice shapes 

will break into ice shapes that are half the original diameter, the mass percentage bins defined by 

Jeck [19] for particles of 3,000 to 6,000 μm and 6,000 to 10,000 μm, will be redistributed 

accordingly as 1,500 to 3,000 μm and 3,000 to 5,000 μm respectively. Accounting for the 
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redistributed mass, Table 5.2 tabulates the final ice particle size distribution and the mass 

percentage that is utilized in this study. This distribution is based on simplifying the bin of ice 

particle diameters provided at high altitudes by taking the mean of each bin. The final distribution 

shows that most of the expected mass in a given cloud is associated with 650 and 2,000 μm 

particles. Additionally, for this study, the particles are assumed to have a density of 917 kg/m3 and 

a specific heat capacity of 2,180 J (kg ˚C). 

 

Table 5.1 Concentration of different ice particle shapes at T∞ = -50 ˚ . and selected aerodynamic 

characteristics [27] 

Ice Shapes Concentration (%) Aspect Ratio (E) C
shape

 C
D
 

Plate-like 21.80 0.27 4.52 1.90 

Column-like 31.11 2.37 1.52 0.64 

Irregular 47.09 - - - 

 

Table 5.2 Bin size distribution by fraction of ice particles mass and by shape [19] 

dp range (μm) dp (μm) m% mplate% mcolumn% Rep,0 

50 – 100 75 1.5 0.33 1.17 2,530 

100 – 300 200 12.0 2.62 9.38 6,740 

300 – 1000 650 43.0 9.37 33.63 21,900 

1,000 – 3,000 2,000 43.0 9.37 33.63 67,400 

3,000 – 5,000 4,000 0.5 0.11 0.39 135,000 

 

 

2.3 – Numerical Methodology  

For this study, the calculation of the particle trajectories is broken into two simulations 

performed in ANSYS Fluent. The flow field around the vehicle body is solved in the first 

simulation, and the second simulation consists of injecting the particles into the converged solution 

of the first simulation. The simulations utilize a density-based solver with third-order discretization 

in combination with the shear stress transport (SST) turbulence model. The mesh used in both 

simulations is the product of a coarse mesh subjected to iterative adaptive meshing. The goal of 

the adaptive mesh was to ensure proper resolution of the shock by determining which cells 

contained the largest pressure gradients. The overall process, which consisted of splitting the 

selected cells four times, was repeated five times and created a final refined mesh with 2·106 cells. 

To ensure proper resolution of the boundary layer, an initial cell height in the wall-normal direction 

was prescribed a length of 0.5 μm. Subsequent cells were generated from the initial layer by using 

a growth rate of 1.20 until a total of 40 cells span the boundary layer in the wall-normal direction. 

The final mesh can be seen overlayed on top of pressure contours in Fig 5.3.  
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Fig. 5.3 Axisymmetric fine mesh using adaptive meshing near the shock with contours of Mach Number: a) 

full simulated flow domain and b) closeup near leading edge radius. 

For the particle trajectory simulations, it is necessary to define an appropriate particle drag 

model to accurately predict the particle trajectories and velocities for both plate and column ice 

shapes. The equation of motion for a particle is defined in ANSYS [23] as the following: 

                                                        
𝑑𝑣𝑝

𝑑𝑡
=  𝐹𝐷(𝑣𝑓 −  𝑣𝑝) + 

𝑔𝑥(𝜌𝑝− 𝜌𝑓)

𝜌𝑝
+  𝐹𝑥                     (5.4) 

Where vp is the particle velocity, vf is the velocity of the fluid, FD is the drag force, gx is the 

gravitational acceleration, ρp is the density of the particle, and ρf is the density of the fluid. The last 

term, Fx, encompasses additional forces calculated by ANSYS that act on the particle. Generally, 

for meteorological water and ice particles, the effects of gravity can largely be ignored as the 

particles have no appreciable fall velocity and are balanced by the atmospheric updraft until the 

particles grow in mass.  

The drag force (FD) is defined by ANSYS as a function of the coefficient of drag (CD), the 

relative Reynolds number (Rep), particle density (ρp), and particle diameter (dp): 
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)
 

(m
)

 (m)

Mach Number 0.0  0.4  0.8  1.2  1.6  2.0  2.4  2.8  3.2  3.6  4.0

 (m)



 

75 

 

                                                                          𝐹𝐷 =  
18𝜇𝑓

𝜌𝑝𝑑𝑝
2  

𝐶𝐷𝑅𝑒𝑝

24
           (5.5) 

                                                                          𝑅𝑒𝑝 =  
𝜌𝑑𝑝|𝑣𝑝−𝑣𝑓|

𝜇𝑓
          (5.6) 

Work completed by Loth [24] found that for non-spherical particles at intermediate particle 

Reynolds numbers, the coefficient of drag can be defined as the following: 

                                                                           𝐶𝐷 =  𝐶𝐷
∗ ∙ 𝐶𝑆ℎ𝑎𝑝𝑒           (5.7) 

Additionally, the normalized drag coefficient, CD
*, can be approximated as 0.42 for particles that 

have a sufficiently high Rep. This was validated by Loth [24] through a compilation of various 

studies focused on different particle shapes. For irregular particles, Cshape is a function of the 

normalized surface area, Asurf
*: 

                                            𝐶𝑠ℎ𝑎𝑝𝑒 = 1 + 1.5√𝐴𝑠𝑢𝑟𝑓
∗ − 1 + 6.7(𝐴𝑠𝑢𝑟𝑓

∗ − 1)  𝑓𝑜𝑟 𝐸 ≤ 1      (5.8) 

                                           𝐶𝑠ℎ𝑎𝑝𝑒 = 1 + 0.7√𝐴𝑠𝑢𝑟𝑓
∗ − 1 + 2.4(𝐴𝑠𝑢𝑟𝑓

∗ − 1)  𝑓𝑜𝑟 𝐸 ≥ 1                     (5.9) 

Equating plate ice shapes as oblate spheroids (aspect ratio, E < 1) and column ice shapes as prolate 

spheroids (aspect ratio, E > 1) it is possible to define Asurf
* for both particles as: 

                                               𝐴𝑠𝑢𝑟𝑓
∗ =  

𝐸
−2

3⁄

2
+ 

𝐸
4

3⁄

4√1−𝐸2
ln (

1+√1−𝐸2

1−√1−𝐸2
)    𝑓𝑜𝑟 𝐸 ≤ 1     (5.10) 

                                        𝐴𝑠𝑢𝑟𝑓
∗ =  

𝐸
−2

3⁄

2
+ 

𝐸
1

3⁄

2√1−𝐸−2
sin−1(√1 − 𝐸−2)    𝑓𝑜𝑟 𝐸 ≥ 1    (5.11) 

Using the tabulated data compiled by Um et al. [25] for the aspect ratio of plate and column ice, 

the final values for E, Cshape, and CD can be found in Table 5.1 and are used for the rest of this 

study. 

 

3 – Results 

3.1 – Gas Flow Around Forebody 

As noted in the previous section, Fig. 5.3 overlays the final refined adaptive mesh over contours 

of Mach number in the full domain (Fig. 5.3a) and near the nose of the vehicle body (Fig. 5.3b). 

An adaptive mesh was developed before particle injection to ensure proper resolution of the shock 

formed by the vehicle body in a Mach 4 flow condition. The adaptive mesh results in a distinctly 

defined weak oblique shock above the vehicle body where the Mach number has decreased from 

Mach 4 to about Mach 3. Figure 5.3b further highlights the refinement of the adaptive mesh by 

showcasing the large cluster of cells defining the bow shock near the nose of the vehicle. In this 

region near the nose of the vehicle, the flow comes to rest at the stagnation point and subsequently 

interacts with the downstream development of the boundary layer across the surface of the vehicle 

body. Additionally, this region is where the largest temperature rise occurs across the shock occurs 

and exceeds 300 ˚C, as seen in Fig 5.4. 
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Fig. 5.4  ontours of temperature  ˚   around a hypersonic cone travelin  at Mach 4 with a zoomed in view of 

the boundary layer a) and b). 

A grid resolution study was done by Connolly et al. [9] on a similar mesh in order to determine 

the quality of the adaptive mesh. The study consisted of investigating the resolution of the total 

pressure distribution along the leading-edge nose. As can be seen in Fig. 5.4b, this area was chosen 

as this was the most complex region with the largest observable gradients. Their study found that 

the predictions produced by the coarse and refined meshes were nearly identical and thus were 

confident in achieving grid convergence. 

A pressure contour of the fluid domain can be seen in Figure 5.5. As expected of a supersonic 

flow, the pressure sharply increases downstream of the shockwave. Additionally, Fig 5.5 uses 

streamtraces to highlight the velocity field of the fluid domain. The presence of the geometry, and 

subsequently the oblique shock, causes the fluid to turn in the +y direction of the fluid domain. As 

will be discussed in the following section, this behavior drives the physics of the incoming particles 

prior to impact on the vehicle forebody. 
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Fig. 5.5 Contours of pressure (Pa) around a hypersonic cone traveling at Mach 4 with an overlay of 

streamtraces defining the velocity field of the fluid domain. 

 

3.2 – Particle Trajectories 

     Select particle tracks originating from the inlet boundary condition are highlighted in Fig. 5.6 

for both ice shapes with a focus on particle diameters of 75 and 650 μm. One of the key factors to 

consider when analyzing the impact of the flow domain on particles is the time scales each particle 

experiences along the trajectory. There are three regimes of time scales to consider: external flow, 

boundary layer, and particle impact. As noted by Connolly et al. [9], each of these time scales can 

then be compared to the particle response time, which is essentially a function of particle size. 

Examples provided show that the aerodynamic response time, τp, increases with particle size (e.g., 

a 1μm particle has a response time of ~10 μs whereas a 100 μm particle has a response time of 

~0.1 s) [26]. 

                                                                 𝜏𝑝 =  
𝜌𝑝𝑑𝑝

2

18𝜇𝑓𝑓
=  

4𝜌𝑝𝑑𝑝

3𝜌𝑓𝑤𝑟𝑒𝑙𝐶𝐷
                     (5.12) 

                                                                     𝑤𝑟𝑒𝑙 =  𝑣𝑝 −  𝑣𝑓@𝑝                     (5.13) 

The smaller the aerodynamic response time, the more likely the particle will be influenced by the 

time scales of external flow (~2·10-4 s), boundary layer (~2·10-5 s), and particle impact (~4·10-7 

s).   

Comparing to the study conducted by Connolly et al. [9] where the minimum particle diameter 

analyzed was 1 μm, the minimum diameter of this study is 75 μm. For a 75 μm diameter particle 

of plate ice, very few of displayed particles were influenced by the flow past the oblique shock 

and did not impact the surface of the vehicle. As the diameter increases for the plate ice to 650 μm, 

only one particle trajectory amongst those displayed does not hit the vehicle body. For column ice, 

the number of trajectories that impact the vehicle body for particles with a diameter of 75 μm (Fig.  
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Fig. 5.6   article tracks for plate and column ice particle diameters of 75 μm and 650 μm 

a)

b)

c)

d)
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5.6c) is higher than for plate ice, and all the trajectories shown for the 650 um particles (Fig. 5.6d) 

make an impact. 

As each particle transverses its trajectory, various particle properties change with time. Two 

key parameters that are tracked in this study are velocity and temperature. Fig. 5.7 captures a select 

set of particles released at the midpoint of the radial extent of the cone (x = 0, y = 0.134 m). In 

contrast to the particles analyzed and injected at the same location in the study by Connolly et al. 

[9], every particle impacts the vehicle body. The longest period of travel, defined as the time from 

injection into the flow to impact with the surface, for the particles is ~0.55 s and is experienced by 

the 75 μm particle. Over this period, the particle only slows down slightly and impacts at a velocity 

that is less than 5% different from the initial velocity. As the particle diameter increases to 4,000 

μm, the change in velocity is almost negligible and the particle largely impacts at its original 

injected speed. 

Replotting Fig. 5.7 as Impact Velocity Magnitude vs. Particle Diameter in Fig. 5.8, the 

difference between plate and column ice is further highlighted. Overall, for any given particle 

diameter, column ice impacts the vehicle at a higher velocity, which can be attributed to the lower 

coefficient of drag. For the smallest particle size analyzed, the delta change from the initial velocity 

for the plate ice is twice that of the column ice. As the particle size increases, both particle types 

experience a relatively low change in velocity. Fig. 5.8b highlights a very close trend for plate and 

column ice impact as a function of Stokes number (St): 

                                                                            𝑆𝑡 =  
𝑢0

𝑙0
𝜏𝑝                   (5.14) 

 

Fig. 5.7 Single particle-track velocities for various plate and column ice particle diameters where the cross 

marker denotes location of particle impact with the surface. 
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Where u0 is the fluid velocity and is assumed to be the flight velocity of 1,200 m/s, and l0 is the 

characteristic length and assumed to be the length of the vehicle (1 m). 

This trend shows that for a given plate ice diameter, it is possible to find a similar column ice 

diameter that will impact at the same velocity and vice versa. The Stokes number is a 

dimensionless constant that characterizes the physics governing the change in particle behavior in 

a given fluid domain. In general, for St >> 1, particles will tend to not follow the flow streamlines, 

and vice versa for St << 1. The main difference between the two ice shapes in regards to the 

calculation of Stokes number is the CD value. Another key point reflected in this image is the fact 

that the calculated Stokes number, which is a function of the aerodynamic response time, for all 

the ice particles are much greater than 1. This further supports the particle tracks plotted in Fig. 

5.6 in which there is largely no change in the pathlines downstream of the shock, albeit those 

derived from the smallest analyzed particles at the furthest radial extent of the cone. 

 

Fig. 5.8  omparison of impact velocity for  onnolly’s meteorolo ical particles       [9], plate-shaped ice 

particles, and column-shaped ice particles as a function of: a) diameter and b) Stokes number 

(a) 

(b) 
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One of the various unknowns associated with ice particle impact on a hypersonic body is if the 

particle will undergo a phase change from ice to water before impact. If a phase change occurs, 

then not only will this modify key particle characteristics such as shape (which effects drag), but 

will also subsequently alter the physics of the particle impact and erosion of the vehicle body. 

However, as seen in Fig. 5.9, the change in temperature (ΔTp) of the particles over the trajectory 

is minimal and the 75 μm particle experiences the greatest a ΔTp < 4 ˚C.  This highlights that in 

the scope of this study, there is no concern for phase change of the particles as the particle 

temperature remains below freezing, and an assumption can be made that the ice particles will 

largely remain solid as they impact the vehicle body. However, as seen in the study by Connolly 

et al. [9], as the particle size decreases, the period of time of the particle trajectory before impact 

increases and results in an increase in duration in which the particle’s temperature can raise (e.g., 

a 10 μm ARD particle experienced a ΔTp ~65 ˚C). Thus, future studies that analyze smaller ice 

particles should be cognizant of this behavior and be diligent and tracking particle temperature 

versus time before impact. 

 

 

Fig. 5.9 Single particle-track temperatures for various plate and column ice particle diameters, where the 

cross marker denotes location of particle impact with the surface. 
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Fig. 5.10 Schematic outlining the definition of rimpact and rnose cone using the particle tracks for plate ice 

particles with a diameter of 75 μm. 

 

3.3 – Particle Impact Physics 

Surface erosion is a result of the number of particles impacting the surface and the material 

properties defining the particle and surface material. To analyze the impact of the particles across 

the radial extent of the vehicle body, 10,000 particles were released at equidistant spacing along 

the inlet boundary condition for each different ice shape and particle bin size. The probability of 

particle impact was calculated by using a particle-impact fraction, which was defined by Connolly 

et al. [9] as the ratio of the number of particles that impact the nose cone to the total number of 

particles that are in the projected upstream cross-sectional area based on the nose cone radius   

(Anose cone). As diagramed in Fig. 5.10, due to a fixed cross-sectional area upstream (Aimpact), the 

impact fraction can be determined by the ratio of the largest upstream radial location of particles 

that impacted the vehicle (rimpact) relative to the radius of the nose cone (rnose cone): 

                                                                  𝜂 =  
𝐴𝑖𝑚𝑝𝑎𝑐𝑡

𝐴𝑛𝑜𝑠𝑒 𝑐𝑜𝑛𝑒
=  

𝑟𝑖𝑚𝑝𝑎𝑐𝑡
2

𝑟𝑛𝑜𝑠𝑒 𝑐𝑜𝑛𝑒
2                                  (5.15) 

The particle impact fraction for various particles and diameters is shown in Fig. 5.10. In 

contrast to the ice particles, ARD analyzed by Connolly et al. [9] particles can be found as small 

as 1 μm at the same altitude and almost all the smaller particles were seen to be carried by the flow 

away from the vehicle body and do not make an impact. As the particle diameter increases, there 

were considerably more particle impacts for ARD. At the minimum particle diameter for plate and 

column ice, their impact fractions respectively are 0.76 and 0.92. For all other diameters of ice 

particles analyzed, the impact fraction is greater than 0.9.  

To understand the influence of the particle impact physics on the vehicle, it is necessary to 

consider various erosion models. As noted previously, studies completed by Lorenz and Palmer et 

al. [6,8] have also sought to examine the mechanisms that control surface erosion due to particle 

impact and have done so for materials more likely to be found on a hypersonic vehicle. The studies 

selected are not comprehensive of all erosion models present in the field. Lorenz found that total 

erosion is a function of both cutting wear and impact wear. Cutting wear is the result of the particle 

“cutting” away at the surface material and is the driving erosion mechanism  
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Fig. 5.11 Particle-impact fraction, with respect to a) particle diameter and b) Stokes number, on a hypersonic 

cone for various particles   onnolly’s meteorolo ical particles       [9], plate shaped ice particles, and 

column shaped ice particles. 

 

at low incident angles. Impact wear is a result of the velocity component of the particle that is 

normal to the surface of the vehicle and is the driving erosion mechanism at high incident angles. 

Palmer et al. [6], in contrast, developed experimentally derived erosion models for various 

materials that found the total amount eroded as a function of the crater diameter and depth resultant 

of a particle impact. While both are different methods to model erosion, each model presented thus 

far, including the one defined by Cai et al. [2], can be rearranged into a non-dimensional equation, 

Γ, defined as the following: 

                                                                         𝛤 =
𝑚𝑎𝑠𝑠 𝑒𝑟𝑜𝑑𝑒𝑑

𝑚𝑎𝑠𝑠 𝑖𝑚𝑝𝑎𝑐𝑡𝑒𝑑
                     (5.16) 

All models were adjusted in order to make the resulting units kg/kg for mass eroded per mass 

impacted. The model presented by Cai et al. [2] is rewritten as the following: 

                              𝛤 =  
𝐸𝑚

𝑞
=  [4.92cos(90 − 𝛽) (

𝑣𝑝

100
)

2.35
𝑑𝑝

1.26 𝜌𝑝𝜌𝑐𝐾𝑐
−1.64𝐻−1.08] ∙

1

106   (5.17) 

(a) 

(b) 
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Lorenz’s model, as presented in Eq. (5.2), is rewritten as the following with an adjustment to the 

right-hand side in order to convert the units of the cutting resistance, φ, into SI [8]: 

                                                  𝛤 =  
𝑊𝑅𝑡

𝑚𝑝,𝑡𝑜𝑡𝑎𝑙
=  

𝑣𝑝
2𝑐𝑜𝑠2𝛽

2𝜙
 ∙  

1

1.3558 ∙103                                                     (5.18) 

The last set of models for various materials considered (Fused Silica, AVCOAT, and Cork) 

were selected from those presented by Palmer et al. [6]. As seen in Eq. (5.3), the models predict 

that the total amount of erosion depth is mainly a function of crater diameter, crater depth, and 

number of particles impacted. To determine the amount of mass eroded, the erosion depth was 

assumed to be constant across the surface of the vehicle: 

                                                                   𝑚𝑎𝑠𝑠 𝑒𝑟𝑜𝑑𝑒𝑑 =  (∑ 𝑝)𝐴𝑣,𝑠𝑢𝑟𝑓𝜌𝑐                                             (5.19) 

The number of particles impacting the surface (Np) is equal to the mass of all the particles 

impacting divided by mass per particle, which is assumed to be proportional to the mass of the 

particles per unit time (q) and the characteristic time scale of the flow domain: 

                                                              𝑞 = (𝐼𝑊𝐶 ∙ 𝐴𝑣,𝑠𝑢𝑟𝑓 ∙ 𝑣𝑓 ∙ 𝜂 ∙ 𝑚%)      (5.20) 

                                                                              𝑁𝑝 =  
𝑞

𝑚𝑝𝐴𝑣,𝑠𝑢𝑟𝑓
 ∙

𝑙0

𝑢0
                                                            (5.21) 

Where η (impact fraction) and m% (mass percentage) are functions of the ice particle shape and 

size, mp is the mass of the particle, and Av,surf is the surface area of the vehicle forebody assuming 

an axisymmetric geometry. It is worth noting that while this study utilizes the characteristic time 

scale of the flow domain to determine Np, the amount of time that the vehicle spends at the given 

flight condition, based on the vehicle’s trajectory, can also be used to determine Np. Combining 

Eq. (5.3), (5.19), (5.20), and (5.21) results in the following general definition of mass eroded per 

mass impacted for the models presented by Palmer [6]: 

                                                            𝛤 =  
(∑ 𝑝)𝐴𝑣,𝑠𝑢𝑟𝑓𝜌𝑐

𝑞
 ∙  

𝑢0

𝑙0
=  

𝐷𝑐
2𝑝 𝜌𝑐cos 𝜃 

𝜌𝑝(
1

6
𝜋𝑑𝑝

3)
                                         (5.22) 

Table 5.3 compiles information regarding the aforementioned studies and highlights key 

aspects: study type (experimental vs. theoretical), surface material particles are impinging on, 

particle material, particle shape, particle speed, particle impact angle,  and particle size. Of the 

information presented, there is a range of materials tested to determine the amount of erosion 

expected for particles that are sand-like in nature. It is necessary to note that these particles do vary 

in material characteristics compared to ice particles (e.g., particle hardness and fracture 

mechanics). While further work would need to be explored to look at how ice particles differ, the 

studies listed help provide an overview of some of the high-level impact physics expected to occur 

upon particle contact with the surface of vehicle forebody.  

Using the defined non-dimensionalized equation for mass eroded per mass impacted, the above 

defined models and equations are largely functions of velocity, impact angle, particle diameter, 

particle density, and surface material properties. The following equation simplifies Γ in order to 

focus on those parameters: 

                                                          𝛤 =  𝛯𝑣𝑝
𝑒1(𝑐𝑜𝑠𝑒2𝛽)𝑑𝑝

𝑒3𝜌𝑝
𝑒4                                               (5.23) 

Where the additional term, Ξ, is a compilation of the components of each model related to the 

material properties of the surface/target material. The values for each exponent are listed in Table 
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5.4. For particle velocity, the results are similar to findings discussed by Ruff et al. [29] where the 

erosion of materials tend to be a function of the velocity raised to an exponent in the 2 to 3 range. 

In contrast, for particle diameter and density, the simplified equations show that there is no clear 

association with mass eroded per mass impacted for various models as they can range from being 

independent of both parameters (e3 and/or e4 = 0) to having a small influence on the final results 

(e3 and/or e4 > 0). 

 

Table 5.3 List of studies with key characteristics and particle parameters 

Study Study Type 
Surface/Target 

Material 

Particle 

Material 

Particle 

Shape 
vp [m/s] β [deg.] dp [μm] 

Cai et al. [2] experimental 
boronized 

coating 
quartz sand angular 

200 - 

350 
0 - 90 

65, 226, 

336 

Lorenz [8] 
experimental/ 

theoretical 

cork, 

silicone rubber, 

carborazole 

glass beads spherical 1210 0 - 90 50 

Lorenz [8] 
experimental/ 

theoretical 

cork, 

silicone rubber, 

carborazole 

olivine sand angular 1210 0 - 90 125 

Lorenz [8] 
experimental/ 

theoretical 

cork, 

silicone rubber, 

carborazole 

silica sand angular 1210 0 - 90 210 

Palmer et al. [6] theoretical fused silica silica sand* spherical variable variable 1 - 14 

Palmer et al. [6] theoretical 
AVCOAT - 

uncharred 
silica sand* spherical variable variable 1 - 14 

Palmer et al. [6] theoretical 
AVCOAT - 

charred 
silica sand* spherical variable variable 1 - 14 

Palmer et al. [6] theoretical cork silica sand* spherical variable variable 1 - 14 

Palmer et al. [6] theoretical norcoat liege silica sand* spherical variable variable 1 - 14 

*Note: Particle material from Palmer et al. [6] is 70% SiO2, 15–20% Al2O3, and other trace compounds. 

 

Table 5.4 Comparison of exponents for different normalized erosion models, Γ 

Study Surface/Target Material e1 e2 e3 e4 

Cai et al. [2] boronized coating 2.35 1.00 1.26 1.00 

Lorenz [8] 

cork, 

silicone rubber, 

carborazole 

2.00 2.00 0.00 0.00 

Palmer et al. [6] fused silica 2.00 1.00 0.40 0.17 

Palmer et al. [6] AVCOAT - uncharred 2.00 1.00 0.18 0.50 

Palmer et al. [6] AVCOAT - charred 2.00 1.00 0.00 0.50 

Palmer et al. [6] cork 2.00 1.00 0.00 0.00 

Palmer et al. [6] norcoat liege 2.00 1.00 0.15 0.86 
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Leveraging the impact fraction in combination with the expected IWC and defined mass 

fraction at the simulated altitude, it is possible to utilize the prior discussed empirical formulas to 

examine the amount of erosion the ice particles can cause to specific materials. Fig. 5.12 was 

generated using Eq. (5.1) and (5.20) with values defined by Cai et al. [2] based on their 

experimental study and subsequent empirical formula for a boronized coating. Figure 5.12 

highlights both the particle shape and sizes that will cause the most theoretical erosion per unit 

time to the hypersonic vehicle body. In regards to particle shape, column ice is expected to be the 

largest contributor to surface erosion in comparison to plate ice. For particle size, both ice shapes 

have similar trends and show that the peak theoretical erosion per unit time is caused by particles 

that have a diameter of 2,000 μm. Overall, this is expected since the bin associated with this particle 

size and geometry contains the most mass by far (Table 5.2). However, the total overall erosion 

per unit time does show that there will be significant erosion of the surface on the order of tens of 

kilograms if a hypersonic vehicle with a boronized coating flies through meteorological ice 

particles. 

 

Fig. 5.12 Mass erosion per unit time for a boronized coating for each bin of particle sizes defined in Table 5.2 

for a) plate ice and b) column ice. 
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4 – Conclusion 

     Impact with ice particles and other meteorological particles is necessary to consider when 

designing and developing hypersonic vehicles. These particles can have a damaging effect on the 

surface of the vehicle and can ultimately harm critical components like the engine, optical radomes, 

and vehicle forebody. This study analyzed a range of ice particle diameters and shapes at a flight 

condition of Mach 4 at an altitude of 10 km. This flight condition was chosen to remain consistent 

with work completed by Connolly et al. [9] to analyze volcanic ash/sand (ARD) particles at a point 

along theoretical flight trajectories where the hypersonic vehicle will likely encounter significant 

concentrations of particles. 

The range of ice particle diameters in this study shows that even at the smallest expected 

diameter, the particles are largely not influenced by the change in the flow direction post-shock. 

Between the two particle shapes examined, plate and column, column ice impacts the vehicle body 

at a higher speed, is subjected to a smaller change in temperature over the trajectory and has a 

higher impact fraction when compared to plate ice. While both particles have a >0.70 impact 

fraction at 75 μm and larger diameters, the slope of the impact fraction as the particle size decreases 

indicates that plate ice is more sensitive to particle size than column ice. This is a result of the 

higher CD for plate ice and should be taken into consideration for future studies that may analyze 

smaller particle sizes. 

Various erosion models were reviewed and utilized to determine the relative amount of erosion 

due to particle shape and size. It is necessary to note that the models discussed and applied used 

sand-like particles for their analysis and have considered erosion as a function of material 

characteristics. There is a lack of studies that have defined erosion models based on particle 

material characteristics such as hardness and response to temperature rises in the fluid domain. As 

such, this study leverages the current information available in literature to analyze particle impact 

with the understanding that higher order studies are necessary to fully understand the complete 

physics and interaction of ice particles with shockwaves and varying materials. 

The mass erosion model developed by Cai et al. [2] is highlighted with taking into account the 

mass distribution of various ice particles with regards to shape and size. This results in highlighting 

the bin of particles represented by the 2,000 μm column ice as the greatest theoretical contributor 

to surface material erosion. Majority of the other erosion models examined in this study highlight 

that the mass of material eroded per mass of particle impacted is largely independent to the particle 

size. However, a full analysis of material erosion with regards to its dependence on the surface 

material of the hypersonic body should still be considered in the future.  

The combination of studies completed to understand the impact of ash, sand, and ice particles 

has shown that there is a high chance of impact with a hypersonic vehicle. The next step in 

determining the full effect of these particles on the vehicle body is pursuing a set of studies that 

look to derive a generic formula that captures the erosion of the vehicle body as a function of both 

the particle material properties and the vehicle body’s surface material. Previous studies have been 

limited and focused on deriving empirical formulas from experimental data that used specific 

particles and surface materials (e.g., sand particle impact on boronized coatings, silica aggregate 

particles on graphite, etc.). Further work needs to be conducted both experimentally and 

computationally to specifically analyze ice particles at high supersonic and hypersonic velocities. 

Additionally, the creation of a generic erosion model that encompasses the present findings and 
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future studies can support the creation of a computational model to determine erosion rate of the 

surface of hypersonic vehicle for any particle and material. 
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            Chapter 6 

 

 

Conclusions 

 

The first objective of this research was to employ computational models to complement 

experimental research that focused on understanding an 8.9% scaled CRM65 wing with and 

without an ice shape on the leading edge at moderate angles of attack. This research sought to 

complete this objective through understanding three components: 

1) Evaluate RANS k-ω SST to capture both the flow physics for a swept wing without an ice 

shape and the generated wake downstream 

2) Assess the ability of the RANS k-ω SST to predict the three-dimensional complex flow 

over a swept wing with and without an ice shape via steady state simulations 

3) Compare the ability of RANS against solutions derived from Hybrid RANS-LES methods 

(i.e., DES and IDDES) 

Results from the first set of studies shows that the RANS k-ω SST model was able to replicate the 

structure of the wake as compared to the experimental data and produce wake derived aerodynamic 

coefficients that were within 6% of the experimentally derived coefficients of lift and drag. 

However, while proper grid refinement allows the simulation to accurately capture the wake 

downstream of the wing, capturing this phenomenon is shown to not be crucial in accurately 

predicting the integrated aerodynamic coefficients derived from the surface pressures of the wing. 

This allows for reduction in meshing complexity for the second and third set of studies to complete 

the first objective of this research. 

The second and third set of studies highlighted that the flow over a swept-wing is highly 

unsteady and three-dimensional (as can be seen in the Q-criterion visualizations). As the angle of 

attack increases, the size of the turbulent structures present in the flow domain increases as well 

as the flow progressing becomes more separated above the swept-wing. Leveraging the 

experimental data collected, the mini-tufts, oil flow visualization, and computationally derived 

wall share stress show that there is a large component of spanwise flow with increasing angle of 

attack. However, it was clear that RANS outperformed both DES and IDDES in the prediction of 

the flow physics over the wing. The Hybrid RANS-LES methods predicted early onset of flow 

reattachment, especially towards the outboard sections of the wing. This mis-prediction in 

separation was also highlighted in both the pressure distributions and the integrated aerodynamic 

coefficients. This issue can linked to the presence of a complex spanwise component of flow over 

the upper surface that is affecting the ability of the turbulence models to predict the fluid dynamics 

in the transition zone, or “grey area”. In this region, the model switches between URANS and LES. 
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Further work should be completed to understand the turbulent mixing in this transition area, 

explore improvements to DES and IDDES to capture three-dimensional flow separation, as well 

as continue investigating the impact of ice shape resolution (e.g., smooth vs. high fidelity 3D 

geometry) on the flow physics. 

The second objective of this research was to focus on hypersonic vehicle interaction with ice 

particles and understand particle trajectories, changes in characteristic particles properties, and 

subsequent impact and erosion for a range of ice particle diameters and shapes. Results highlighted 

that the range of ice particle sizes analyzed were largely not influenced by the change in flow 

direction post-shock and resulted in St >> 1. Over the course of their trajectories, the particles did 

not have a large change in velocity prior to impact and did not experience a large enough delta in 

temperature prior to impact in which phase change would need to be considered. Overall, the 

impact fraction for all particle sizes and shapes were above 0.70, thus highlighting it is reasonable 

to expect ice particles to consistently impact a hypersonic vehicle flying through a cloud at an 

altitude of 10 km. Utilizing various erosion models for different surface materials, results show 

that at this speed, erosion is a function of both particle diameter and surface materials. Further 

work is recommended to develop a generic erosion model that can encompass the variety of 

materials that will be used for a hypersonic body in order to continue analyzing erosion rates of 

the surface across any particle and material. 


