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Introduction 

 Companies and businesses are always looking for new ways to increase their efficiency 

and cut operational costs with the development and creation of new technologies. One such 

technology that has undergone rapid development in recent years is the field of artificial 

intelligence (AI). By incorporating AI-related technologies into the workplace, companies have 

begun to replace human involvement in exchange for automated systems which are cheaper and 

supposedly more efficient (Schumann et al., 2020). Some companies currently using AI even 

estimate that by 2028 around 70% of their workforce will have AI assist automating or assisting 

with job tasks (Kong, 2023).  

 In these companies, the hiring process has begun to commonly use machine learning, a 

subset of AI, to automatically scan resumes and data from applications and potentially contribute 

to whether an individual will be hired or not. Machine learning attempts to teach programs how 

to learn information, detect patterns from provided data, and make decisions based on their 

training (Mahesh, 2020). As many executives and higher-ups in companies generally do not have 

backgrounds in machine learning, they may lack knowledge of its drawbacks and primarily focus 

on its reported benefits. Machine learning can be a powerful asset to companies if properly used, 

however, if precautions are not taken when building and training such models, these systems can 

make inaccurate and discriminatory decisions. Unrepresentative and skewed data can lead to bias 

forming within systems which can adversely affect the livelihoods of many, especially minority 

groups who commonly face this issue which is why I choose to research this topic further 

(Schumann et al., 2020). 

 Companies in the U.S. have been using inequitable datasets when training machine 

learning models due to executives lacking technical and ethical knowledge in the field and since 
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there is an absence of financial or legal incentives to ensure these datasets are properly validated. 

To argue this point I will first provide a literature review of common types of biases, real-world 

examples of models discriminating in the hiring process, and the current U.S. initiatives to 

monitor the use of machine learning technologies. Then, I will document the methodology by 

which I conducted this literature review as well as give insight as to why I chose to investigate 

these certain topics of interest. Next, I will analyze my findings using the framework of machine 

ethics to understand the role of responsibility when developing these algorithmic hiring programs 

and examine a case study regarding a lawsuit against iTutorGroup. Finally, I will synthesize 

possible future steps that employees, developers, and lawmakers can take to help tackle this 

issue. 

Literature Review 

 If a dataset is not validated for its completeness, quality, and diversity, a trained model 

might produce different types of biases with the most relevant ones being statistical, record, and 

structural bias. Statistical bias occurs when a given dataset does not accurately represent the 

larger population and commonly occurs since data pertaining to certain minority groups may be 

more difficult to gather (Costa et al., 2019). This issue can be reduced through injecting synthetic 

data that is based on pre-existing data into a database (Géron, 2019). Record bias forms when a 

training dataset is partially incomplete and missing values as it is unlikely a dataset will have all 

attributes for every data point (Costa et al., 2019). As some machine learning algorithms require 

all values to be filled, there are two primary methods of dealing with missing entries. The first is 

simply removing any data points with missing values whereas the second fills in missing data 

with a certain metric such as the average or median (Géron, 2019). Structural bias occurs when 
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legitimate correlations still ultimately produce discriminatory bias and are the most difficult to 

prevent or rectify (Costa et al., 2019).  

 Pre-existing gender and race imbalances in certain industries can lead to machine 

learning models forming statistical bias and ultimately reinforcing a biased status quo. One such 

detailed instance of this occurring in recent years was with Amazon’s applicant sorting model in 

2014. The model was shown to be able to sort applicants more efficiently and timely manner, 

however, it also discriminated against female applicants as a result of being trained on biased 

company data (Dastin, 2018). The model was trained on resumes from the past ten-year 

timeframe with a large majority of these applications coming from men (Dastin, 2018). 

Additionally, the model was shown to increase ratings for “masculine” language that would 

generally be found on a male’s resume (Dastin, 2018). As the programmers never properly 

scrutinized the biased training dataset, the project was ultimately deemed a failure and had to be 

scrapped. 

 Many companies have begun to utilize machine learning hiring algorithms, but few of 

them are transparent about how these models are validated and tested for bias if at all (Raghavan 

et al., 2020). A conducted study with eighteen vendors that utilized machine learning hiring 

algorithms demonstrated that very few vendors explicitly discussed concerns about mitigating 

possible bias, whether their models are validated, and whether the use of such systems can be 

justified (Raghavan et al., 2020). Studies have been conducted demonstrating ways to increase 

algorithmic fairness in machine learning models which include ensuring datasets are 

comprehensive and diverse, using external validity testing, and having a diverse range of 

developers (Sengupta et al., 2018).  
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 In an attempt to monitor the use of AI and machine learning-related technologies in 

employment practices, certain initiatives and municipal legislation have been enacted. The U.S. 

Equal Employment Opportunity Commission launched an initiative in primarily ensures that 

employers do not break Title VII of the Civil Rights Act of 1964 which covers protection, “on 

the basis of race, color, religion, sex, or national origin” (Equal Employment Opportunity 

Commission, 2023b). However, the Commission has been seen to deal with other anti-

discrimination laws as well as seen in the recently filed lawsuit against iTutorGroup, Inc. (Equal 

Employment Opportunity Commission, 2022). Their automatic application software was shown 

to reject certain applications based on their age which violates the Age Discrimination in 

Employment Act (Coyle, 2023). Additionally, certain states and municipalities have begun to 

draft laws that monitor the use of automated employment decision tools which encompass 

machine learning models (Rogers and Reed, 2021). New York City’s Local Law 144 of 2021 

was recently passed in 2023 and requires all AEDT to undergo a yearly bias audit by an 

independent auditor (NYC Consumer and Worker Protection, 2023).  

 Based on my findings, I conducted my analysis using the framework of machine ethics 

which emphasizes the development of algorithms in programming that can make moral decisions 

in the social, technical, and political landscape (Allen et. al., 2006). Machine ethics applies a 

hybrid of primarily deontological and consequentialist theory in its rationale of responsibility 

(Tolmeijer et al., 2020). Developers should be aware of the effects their products might have on 

society and have the moral agency to take responsibility for the decisions that their models make. 

They should also strive for their models to act as artificial moral agents, programs that “honor 

privacy, uphold shared ethical standards, protect civil rights and individual liberty, and further 

the welfare of others” (Allen et. al., 2006).  
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Research Question and Methods 

 My proposed research question consists of the following: “What historical, economic, 

and political factors have contributed to companies using biased, inequitable datasets as part of 

training machine learning models for their hiring process?” To answer such a question, I have 

conducted an extensive literature review using primary legal documents and relevant secondary 

sources of machine learning theory with real-world application and a case study regarding the 

lawsuit against iTutorGroup. These hiring models directly affect the livelihoods of countless 

individuals who are looking for work and especially have the potential to negatively impact 

certain minority groups. 

 I first gathered secondary sources that detailed the differing common types of algorithmic 

bias and the methods by which they form. Following this, I examined studies documenting 

methods to alleviate machine learning bias and its applicability to machine learning hiring 

models. I hoped to determine how far the field of algorithmic fairness had currently progressed 

and whether proposed solutions could be adequately applied to machine learning hiring models. I 

then found secondary sources regarding the perception of machine learning models both from the 

average individual and those who have been educated in the field. I wished to survey commonly 

held misconceptions of the field for people such as a company executive who would likely not be 

aware of machine learning’s intricacies. Afterward, I sought out information on whether machine 

learning educated individuals had an additional background of taught ethics to guide their 

decision-making. Having knowledge of machine learning can only be so useful without a proper 

ethical understanding of the field’s relationship with the social. 

 Next, I examined primary and secondary legal sources detailing the current state of U.S. 

anti-discrimination laws on the federal, state, and local levels. I was curious to figure out if 
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specifically tailored legislation for the use of machine learning in the field of hiring had been 

passed given its rise only recently occurring in the past decade. Subsequently, I searched for 

secondary sources detailing real-world scenarios of machine learning models discriminating 

during the hiring process and was able to find the cases regarding Amazon and iTutorGroup. I 

planned to examine the relationships between the parties of the developer, higher-ups, and the 

models themselves to get a better understanding of how the bias systems came to be. 

 I specifically chose to conduct a case study on the lawsuit between the EEOC and 

iTutorGroup as it was the most well-documented real-world example I could find. I primarily 

examined and scrutinized three main aspects of this case in my analysis using both primary legal 

sources and secondary sources from EEOC. The first was researching and discovering the 

criteria for the company to be held liable for discrimination and how the lawsuit came to be. The 

second was to examine how the affected parties were impacted and what recompense they 

requested. The third was to investigate how the company responded to the allegations and 

whether they took responsibility for failing to develop an artificial moral agent.  

 Using the framework of machine ethics as a guideline, I homed in on the ethical 

considerations and moral values for both programmers and executives when developing machine 

learning models. It remains important for both developers and executives to realize that these 

systems are not infallible and have the potential to make immoral decisions if precautions are not 

taken during development. Those who are aware of machine learning’s potential downfalls 

should have the moral agency to push for thorough validation and testing in these hiring systems.  

Analysis 

 Employees in companies have begun to place too much trust in machine learning models 

as a result of not understanding or knowing the intricacies of the field and its potential to produce 
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bias. One study of students without a machine learning or computer science background found 

that many overestimated the capabilities of machine learning systems and assumed such models 

did not need additional human intervention (Long & Magerko 2020). This supports the notion 

that machine learning literacy is relatively low for people who do not work or have been 

educated in the field. An executive in a company without this foundational knowledge could 

have the potential to misconstrue the competence of machine learning hiring models which was 

seen in the case with Amazon. Higher-ups wished for the system to be absolute without the need 

for additional verification or screening once the model had produced its findings. The 

responsibility for the decisions made by the hiring model was pushed onto the model itself rather 

than the ones who developed it or advocated for its development and use (Dastin, 2018). This 

demonstrates a blind trust in the system rather than acknowledging the potentially fallible nature 

of machine learning models and accepting the moral agency that comes with employing these 

types of systems.  

 Even individuals who have been professionally educated in the field are not exempt from 

being unaware of the pitfalls of machine learning models. In a broad survey of the field of data 

science, 76% of respondents acknowledged the importance of including ethics in the education 

of the field (Saltz et al., 2019). However, a survey of the top fifteen data science programs in the 

U.S. found that only very few courses integrated ethics into their curriculum (Saltz et al., 2019). 

Without an additional focus on ethics during their education, it may be more difficult for students 

to apply their theoretical knowledge to complex real-world scenarios. One such scenario where 

missing this ethical background would be detrimental is in the case of filling in missing values 

when record bias error occurs. In the machine learning field, it is generally agreed upon that the 

most efficient and easiest way to solve this issue is to use a metric based on other existing data in 
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the dataset such as the average or median (Géron, 2019). While this might be appropriate for 

numerical values in scientific research, it would not be for datasets used to train machine 

learning hiring models. Filling in missing data for minority groups using the proposed methods 

would not only misrepresent them but also reinforce structural bias. By following the general 

scientific knowledge without considering the ethical ramifications, the developer would fail to 

create a proper artificial moral agent.  

 As algorithmic fairness is still a newly developing field with uncertain claims of efficacy, 

even companies aware of ML’s potential tendency to produce bias are not willing to shoulder the 

economic burden that proper validation entails. As publicly available relevant datasets are 

difficult to come by most of the methods found to reduce bias have to be supplemented with 

hypothetical synthetic datasets rather than ones that use real-world data (Mehrabi et al., 2021). 

Without being tested on more relevant datasets, there is no guarantee that these methods are as 

effective for reducing bias within machine learning hiring models with more research needing to 

be done. In addition, these methods can be economically costly and not always generalizable 

depending on the scenario and algorithm that the model utilizes (Sengupta et al., 2018). As 

introducing validation for machine learning hiring models remains an additional economic 

burden, the remaining primary motivation to prevent bias from forming would be a legal one for 

those bereft of moral agency that comes when employing these types of systems.  

 There is a significant lack of legal incentive or precedent for US companies to prevent 

bias from forming within their machine learning hiring models. As it currently stands, there are 

no federal laws that directly address the use of AI and machine learning related systems in 

employment hiring practices (Rogers and Reed, 2021). Though some states and municipalities 

have worked on pushing through anti-discriminatory AI hiring laws they unfortunately only 
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apply to their respective regions and not all of them have been passed (Rogers and Reed, 2021). 

New York City’s Local Law 144 of 2021 demonstrates an example of passable and thorough 

municipal legislation that could potentially inspire future federal legislation (NYC Consumer and 

Worker Protection, 2023). However, as this law was only enacted in 2023, more time must pass 

before an analysis can be done on its overall benefits. Without a set of tailored legal guidelines to 

“protect civil rights” (Allen et. al., 2006), companies are free to develop, train, and test their 

models by any means desired, some of which may have a higher tendency to form bias.  

 Some companies may argue that existing laws such as Title VII of the Civil Rights Act 

are already enough to incentivize preventing hiring models from discriminating, however, I 

argue that instead more specially tailored AI laws should be passed on a federal level (Kachra et 

al., 2023). Despite machine learning having been used to automate processes in employment for 

many years, the EEOC’s lawsuit against iTutorGroup is the only settlement of its kind in which a 

company has been successfully sued for its use of AI in the hiring process (Coyle, 2023). While 

a lawsuit has recently been filed against the company Workday for a similar case of 

discrimination, it is uncertain whether it will be successful (Kachra et al., 2023). One study 

found that out of 1,672 employment discrimination cases, only 58% of them were settled which 

is below the general 70-80% range that other fields such as non-civil rights and tort cases have. 

Out of the 100 cases that were sent to trial only 32 plaintiffs were able to win or 2% of the entire 

whole (Eisenberg, 2015). These statistics demonstrate the difficulty of both settling and proving 

employment discrimination in the scenario that a case is taken to court. I believe that there 

should be more laws passed on a federal level ensuring some methods of quality control must be 

taken before such systems can be used as part of the employment automation process such as in 

the case of New York City’s local law (NYC Consumer and Worker Protection, 2023). 
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EEOC vs. iTutorGroup 

 The lawsuit against iTutorGroup demonstrates a real-world example of the need for laws 

to ensure the validation of machine learning hiring models. iTutorGroup is a Chinese company 

that provides English tutoring services to students living in China and has hired thousands of 

employees from the U.S. to provide virtual online tutoring services. In 2020, Wendy Pincus 

submitted an application to the company; however, it was immediately rejected without 

explanation. Curious about this, the next day she resubmitted her application with the only 

change being a more recent date of birth and was offered an interview for the role (Equal 

Employment Opportunity Commission v. iTutorGroup, Inc., 2022a). This demonstrates an 

inherent difficulty when it comes to identifying discrimination within machine learning hiring 

models for the average individual. Due to the nature of machine learning systems, auditing 

proprietary information is generally difficult especially if it infringes on a user’s or company’s 

privacy (Raghavan et al., 2020). Without access to training data or the internal workings of the 

model, only the outputs of the model can be interpreted, which gives little insight into the 

decision-making aspect of the model. Most applicants would not attempt submitting multiple 

applications and more complex models might discriminate due to a combination of features 

rather than just one. 

 iTutorGroup’s discriminatory model shows how minority groups are adversely affected 

by biased decisions. After additional testing, it was revealed that the automated application 

software was programmed “to automatically reject female applicants age 55 or older and male 

applicants age 60 or older.” (Equal Employment Opportunity Commission v. iTutorGroup, Inc., 

2022a) which affected over two hundred other applicants as well. This was a clear-cut case of 

discrimination based on age which violated the Age Discrimination in Employment Act (Coyle, 
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2023). As such, the affected parties of the case sought recompense for lost wages and hiring 

opportunities. Biased and discriminatory systems can act as barriers for marginalized groups 

struggling to work to make ends meet. This not only affected applicants and workers but also 

Chinese students who “lost the opportunity to learn English from highly qualified and 

experienced tutors” (Equal Employment Opportunity Commission, 2023a). 

 iTutorGroup’s response to these allegations demonstrates that companies will often deny 

claims of discrimination and refuse to take responsibility for failing to properly validate their 

systems. Even after the verdict, the company continues to deny “the EEOC’s allegations in their 

entirety and asserted numerous affirmative defenses.” (Equal Employment Opportunity 

Commission v. iTutorGroup, Inc., 2022b), claiming no wrongdoing. Even if the discrimination 

was unintentional, the company should ultimately be responsible for the decisions its hiring 

model makes. Instead of taking responsibility for this discrimination with the promise to improve 

or get rid of such biased systems, the company has chosen to halt all operations in the U.S. 

greatly harming those who were previously employed by them (Equal Employment Opportunity 

Commission, 2023a). 

Conclusion 

 While there may not be one clear-cut all-encompassing solution to prevent biased hiring 

systems from being formed and used in the workplace, certain steps can be taken to help mitigate 

this ever-growing issue. Through education on both the technical and ethical side of machine 

learning hiring algorithms, it is hopeful that both executives and developers will develop a 

stronger sense of moral agency to ensure that these models do not become discriminatory. As the 

field of algorithmic fairness continues to develop, it is hopeful that further specialized studies 

regarding reducing algorithmic hiring bias will be conducted and produced. While ideally, one 
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would hope that the moral arguments for reducing bias would convince companies, as 

demonstrated in my analysis, they are often more concerned about the financial and legal aspects 

of such systems. As such, the drafting and passing of stricter anti-discriminatory AI hiring laws 

would incentivize the development, validation, and proper testing of artificial moral agents. 

 As artificial intelligence and machine learning hiring models start to become more 

commonplace in the workforce, I hope that companies understand its shortcomings so that the 

hiring process can remain fair and impartial to all individuals. I can understand and acknowledge 

the perceived benefits of such systems in terms of economic value and importance, but this 

should not take precedence over their moral responsibility to those searching for work.  
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