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Abstract

Permittivity data of liquids is necessary for applications such as dielectric heating, remote sensing,
and moisture detection, and is also used for molecular characterization. Dispersive molecular mech-
anisms occur for field excitations of frequencies mainly above 10 GHz and extending into terahertz
and optical frequencies. Around 100 GHz there is less data, due to the frequency limits of microwave
and quasi-optical techniques. This work presents an over-moded cavity resonator for liquid permit-
tivity measurements. Novel full-wave modeling of a four-port inhomogeneous waveguide junction
removes the limits imposed by previous methods. A cavity with environmental control was designed
and tested. The parameters estimated from the modeling and measurement inputs are plausible
and comparable to literature. Based on repeatability measurements and a sensitivity analysis, rec-
ommendations are made for future cavity designs that will enable permittivity measurements at

frequencies previously little measured.
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Chapter 1

Background

Measurements of an electric field perturbed by a material can give insight into the charge distribu-
tion, or molecular structure, of the material. This principle is used in spectroscopy of liquids and
biological molecules, which are both difficult to characterize solely by theoretical methods. The raw
spectroscopy data is often transformed into a parameter, such as permittivity, that is more imme-
diately relevant to the characterization of a material and is relatable among different measurement
techniques. Permittivity data is also useful in and of itself for the creation of material references,
which serve as a calibration aid for other measurement systems. Out of all liquids, the permittivity of
water is of interest to many fields and consequently has been measured numerous times; however, its
characterization is not complete. Conversely, design of permittivity measurement systems is guided
by an expected electrical response of the sample under test; this is first ascertained by simplistic
structural models. Thus, while molecular characterization is an end goal, it is still worthwhile to
examine these physical models. In turn, mathematical expressions can be derived, giving estimates
for the relative permittivity. Generally, the subdivision of matter (e.g. molecular or atomic) governs
the frequency range of measurement, while the absolute permittivity values guide the sensitivity of
the measurements.

Before going into the background, a brief note is made regarding the spectral unit, which varies
among disciplines. In this thesis, the unit primarily used is Hertz, rather than inverse wavelength of

cm~! = 30 GHz. Measurements were done in W-band, which spans 75-110 GHz, or 2.5-3.7cm™'.
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1.1 Physical Origin of Permittivity

Within a material, charged bodies will move in response to the electromagnetic force of an applied
electric field. The movement of these particles is not instantaneous as it is hindered by their masses
and the bonds, if any, that hold them; this mathematically adds an imaginary component to per-
mittivity, which is also referred to as loss. The particles vary in size, from sub-atomic to molecular
scale. Thus it follows that each type of particle will react differently to the same oscillating field.
This is what accounts for the dispersion of permittivity across the frequency spectrum. While there
are many types of bodies that make up liquids, their behaviors can be mostly grouped into two dif-
ferent processes: orientational and distortional polarizations. Meanwhile, there are forces of friction,
collisions, and random thermal effects that occur independently of these mechanisms.

Molecules that have permanent dipole moments will undergo orientational polarization, which is
also known as relaxation. On average, molecules will reorient their dipole moments in accordance
with the field polarity, as shown in Figure As described above, dipole moments are dispersive.
They easily follow the field at lower frequencies, but as the frequency increases, they struggle to
maintain alignment due to their mass, and the lag between the polarization and the field increases;
eventually at some frequency this lag reaches a local maximum. Beyond this frequency, the field
alternates too quickly for the dipole moment, so the relaxation process has little effect on the
permittivity. This type of loss mechanism is expected to occur from the microwave range into
submillimeter-wave frequencies.

The permittivity of polar molecules was initially studied by Peter Debye. He created the Debye
Model, which assumes an exponential decay form for the polarization when the applied field is turned

off [1]. The following shows the permittivity of a material with a single relaxation:

€5 — oo

(1.1)

) = e

where 7 is the relaxation time, or the amount of time it takes for the polarization to decay by a
factor of 1/e. This term is expected to depend on the mass and temperature of the dipole structure.
The inverse of 7 gives the frequency (in radians) at which the maximum loss occurs. The term e,

is the permittivity at infinite frequency, while ¢, is the static permittivity.



Chapter 1. Background 3

@
Q@ —— @© @©@
o 0 0 g
@ o

0
€ ©
©
Figure 1.1: Illustration of orientational polarization. The image on the left shows the random
orientation of dipoles and how they rotate in relation to the field, as seen on the right (from [2]).

At much higher frequencies, distortional polarizations occur, which affect the shape of the charge
distribution. These are in the form of ionic and electronic polarizations. Examples of the former,
also known as vibrational modes, are shown for the water molecule in Figure Distortional
polarizations are reminiscent of a damped harmonic oscillator; likewise each polarization will have
its own natural frequency at which oscillatory behavior will reach a maximum, which are expected
to lie in the terahertz region and above. Using the damped harmonic oscillator as a model, Herbert
Frolich derived a term for these resonant polarizations, as shown in , for a single resonance over
the entire frequency spectrum. In this case, 7 accounts for the damping and wy is the resonance

frequency |[1].

&‘(w) _ (53 — Eoo) 1- JwoT 1 + JwoT (12)
2 1—j(wo+w)r 14 3(wo —w)T
¥ A A ]

Figure 1.2: Illustration of vibrational modes for the water molecule. The dotted arrows indicate the
initial direction of distortion for each atom.

When creating a permittivity function that covers the entire frequency spectrum, the polariza-
tion terms are summed, but with the £, — e, term replaced with an intermediate term that roughly
corresponds to the contribution of each particular mechanism to the overall dispersion. Initial es-
timates for 7 and wg can be calculated from simple physical models. This leaves the permittivity
at zero and infinite frequencies, which are usually estimated by measurements with a capacitance

cell and the sodium D line, respectively [1]. In all, the dispersion of permittivity for a hypothetical
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material demonstrating three polarizations - orientational, ionic, and electronic - is shown in Fig-
ure This graph also highlights the differences between the relaxation and resonance phenomena
effects on permittivity. The real part will experience a gradual decrease for a relaxation, while it
locally peaks for a resonance. As for the loss, the main difference is the width in the peak, with the

relaxations producing a broader effect.

¢ Dipolar and related relaxation phenomena

lonic Electronic

Microwaves Millimeter Infrared Visible Ultraviolet
waves

Frequency (Hz)

Figure 1.3: Broadband permittivity variation due to loss mechanisms (from [3]).

1.2 Liquids

Some forms of matter have a molecular structure that is so simplistic that its responsiveness to stimuli
can be easily modeled. However, this is not the case with liquids, which are generally comprised of
molecules that are highly structured yet still malleable in response to thermal or electrical sources [4].
Thus, experimental studies of liquids are done in conjunction with theoretical and computational
methods.

There are a number of applications that require the knowledge of liquid permittivity, such as
microwave dielectric heating, remote sensing, and moisture detection, among others [4]. These appli-
cations would greatly be served by the creation of multiple liquid standards, which would be used for
instrument calibration or operational check [5]. There is a group at the National Physical Laboratory
in the United Kingdom that is focused on the creation of highly precise liquid standards, but the
work has been limited to below 10 GHz [6]. Besides water, methanol and other alcohols have been

measured by fewer studies for frequencies higher than 10 GHz [7,[8]. Including water, the alcohols
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are also good candidates as liquid standards because they are common solvents manufactured with

high purity and are lossy, so they are more impervious to impurities [2].

1.2.1 Water

Above 100 GHz, there are a wide variety of applications for which water data is necessary, such as
remote sensing and standoff detection. The characterization of biological molecules, which starts
at 60 GHz, would be aided by the ability to measure molecules in their natural environment of an
aqueous solution [9/10]. However, the water obviously contributes to the spectroscopy measurements,
so any effect due to water must be deconvolved |10]. Ultimately this data is gathered in order to
create spectral signatures of chemical and biological warfare agents [11]. Another use of water
permittivity data is in modeling human skin in order to study standoff detection of weapons [12].
Although water has been studied extensively, there remain discrepancies among the various studies
at these frequencies.

In its purest form, water consists of two hydrogen atoms and one oxygen atom bonded covalently,
which creates a permanent dipole between the hydrogen and the oxygen. Given its molecular struc-
ture, at least one dipolar relaxation is expected, along with the resonances at higher frequencies. In
fact, all water studies have confirmed the first relaxation, occurring at approximately 19 GHz for
25° C. Tt is thought that this is the reorientation of a tetrahedral composition of water molecules [13].
While this relaxation accounts for a majority of the dispersion, it is inadequate for modeling the data
from 30 GHz to 3 THz, above which the resonances become influential [14]. Most current models use
at least two relaxations, the second one probably the relaxation of a single molecule [13]. However,
the second one is ill-defined and has been characterized to occur from 150 GHz to 900 GHz [15].
This wide range appears to be a consequence of the number of terms chosen versus the measure-
ment bandwidth, in that the second relaxation is overestimated when the maximum frequency is
greater than 1 THz, as evidenced from studies by Kindt and Rgnne [7,|16]. If three relaxations were
used, or the data for two-relaxation models did not extend beyond 500 GHz, then the relaxation
frequencies are much closer in agreement, ranging around 150 GHz [14,/15,|17,|{18|. This corresponds

to an approximate 1 ps relaxation time and is in agreement with results from optical Kerr-effect
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spectroscopy methods, which do not measure permittivity but instead the transient response of a
sample excited by a femotsecond laser [19,/20].

From the perspective of obtaining accurate permittivity data of water, however, the parameter
values are not necessarily relevant as long as the model provides a good fit to the data. Still, there is
a general lack of agreement among models at the higher end of the millimeter-wave range (mm-wave,
30-300 GHz, or 1-10 cm~!). Furthermore, from 100-300 GHz, not many measurements have been

made of water [21].

1.3 Measurement techniques

Permittivity measurement methods exist from DC to optical frequencies and are based on frequency-
specific devices and equipment. Essentially the sample is introduced to a circuit so that it measurably
alters the electric field. With a model of the circuit and sample, the permittivity can be extracted
from the measurements.

In characterizing a material, the two main considerations are: at what frequencies is the per-
mittivity to be measured, and what permittivity value magnitudes need be measured? There are
many measurement methods, but the focus of this section will be on those that measured liquids in
the millimeter-wave range or at its boundaries, or contributed to the characterization of water and

other polar liquids. Specific studies with pertinent permittivity data are highlighted.

1.3.1 Terahertz

One feature of the “Terahertz gap” was a lack of bright single-frequency sources, which spurred the
development of broadband-source spectroscopy. In particular, two types that have demonstrated
operation at and below 100 GHz are Terahertz Time-Domain Spectroscopy (THz-TDS) and Disper-
sive Fourier Transform Spectroscopy (DFTS). Both of these are quasi-optical techniques, meaning
that free-space optical setups are used for wave transmission, but with wavelengths a few orders of
magnitude larger than those of traditional optics. Recently, backward-wave oscillators (BWO) have
emerged as a coherent source suitable for spectroscopy and have also been used for quasi-optical

setups. In general, these techniques are not optimal at lower frequencies due to diffraction effects.
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Terahertz Time-Domain Spectroscopy

For Terahertz Time-Domain Spectroscopy (THz-TDS), a femtosecond-order laser pulse both creates
and samples a THz pulse, via a photoconductive antenna and receiver, that has either been trans-
mitted through or reflected from the sample. The Fourier Transform of the resulting waveform will
give the response as a function of frequency. The lower frequency limit of THz-TDS is typically
around 100 GHz, which results from lower efficiencies of the antenna and the mirrors used to direct
the THz beam [22]. Temporal sampling of the THz waveform is done by a delay line, so the fre-
quency resolution is set by the maximum delay and is typically 1 GHz [23]. This can be lowered with
a greater delay, but with an increase in background noise which lowers the dynamic range of the
system. The emitted THz radiation is sent through the liquid sample cell, although usually reflected
off of the cell for better sensitivity, since the sample is lossy [24]. Both the real and imaginary parts
of the permittivity can be found.

There have been a number of works that measured liquids with THz-TDS. Kindt measured and
provided Debye fits for water and a number of alcohols from 60 to 1500 GHz. [7]. Around the same
time, Ronne measured water from 100 to 2000 GHz at various temperatures [16]. About a decade
later, Jepsen measured water-ethanol mixtures from 100 to 1000 GHz, and also determined Debye

parameters for water |25].

Fourier Transform Spectroscopy

Fourier Transform Spectroscopy (FTS) systems are mainly used from 300 GHz and up into terahertz
frequencies. They are based on the Michelson Interferometer and rely on a broadband light source.
DFTS is similar to conventional Fourier Transform Spectroscopy in that a wideband light source is
split equally between a fixed and moving mirror, which create an interferogram in the spatial-domain.
The main difference between conventional and DFTS systems is that the latter is phase-sensitive,
so effectively the entire complex permittivity can be measured [24]. Similarly to THz-TDS, the
frequency resolution is inversely proportional to the maximum distance traveled by the moving
mirror. The lower frequency limit is set by a number of factors but mainly by the low output
of the mercury lamp source below 300 GHz. For DFTS, much work was done to push this limit

further below 300 GHz by ensuring an optimal and stable setup with accurate modeling of optical
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components for improved SNR; while it has shown excellent accuracy and precision it remains to be
a highly specialized technique [2}26}27].

In 1977, Afsar measured water with DFTS from 0.15 to 13.5 THz [28]. Vij used a DFTS system
to measure water from 1.5 to 6.6 THz; this data, along with lower frequency literature data, was

combined to produce a Debye fit [1§].

1.3.2 Microwave

Below 100 GHz, dielectric spectroscopy has been dominated by setups that include frequency-tunable
sources and microwave components, which are mainly coaxial and waveguide. With highly accurate
Vector Network Analyzers (VNA) providing high spectral resolution (1 Hz), these methods are more
limited by the difficulty in scaling the components to higher frequencies. Measurement methods are

split into broadband and resonant techniques, i.e. continuous vs. discrete frequencies.

Broadband

Coaxial techniques have mainly been used below 50 GHz due to fabrication tolerances of coaxial
components for single-moded operation. The most commonly used method is the coaxial probe.
While it has shown operation up to 110 GHz with a 1-mm coaxial probe, this method must be
calibrated with a reference liquid. Other coaxial methods exist that do not need calibration, with
the sample as either a semi-infinite load, short-circuited load, or section of the coaxial dielectric. The
latter two are usually equipped with a variable-length cell for increased accuracy. However, these
would be impractical with expensive 1-mm coax, which would have to be flushed of the sample; also
the measurements become very sensitive to the coax and sample dimensions [5]. As part of the effort
at NPL to obtain data for reference liquids, Gregory used a coaxial line to characterize methanol
and other alcohols up to 5 GHz [6].

Above 50 GHz, rectangular waveguide is usually chosen. Many waveguide transmission/reflection
techniques are similar to the coaxial methods in that the liquid sample is incorporated as a load or
transmission cell whose surface area is equivalent to the cross-sectional area of the waveguide. As
with coax, either moving parts or dielectric inserts are necessary to contain the sample, and thus their

dimensions and physical placement must be characterized accurately unless proper calibration or
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modeling removes these effects. Barthel characterized water and some alcohols with Debye equations,
using waveguide measurements up to 90 GHz [29,30]. Concurrently, Richards measured water at
90 GHz with an oversized waveguide system [31]. In 1997, Duhamel measured methanol across
several waveguide bands, up to 110 GHz [32]. More recently, Kouzai used advanced full-wave
modeling techniques that allow for the use of a sample-containing tube placed in the waveguide, for
up to 50 GHz [33].

Similar to the terahertz methods, there are free-field setups that use horn antennas to transmit
the signal to the sample. These methods are most suitable for large, planar samples so that plane-
wave approximations can be used, or Gaussian Beam approximations if focussing elements are used.

Even with the latter technique, the sample size must still be at least six times the wavelength [2].

Resonant

A resonant circuit can easily be made out of any type of mm-wave transmission line. Naturally these
methods only give results at one or a few frequencies, but they are used for their high sensitivity.
As a result, resonators are more renowned for the measurement of low-loss dielectrics. However,
lossier samples can still be measured provided that not so much of the power is absorbed that the
fields cannot build up to resonance. This can be done by either using a small sample or placing the
sample in a region of the cavity where the electric field is weak.

Fabry-Perot cavities have the largest quality factors of 100,000 and higher; this is a free-space
method, so again the sample must be much larger than the beam width.

Whispering gallery mode dielectric resonators have recently been developed. The “whisper-
ing gallery” describes a mode pattern in which the field lobes are at the edges of the resonator.
Evanescent fields existing just outside of the resonator interact with the liquid sample. At 35 GHz,
Eremenko measured water-alcohol solutions using a hemispherical dielectric resonator set at the bot-
tom of a container and immersed in the liquid sample [34]. Above 100 GHz, Shaforost demonstrated
use of a whispering gallery resonator for liquid measurements, albeit for a sensing application [35].

Waveguide cavities offer lower Q-factors than their open-cavity Fabry-Perot counterparts, but
they have been used more for liquid measurements for the smaller sample volumes. In general,

studies that used cavity resonators were limited to frequencies below 100 GHz because only the
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fundamental mode was used. However, waveguide is commonly used above this frequency, can be
easily modeled, and can provide high Q-factors, so it was chosen for precision measurements of

liquids. The next chapter will go into more detail about waveguide cavities.

1.4 Conclusion and Thesis Overview

The background of liquid permittivity and the importance of its determination were discussed.
Around 100 GHz there is less data than at other frequency bands due to the instrumentation. In
order to supplement the scarce higher frequency data for molecular characterization and the creation
of liquid standards, a measurement setup using a waveguide cavity was chosen.

The next chapter will provide more detail on cavity resonators and their use for dielectric mea-
surements, and then describe the modeling of the liquid-loaded cavity. In Chapter [3] the design of
the waveguide resonator for precision measurements is presented, and Chapter [4| analyzes the results

the performance of the rigourously-modeled resonator system for permittivity measurements.



Chapter 2

Cavity Design and Modeling

With every permittivity method, there is a model that relates the measurable parameters to the
underlying permittivity of the sample. This chapter first describes the relevant physical and dimen-
sional properties of the cavity and then lays out the modeling to solve for the permittivity from

measurements.

2.1 Background

Before presenting the modeling for the measurement system, a preliminary background and rationale

will be given of the method.

2.1.1 Circular cavity

A circular cavity is essentially a right circular cylinder, made of metallic walls, of radius R and closed
off at both ends so that its length is h, as seen in Figure The multiple modes that can resonate
in this structure are found by solving the boundary conditions for the electric and magnetic fields,
which are governed by the Helmholtz equation. Assuming the walls are made from perfect electric

conductors, an adequate approximation for high conductivity metals, the electric field boundary

11
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conditions of this structure result in the following equation for the resonant frequencies [36]:

e =g )+ (5 ot

where m, n, and p are integers, p and € are respectively the permeability and the permittivity of the
material filling the cavity, and x,,, is the nth zero of either the Bessel function or its derivative of
the first kind of order m. Modes are classified into two categories, either Transverse Electric (TE) or
Transverse Magnetic (TM), signifying that there is respectively no electric or magnetic component
of the field in the axial direction. For both types, the m,n, and p indices further define a unique
mode, such as the TEq;;; and TMgi9 modes; each index also signifies the field variation in rf), 0,
and 2.

The resonant frequency is only one measurable piece of data, so it alone is not sufficient for
characterizing both the real and imaginary parts of the permittivity. In addition there is the quality
factor @), which is the ratio of the average stored energy to the dissipated power. Two sources of
electric loss exist: the conductor loss of the cavity walls and the dielectric loss of the filling medium;
if the former is known, then both components of the permittivity can be found. For a closed cavity,
there are also closed analytical expressions for the quality factor [37].

However, a closed cylinder completely filled with liquid is not practical for measurements. First,
polar liquids at higher millimeter-wave frequencies are still quite lossy, so in order to observe a
not completely damped response it is necessary to have more control of the filling factor by, say,
only adding a small amount of sample to the cavity [5]. Second, the cavity can never be completely
closed because an excitation mechanism is needed to measure the response. Both the inhomogeneous
filling and the external excitation will perturb the ideal resonant frequencies and quality factors. To
account for these modifications, various resonant methods have been developed, but the following

short survey will mainly focus on those used to measure liquids.

2.1.2 Resonant methods

Cavity resonators were initially used with the cavity perturbation method. Similarly to general

perturbation theory, the permittivity is found by relating it to the difference in the responses of the
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N>

Figure 2.1: Circular cavity within the cylindrical coordinate system.

original and perturbed cavity with the sample. Bethe and Schwinger are credited with developing this
method, and Birnbaum and Franeau used it to measure liquids [38-40]. Generally, the fields of the
perturbed cavity are approximated as being equivalent to those of the unloaded cavity. This requires
that the sample be small, and limits measurement to modes that are well-isolated in frequency from
adjacent modes, so typically the fundamental mode. The reduced computation of this method was
especially beneficial to the measurement of liquids, which require a container and also an opening
in the cavity through which they can be inserted; both of these experimental considerations further
alter the ideal cavity case. Of course, the cavity itself can be used as the container if low-loss liquids
are measured; in 1973, Stumper configured a cavity that was partially filled with hydrocarbon liquids,
whose permittivity was found by modeling the fields [41].

Faster computers, though, facilitated more rigorous modeling that allowed for containers and
insertion holes to be modeled. Li, Yu, and Kawabata used field-matching techniques for the mea-
surement of liquids using the TMy;p mode [42H44]. This is a fundamental mode with strong fields
in the center of the cavity, so the amount of liquid measured was limited to less than 1 percent of
the total cavity volume. Since it is computationally easier to keep the liquid in the center of the
cavity, other resonant modes have been explored, such as by Krupka or Regier, who used the TE(;s
modes, which have a field null in the center [45,/46].

While the fields were modeled, most of the above methods were mainly used for only one resonant
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mode, thus providing permittivity at only a single frequency (Krupka provided data for two reso-
nant modes). Within the past decade, though, multi-moded cavity resonator techniques have been
developed, albeit for the measurement of solid samples. A split-cylinder resonator was created by
Janezic for measurement of low-loss substrates, which was capable of measuring permittivity at seven
frequencies across a 15 GHz band starting at 10 GHz; both TEy,,;,, and TEs,,, modes were used [47].
Cheng developed a similar method for measuring low-loss solids at several resonant frequencies of
TMonp modes in a 10 GHz band [48]. Both of these systems used a characteristic equation that
assumed a closed cavity, and then either neglected the coupling effects because of low coupling or
used a circuit model. Another method, by Shan, incorporated the coupling effects into the modeling,
using eight TMy,,0 modes over a 70 GHz band [49]. While more computationally intensive, modeling
of the coupling is more accurate as it does not necessitate a circuit model or low coupling for valid
computation of the quality factor, whose value determines the imaginary permittivity of the sample
yet will change with higher coupling. In Janezic’s work, the coupling is at approximately -50 dB,
which is low enough that the measured @ is considered equivalent to the unloaded @, to which his
modeling was compared. This low coupling works at frequencies below 50 GHz and for measuring
low-loss samples, but is not feasible for measuring lossy liquids with the smaller dynamic range of
the available W-band VNA system (about 75 dB). Higher coupling and a circuit model was used in
Cheng’s work, but only modes of a certain azimuthal variation were excited and the circuit model
assumed that modes were well-isolated from one another, which places limitations on the cavity
setup.

With full-wave modeling, it is possible to use higher order modes and measure at multiple

frequencies. It also provides more options for electric fields variations and interactions with samples.

2.2 Full-wave modeling

A simplified diagram of the over-moded cavity system is shown in Figure A circular cavity
is coupled to input and output waveguides via apertures, while a hole in the center of the cavity

allows for the insertion of the tube. The rationale for this specific configuration is explained in more
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Figure 2.2: Cross-sectional view of over-moded cavity block and tube for permittivity measurements

detail in Otherwise, the setup is also similar to previous techniques [43,[44). In short, it
simplifies the modeling and manufacture of the cavity. Based on the geometry of the cavity setup, a
suitable modeling method was chosen. The finite element and finite difference methods are general
techniques that can mesh arbitrarily-shaped volumes. While commonly used, these methods are not

good for electrically large structures, such as an over-moded cavity.

2.2.1 Mode-matching

Looking at Figure 2.2] it can be seen that the geometry of the structure consists of shapes that
are easily characterized by the common Cartesian and cylindrical coordinate systems. Indeed, the
system can be subdivided into rectangular and circular waveguides, for which there are eigenmode
solutions to the Helmholtz equation. This is the basis of the mode-matching method, which finds the
superposition of these modes that will satisfy the boundary conditions. The mode-matching method
is commonly used for the modeling of waveguide filters, T-junctions, couplers, dielectric resonators,
and horn antennas .

Generally speaking, the contribution of each mode is found by matching both the electric and

magnetic fields at a discontinuity, hence “mode-matching”. In the literature this technique has also
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been described as the conservation of complex power or reaction, or modal analysis [55-57]. At a
discontinuity, all of these methods apply a cross-product operation between the electric and magnetic
fields that results in a function which is analytically (or nearly) integrable over a finite surface area.

The problem is set up by subdividing the structure, either by a change in geometry or material,
so that at each discontinuity the only unknowns are the normal mode coefficients. A simple discon-
tinuity is shown in Figure of waveguides 1 and 2, whose respective cross-sections of S; and Ss
differ in size but share an equivalent longitudinal axis 7. In each region, the electric and magnetic
fields are approximated as a sum of modes, where the subscript 7" denotes the field tangential to 7,

and Allgl and B:llgI are the incoming and outgoing mode coefficients, respectively

L M

Ey, =) & (Bl + A}) By, =" & (A3 + BY') (2.2a)
=1 m=1
L . . M .

Hy, =Y bl (B — A}) Hy, 2 " hy' (A3 — BY') (2.2b)
=1 m=1

Figure 2.3: Diagram of waveguide discontinuity for mode-matching method.

At the discontinuity, the following boundary conditions are enforced

Ey, on S
E2T = . (23&)
2T, ~ Z, (—ﬁ x HQT) on Ss — S

ﬁlT = ﬁQT on Sl (2313)

where [55]
Zs:(1+j),/% for o> 0 (2.4)
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Usually an infinite conductivity is assumed. To satisfy the boundary conditions, cross-products

of the following form are taken

<a,a=/s(a><5)-ﬁ-d§ (2.5)

where in literature dealing with mode-matching, this cross-product is also referred to as an inner
product between the field being matched and a weighting function [54L[58.(59]. As in , the fields
are approximated as a superposition of modes, or basis functions. Since the weighting function is
the dual of the field being matched, these cross-products reduce to definite integrals of orthogonal
bases, similarly to a generalized Fourier series.

For the electric fields, the magnetic field modes of the larger region are used for the weighting

functions, as this enforces condition (2.3al) [56]

(Bu T = (i )
L
e

M
<Z 7 (By + AY), h§"> <Z &' (A" + By'), hé">

=1 m=1

This results in a system of M linear equations, which are set up in matrix form

<e§,hg> <e;L,h_%> Bi + A} <eg,h_%> <e§/[,h_%> AL+ B
GRZD (ch.nd)) |BE+ AR |(chnd) o (el nd1)] | At + BY
©[B1 + Ai] = V2 [4s + By (2.6)

If the medium of Region 2 is lossless and the modes are normalized, then due to modal orthogonality,
W, will reduce to an identity matrix. This procedure is similarly done for the H-field boundary
condition, with the electric field modes of Region 1 used as the weighting functions; these provide
an additional L equations, which is sufficient [56] - presumably, the incoming waves are known, so

the L+ M By and Bs coefficients are the unknowns. Also by using the Region 1 electric field modes,
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this enables the matrix transpose of ® to be used, reducing the number of computations.

W, By — A = ®T [Ay — By (2.7)

For multiple discontinuities matrix algebra is performed, substituting unknown mode coefficients
with the equivalent formula of inner product matrices until the final region is reached, where a mode
coeflicient can be defined by a known excitation. For instance, in and , if the incoming
waves A; and A, are known, then By and By can be found. This is basically the analysis in Shan [49].

This procedure can also be used for regions with standing waves. If the final region is definable

by a known boundary, such as a perfect electric conductor, then (2.6) becomes

YC =0 (2.8)

which is a homogeneous system of linear equations. The mode coefficients C' are the non-trivial
solutions, which is the nullspace of Y. This also corresponds to a zero-determinant, and typically in
electromagnetic problems the resonant frequencies are found from a root-search of the determinant.

Both Janezic and Cheng used this method [47,[48].

2.2.2 Modal indices

For the sake of clarity, a brief discussion of what constitutes a mode is included here. In waveguide,
with a closed transverse area and an indefinite longitudinal length like either regions 1 or 2 in
Figure a mode is typically TE or TM, as described in A specific TE- or TM-mode is
further designated by two indices, unlike the three indices for the modes of the circular cavity, which
is closed in all three dimensions; again, each index corresponds with a dimension. However, for the

modeling analysis, these two indices are collapsed into a single index.

2.2.3 Generalized Scattering Matrix

Instead of solving for the mode coefficients, a more prudent formulation of the Generalized Scattering
Matrix (GSM) is introduced, as it is both immediately comparable to data provided by the network

analyzer and also facilitates the analysis of multiple discontinuities with both incoming and outgoing
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waves, which can be seen in §A77] Essentially, the outgoing waves are related to the incoming waves

by scattering parameter relations

B]_ = S11A1 + S]_2A2 (293.)

By = S214;1 + S224 (2.9b)

which bear a strong resemblance to those of a conventional two-port S-parameter matrix. The
difference is that the GSM includes scattering coefficients for more than a single mode, including

evanescent ones.

To obtain the GSM for the discontinuity in Figure (2.9a) and (2.9b) are substituted into

the boundary condition equations. Starting with (2.6))
®[(S11 +1) A + S1242] = W3 [Sa1 Ay + (T4 Saz) As]

The factors of A; and As on both sides are set equal to one another, and since ® is likely not to
be a square matrix and thus cannot be inverted, the following relations are found, in which I is the

identity matrix

So1 = Wy '@ (Sy; +1) (2.10)

Sop = Wy 1 (BS15 — ) (2.11)

This is repeated for the magnetic field boundary condition (2.7)), with the addit