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1 Statement of Work

1.1 Ethan Cha

My main role on the project was the embedded software, specifically, the functionality of the

motors which plays an integral role in the success of the system. My role included setting up and

testing the motors in the early stages which lead to the ability for us to send simple commands

to our motors. I worked collaboratively with Kousuke Tapia to come up with the algorithm for

communication between the Raspberry Pi and the MSP 432 using a UART signal. I also played

a significant role in the integration of the motor system and the image processing system. This

included testing and debugging of issues as well as making it more efficient to allow for a smoother

tracking experience.

I was also responsible for the creation of the live streaming web application. I set up all the

back end that deals with the display of the processed images frames. I worked collaboratively with

Kiki Wong to a develop a clean and functional UI for our website. I also developed the back end

functionality of most of the manual control buttons featured on the site. This includes the toggle

communication between the MSP 432 and Raspberry Pi button and all the manual adjustment

buttons that allow the user to move the camera when in manual mode using the up, down, left, and

right buttons. I was also responsible for the creation and maintenance of the Gantt chart we used

throughout the semester.

1.2 Minsol Kim

My contributions primarily revolved around the software aspects of the project, specifically

focusing on the design, implementation, then testing and refinement of the object detection and

tracking algorithm. My responsibilities began with the development of software capable of inter-

preting output from the thermal camera into a meaningful and usable format, then preprocessing

the frames for analysis. Following the completion of this task, my focus shifted to iteratively im-

proving the tracking algorithm over the course of the project to more reliably detect the desired
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objects while reducing the number of false positives.

I also contributed to building the communication interface between the tracking software and

the motor control software, specifically generating motor commands based off the locations of

detected objects. Given the processing power constraints of our device, I worked on optimizing

the algorithm to provide users with a smoother experience while still streaming the output feed

at a high resolution. Finally, I helped design the livestream and video save functionalities on the

website.

1.3 Kousuke Tapia

In navigating the multifaceted dimensions of our collaborative project, my role spanned across

many categories including the design of the electrical, embedded, and structural systems, as well

as crucial administrative responsibilities, encompassing tasks from circuit design and 3D model-

ing to facilitating team discussions and conserving the momentum of the project. However, my

main responsibility was the electrical system, which included the design of circuits and their im-

plementation on a printed circuit board that would provide power to all the components in the

system. Subsequently, I made preparations for the fabrication of our PCB and once received, I

undertook the meticulous process of soldering the electrical components, followed by rigorous

testing and troubleshooting to ensure optimal functionality. As for the embedded sub-system, I

played a crucial role in devising the communication protocol between the Raspberry Pi and MSP

micro-controller by configuring the UART module with the proper settings. Collaboratively, with

Ethan Cha and Minsol Kim, I assisted in the implementation of motor controls and the integration

of the imaging software with the motorized components. This interdisciplinary coordination facil-

itated the seamless convergence of hardware and software functionalities. Lastly, I also assessed

our parts needs and adeptly managed the weekly ordering process, thereby ensuring the availability

of crucial components for our ongoing endeavors.

Another one of my contributions lies in the structural aspects of the project, in which I de-

signed and 3D modeled the entire housing system including the hardware bay and the motorized
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mount for the camera and flashlight. To optimize the layout of components within the housing, I

went through multiple design iterations to ensure the development of a functional and aesthetically

pleasing structure. Rigorous test fittings were conducted to guarantee the cohesive integration of

all components. Finally, I completed orientations at the University’s maker spaces to gain access

to its printers and proceeded to 3D print the entire housing, ensuring the tangible realization of our

envisioned design.

1.4 Kiki Wong

In the course of this project, I played a pivotal role in the software development aspect, spear-

heading the creation and design of the comprehensive user interface (UI) for our web server. My

responsibilities extended to collaboration with Ethan Cha to seamlessly integrate the UI with the

motorized controls essential for live streaming. This collaborative effort ensured a cohesive and

user-friendly interface, enhancing the overall functionality of our web server.

Furthermore, I actively participated in the early stages of the project’s design alongside Josh

Yu, contributing to the conceptualization and design of the overall housing. Several weeks were

spent trying to design an appropriate inner and outer housing design that would work with the

many components implemented into the system. This collaborative effort during the project’s

initial phase laid the foundation for a robust and integrated system.

Throughout the entirety of the project life cycle, I also assumed the responsibility of designing

all of the deliverables presented, ensuring a professional and cohesive visual representation. This

encompassed diverse mediums, including presentations, poster sessions, and video presentations.

By undertaking the design of these elements, I ensured a consistent, professional, and visually

cohesive representation of our project across various platforms. This comprehensive approach

aimed not only to showcase our technical achievements but also to effectively communicate the

project’s value and innovation to diverse audiences.
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1.5 Joshua Yu

Throughout the development of this project, my role consisted of the design of the structural

hardware, user-facing software, and research of past and future implementations for our design.

During the early phases of our project, Kiki Wong and I researched and designed the exterior

model of our device alongside its budgetary and physical requirements and limitations. These

tasks concern the most cost-effective 3D printed material to construct our prototype with alongside

a future design consisting of more expensive materials such as glass and sapphire. These resources

would allow both visible light and infrared wavelengths to penetrate the casing while maintaining

the structural integrity needed to protect the delicate electronics from weather or tampering.

Once we completed the structural hardware, I worked alongside Ethan Cha and Kiki Wong

to construct the web server our live-stream and recorded videos display on. I was involved with

creating the HTML pages in Django and Flask that would be used to test the display features. Once

the pages were developed, I aided in the prototype functionality of storing video clips and sending

the thermal camera’s feed to a storage library. Due to storage limitations of our internal Raspberry

Pi, a separate method of video storage was needed to keep mp4 files available for retrieval and

display in the aforementioned HTML pages.

Finally, during the construction of our final report, I took on the responsibility of balancing all

the budgetary calculations in determining how much of our budget was spent alongside the cost of

development. These costs are different from the cost of production required in the costs section

of this report, which I researched by calculating bulk discounts and eliminating the need to testing

components used in the development life cycle. My last contribution was the Intellectual Property

concerns regarding previously existing patents and how their existence might impact our product’s

ability to succeed in a real market. By researching three different patents relating to the lighting,

thermal, and security aspects of our project, I was able to determine that our product would be able

to thrive without fear of lawsuits for copyright infringement.
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2 Abstract

In the expanding realm of digital advancements, safety has become increasingly accessible

to people. Our objective was to contribute to this trend by developing a product aligned with

enhancing the security of communities worldwide. Our solution to that problem is Radiance, a

surveillance and intruder detection system that uses thermal imaging to detect any life within a

designated perimeter, automatically illuminating the entity and tracking its position as it moves.

A Raspberry Pi will analyze images from the thermal camera in real-time, identifying potential

intruders using their heat signatures and silhouettes. This software analysis will then serve as

input to the microcontroller, which will precisely drive motors to orient the system to point at the

identified intruder. The light will receive a signal as soon as the intruder is within the illumination

zone. The system will also include a web server which will allow users to view the thermal feed

overlayed with information from the analysis, as well as be able to manually control the system

to illuminate any points of interest inside the perimeter. This project is an example of computer

vision and autonomous robotics in security, a field that has expanded into the consumer market

from military technology [2].

3 Background

Automated and reliable surveillance technology has a wide range of applications. Govern-

ment and military institutions have systems that utilize a myriad of sensors and detection systems

capable of finding anything from intruders to intercontinental ballistic missiles entering a desig-

nated perimeter. Unfortunately, systems such as these are prohibitively expensive for the average

consumer. Looking at the commercial market, the options available often struggle with accurate

intruder identification under all lighting conditions or are not autonomous and require continuous

monitoring in order to achieve real-time detection. Radiance addresses these issues by providing

an affordable system capable of automatically and accurately detecting intruders. Furthermore,

the ability to illuminate potential targets allows users to quickly locate and engage with intrud-
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ers. The task of accurately detecting intruders, whether they be people or animals, requires clear

imaging under all lighting conditions. Most commercial surveillance systems such as Simplisafe’s

Wireless Outdoor Security Camera use a visible light camera with a motion activated floodlight

for nighttime surveillance [3]. This is a simple strategy, but often runs into false activations as the

motion sensor can be easily triggered by anything from a car driving by or a bird flying through

the yard. Night vision cameras such as the Lorex Nocturnal 4 Smart IP Bullet Cameras [4] are

another popular option. They are infrared (IR) cameras which work by shining a short wavelength

IR light over the entire field of view and detecting reflections off objects[5]. Unfortunately, due to

its lack of color, objects are often difficult to identify off of IR video. Furthermore, for real-time

intruder detection, the user would have to continuously monitor the video feeds as there is no alert

system. Researchers at the Glasgow Caledonian University used image processing techniques to

differentiate people and other moving objects from a monochrome video feed [6]. The researchers

recognized that most of the time, security personnel are watching nothing happen on the dozens

of video feeds they need to monitor. This quickly leads to fatigue and ultimately leads to errors.

The goal of this project was to create a tool that would identify potential threats for guards to fur-

ther investigate such that the personnel wouldn’t have to continuously watch the feeds manually.

Radiance will build upon the findings of this research project and will apply the same principles

in a product more applicable to home security. The use of a more advanced camera as well as the

lighting hardware will provide an all-in-one system which will equip users to quickly and precisely

detect intruders. This project will draw on countless topics covered throughout the Electrical and

Computer Engineering (ECE) coursework at the University of Virginia. PCB and circuit design

principles from the Fundamentals series will be critical to the development of this project. Analyt-

ical, numerical, and experimental verification of our design will be a significant part of our testing

process. The Embedded Computing and Robotics series will also be the foundation for much of

the project’s design as experience with the MSP432 microcontroller and interfacing hardware with

software will be essential during the development phase. On top of the ECE coursework all team

members have completed, Minsol has experience with computer vision and object tracking from
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a research internship. Kousuke also brings experience designing power supply circuits and Josh

completed an internship focusing on security and professional software development practices.

4 Societal Impact Constraints

4.1 Environmental Impact

Radiance exhibits a moderate environmental impact, primarily stemming from the disposal of

the device and the manufacturing of its components. Many individual components can be recycled

for use in other projects. The device is powered predominantly through a stable power supply,

minimizing concerns about batteries. Therefore, the device contains no lithium-ion batteries or

solar-powered components, addressing significant concerns for environmental safety. Efforts have

been made to configure it with a low-power design. While electronic device disposal lacks federal

regulation, guidelines from the United States Environmental Protection Agency (EPA) are available

for safe disposal in each state [7].

4.2 Sustainability

Radiance embodies a sustainable design by incorporating a low-power system built for dura-

bility and an extended lifetime. Mechanical parts are designed for easy replacement, ensuring

long-term repairability. For electrical components, sensors and computing boards such as MSP or

Raspberry Pi can be replaced if damaged. The outer housing and motor shelf are constructed using

PLA filament, a biodegradable, non-toxic, and recyclable bioplastic [8]. Derived from renewable

raw materials, PLA filament is considered more sustainable than traditional fossil fuel-based plas-

tics and will be relatively sustainable to manufacture or recycle.
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4.3 Health and Safety

Routine checks are recommended for users to ensure the device functions as expected, as failure

to do so may compromise home or staff protection. The current housing design features a top

cover that locks into place, minimizing debris ingress. Although not weatherproof at present due

to material costs and time constraints, future iterations aim to use more durable materials and

secure housing to prevent electrical circuit shorts and weather damage. Measures have been taken

to encase all wires securely, mitigating the risk of potential electrocution.

4.4 Ethical, Social, and Economic Concerns

Accessibility is a key consideration in the design of Radiance, aiming for usability by indi-

viduals of various ages and abilities. The user interface is designed to be visually pleasing and

straightforward to ensure broad adoption in homes, schools, businesses, and other settings. An

ethical concern revolves around the continuous operation of the device unless intentionally turned

off, potentially capturing individuals passing by who do not wish to be recorded. Furthermore, this

may cause some issues pertaining to data privacy.

A notable social concern involves the possibility of Radiance replacing traditional security

guards who actively monitor surroundings. Unlike the human presence of security guards, Ra-

diance operates continuously, sparking discussions about the societal implications of this shift in

surveillance dynamics.

Moreover, there is a substantial ethical consideration regarding the environmental costs and

resource consumption associated with the device’s creation. The incorporation of certain costly

components, notably the thermal camera, prompts a critical evaluation of whether the benefits of

enhanced security justify the environmental impact. Striking a balance between technological ad-

vancements and environmental responsibility is imperative for the ethical deployment of Radiance.
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5 Physical Constraints

5.1 Cost Constraints

Starting our project with a budget of $500 prompted careful consideration of resource uti-

lization, especially since we needed to be prudent in navigating the inherent challenges posed by

the elevated costs associated with thermal imaging devices. Anticipating the substantial expen-

diture caused by procuring a thermal camera, our strategic resolution for this challenge consisted

in reallocating the entire budget for housing components. This calculated decision was aimed at

mitigating the financial strain posed by the purchase of a core component. A more cost-effective

measure was adopted in the procurement of housing components. Instead of traditional parts acqui-

sition, we leveraged the University’s 3D printing facilities, an economical alternative that incurred

no additional financial costs.

5.2 Design and Manufacturing Constraints

In terms of software, we did not run into any major direct challenges, as we had availability of

all necessary software resources at no expense. Given that the Raspberry Pi handled all imaging

processing, the focal point of our concern was with CPU limitations. As discussed in the subse-

quent sections of this report, numerous challenges arose due to the Pi’s lack of processing prowess,

forcing us to address them through several software optimizations, ranging from minor algorithmic

changes to entire conceptual rework.

On the PCB front, we successfully acquired everything that we needed. However, we did en-

counter certain hurdles, notably when the manufacturers we engaged lacked the capability to drill

specific holes in our design due to their minuscule dimensions. While this predicament was easily

resolved by adjusting the PCB layout, it necessitated additional considerations. Another notewor-

thy constraint surfaced in the form of certain components. The through-hole version of capacitors

in the nano Farad range were considerably more expensive compared to their surface-mounted

counterparts. This proved to be less than ideal, as the required surface-mounted components were
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only available in sizes as small as 0.4 mm, posing a considerable challenge during the soldering

process.

5.3 Tools Utilized

In order to successfully complete the project, we used various programs. The following breaks

down which tools were used to design each of the sub-systems of our device.

• Electrical Hardware - To design the circuits, we consulted the component data sheets and

employed Matlab to perform iterative calculations that informed our component selection.

This methodology afforded us the flexibility to effortlessly adjust specific parameters within

our circuit and observe the impact on the overall design. To facilitate the design of the printed

circuit board (PCB) for subsequent fabrication, we used the EasyEDA layout software, which

was selected for its advantageous learning curve and the inclusion of an extensive online

library of components. Although EasyEDA is capable of running simulations, the absence of

simulation models for the chips we used led us to favor testing the circuit on the breadboard

directly when possible. Our utilization of EasyEDA was thus solely for the purpose of PCB

layout. Several of the electrical components employed lacked readily available footprints.

In response, we undertook the acquisition of skills in generating precise footprints based on

component data sheets. Furthermore, in order to satisfy the design rule requirements for

manufacturing, we acquired an enhanced familiarity with PCB terminology, encompassing

terms such as via, annular rings, holes, and other related attributes. Finally, throughout

the electrical design process, we consistently relied on NI Virtual Bench for its versatile

capabilities, serving as both a multi-meter and oscilloscope. This tool played a pivotal role

in seamlessly debugging and validating the functionality of our circuits.

• Software - The imaging software employed in our project was exclusively written in Python,

leveraging several of its prominent libraries, including OpenCV, numpy, and Pyserial. OpenCV

and numpy played integral roles in implementing the image processing capabilities necessary
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for tracking, while Pyserial was instrumental in establishing UART communication with the

micro-controller. Our chosen integrated development environment (IDE) was Visual Studio

Code (VSCode), which was selected for its extensive features conducive to debugging and

its seamless integration with Github for version control. In parallel, the software dedicated to

motor control was entirely coded in embedded C, utilizing Code Composer Studio—an IDE

proprietary to Texas Instruments (TI). The latter offers comprehensive support tailored for

development with the MSP432 micro-controller. For the web application, we also wrote it

using Python utilizing the Flask framework. This proved to be simple to use while powerful

enough for our purposes. For the front end, we used HTML, CSS, and Javascript. While our

team possessed fundamental coding knowledge in the aforementioned environments, a famil-

iarization process was still required to adeptly navigate the libraries, particularly OpenCV.

Furthermore, the meticulous configuration of serial communication through the UART pro-

tocol constituted a comprehensive undertaking, requiring a thorough consultation of the MSP

Technical Reference Manual.

• Structural Hardware - Most of the components for the housing underwent 3D modeling in

Fusion360, and subsequently, Ultimaker Cura was utilized for the slicing process in prepara-

tion for printing. As none of us possessed prior proficiency in computer-aided design (CAD),

we embarked on the acquisition of skills through the execution of various simple projects.

This approach allowed us to familiarize ourselves with the available tools within the soft-

ware. The predominant elements primarily comprised of simple shapes, thus demanding a

relatively modest level of technical expertise. However, the construction of the camera holder

presented more complexity. This intricacy arose from the irregular curves and inconsistent

geometry inherent in the flashlight to which it latches. Consequently, additional techniques

were needed to achieve a successful modeling outcome for this particular component.

All software was readily available for use at no cost since most of them were either free or available

through an educational license.
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6 External Standards

When designing the whole system, the following standards were taken into consideration for

both the hardware and software side of things:

1. IPC-2221 – The design process of the PCB followed the IPC-2221 standard which is the

”Generic Standard on Printed Board Design” [9]. This standard provides generic require-

ments to meet industry best practices including considerations in conductor sizes, spacing,

impedance control, and thermal.

2. NEMA Enclosure Standard – The structural hardware was initially designed to be a NEMA

3R enclosure which is intended for indoor or outdoor use, protects against solid foreign ob-

jects and forms of water including rain, sleet, or snow, and is supposed to remain undamaged

by the formation of ice on the outside of the enclosure [10]. This type of classification is

needed to be able to operate outside as intended but for the purposes of creating a working

prototype in the time constraint, the project scope was limited to a NEMA 1 type enclosure

which is intended for indoor use and provides a degree of protection against solid foreign

objects.

3. Barr Embedded C Coding Standard – The Barr Embedded C Coding Standard is a standard

that encourages the writing of reliable, maintainable, and portable embedded software in the

C programming language [11]. The embedded code in this project closely aligns with these

guidelines including suggestions about style, documentation, spacing, etc.

4. JEDEC Surface Mount Technology Standards – Because most of the components on our

PCB are surface mounted, we used parts that follow the JEDEC SMT package standards

[12]. These standards refer to size constraints of surface mounted components.
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7 Intellectual Property Issues

There exist several patents that encompass various aspects of this project. For instance, a patent

for an Automatic Stage Lighting Tracking System has claims to “multiple detection devices (pres-

sure sensors) on the stage to detect the position of the target in real time, control the illumination

direction of the light, and realize the automatic follow of the stage light” [13]. The claims stated

previously are outside the realms of our project due to the method of information gathering being

through pressure sensors rather than through thermal imaging and motion detection. Also, the

patent specifies the usage of stage lights, which are not used in our project in favor of a generic

flashlight as the source of illumination in non-stage areas. The patent’s claims are independent due

to not referring to any prior work that is limited by the claims mentioned in its entirety.

Other patents such as the Sensor System Augmented with Thermal Sensor Object Confirmation

also claim innovations that overlap with our project. The aforementioned patent mentions “A

thermal camera generates a thermal image of the scene within a field of regard, and a modeling

processor coupled to the sensor system and to the thermal camera correlates a position of a selected

object in the scene to the field of regard of the thermal camera and queries the thermal camera to

confirm a classification of the selected object” [14]. It is worth noting that these claims are also

independent due to the intention of the thermal camera and intended software is to capture and

identify the classification of a person or object in the thermal camera’s field of view. Our project

only pertains to the detection and tracking of entities within the thermal camera’s field of view with

no consideration as to the entity’s classification or identity. The patent’s claims are independent

due to not referring to any prior work that is limited by the claims mentioned in its entirety.

In regards to the intended use of our project, a patent concerning a Mesh-based Home Security

System relates to the automated security aspect for our invention. This patent pertains to “a method

of receiving, at a network management system and from a first camera of multiple cameras of

a home security system, a request to connect the first camera to a communication network for

streaming video captured by the first camera to a user device, wherein one or more of the cameras

are connected to a base station of the home security system, which streams video captured by the
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one or more of the cameras to the user device” [15]. The quote above presents a potential issue

with our project’s ability to acquire a patent due to its claim over a camera connected to a base

station which streams video, similar to how our thermal camera is mounted to a base platform and

streams the thermal feed it captures to an external web server. Despite this similarity, these claims

may be marked as independent due to the thermal nature of our camera system as well as the patent

specifying multiple cameras and sensors strung together into a network management system while

our project only utilizing one thermal camera independent of any other home security system. The

patent’s claims are independent due to not referring to any prior work that is limited by the claims

mentioned in its entirety.

8 Project Description

8.1 Performance Objectives and Specifications

The performance of our system depends on many external and internal factors that will limit

the capabilities of our system. Based on those considerations, the overarching baseline of our

performance goals will be as follows: given that the system is monitoring a 5 m x 5 m x 5 m

volume (as depicted in Figure 1), it will be able to shine a light on a single subject that is moving at

a top speed of 1.9 m/s across any direction of the room with a precision of 2 cm in either direction

in the worst case scenario (refer to technical details for calculations). The chosen speed parameter

corresponds to a medium human speed, as defined in a study on various human running speeds

[16]. In the event that another subject is recognized by the software, our original intention was to

make the light stay on the object that was first recognized, but as further discussed in this report,

the system is limited to tracking one subject at a time. As described previously, the user will also

be able to access a live feed of the thermal camera through the use of a web server, which will

provide a user interface that will allow for the control of certain elements such as the light and

movement of the camera.
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Figure 1: Baseline Performance Camera Setup (Top view)

8.2 How It Works

The final vision of our design consists of several components of equal importance that work

together to achieve the performance goals that are stated above. The following diagram shows the

high level structure of the system that will be implemented.

Figure 2: Full System Block Diagram

The central component of our system is a Raspberry Pi directly linked to both the thermal

camera and the MSP 432 micro-controller via USB. As the Raspberry Pi processes the video feed

from the camera, it will send signals to the micro-controller in real time once a subject is detected,
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which will move the motors accordingly using the drivers. At the same time, the Pi will drive

the gate of an NMOS transistor high which will be hardwired to the flashlight and allow power to

go trough when appropriate. This operation will continue until no heat signature is detected. In

order to power all of these processes, a DC power supply will be plugged into a custom power

distribution PCB and will supply the appropriate voltages to the Raspberry Pi, the motors, and

the flashlight. Both the camera and micro-controller will be powered by the USB ports in the

Raspberry Pi. In the following subsections we provide more detailed descriptions of each of the

subsystems.

8.2.1 Electrical and Embedded Hardware

This subsystem is comprised of the power distribution PCB, a DC power supply, an MSP 432

micro-controller and two NEMA 17 stepper motors. The DC power supply acquires 120 V from a

standard outlet and yields an output of 12 V. Subsequently, the 12 V side is connected to the PCB

to power two motor drivers and two buck converters, with the latter efficiently stepping down the

voltage to 5 V. This is better illustrated in the block diagram shown in Figure 3.

Figure 3: PCB Layout Block Diagram
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Upon exploring different motor drivers, we opted for the DRV8825 chip. The external circuitry

was meticulously configured in adherence to the data sheet specifications, and the comprehensive

schematics are shown in Figure 4 and Figure 6. Each input of the chip is seamlessly interfaced with

external components through header pins (Figure 5). The organization of input pins responsible

for motor control follows a logical arrangement, facilitating practical control over the motors. To

achieve this, the drivers utilize a straightforward PWM signal for speed modulation and a distinct

signal for directional changes. These signals, coming from the MSP 432 GPIO pins, are precisely

applied to pins 4 and 5, as seen in Figure 5. It is worth noting that the period of the PWM step

signal correlates with the motor speed. Additionally, the remaining pins on the headers afford

the capability to micro-step the motors (MODE pins), enable them (Reset, Enable, Sleep), and

establish connections to the winding of the motors (A1, A2, B1, B2).

Figure 4: Stepper Motor Driver Schematic
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Figure 5: Stepper Motor Driver Inputs (Left) and Outputs (Right) Schematic

The external circuitry plays a dual role, primarily serving to incorporate decoupling capacitors

aimed at diminishing noise and safeguarding the chip against voltage spikes. Simultaneously, it

functions to restrict the current entering the motor winding. The inclusion of decoupling capaci-

tors is evident in Figure 6 (C3 - C4). For current control, two sense resistors and a potentiometer,

illustrated in Figure 6 as R5, modulate a reference voltage which is utilized to set the current limit.

Based on the characteristics of the motor being used, some calculations are imperative to determine

the appropriate reference voltage, ensuring motor protection. Furthermore, additional resistors in

Figure 6 (R9 and R10) serve as external pull-up resistors, facilitating both motor activation under

standard conditions and an automatic transition to sleep mode in the event of over-current. Essen-

tially, the Falt Out signal is driven high to activate the motor during normal operations; however,

in the occurrence of excessive current draw, the Fault pin is driven low, concurrently with the Sleep

pin, leading to the deactivation of the motor.
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Figure 6: Stepper Motor Driver Schematic (External Circuitry)

Table 1 summarizes the configuration of all the input pins under normal operation conditions. Note

that the mode pins are set so that we could micro step the motors 1/8 th step at a time, a decision

made to improve the precision and smoothness of the motion.

Pin Number and Function Status Signal Source
Mode2 (Pin 1) Low MSP 432
Mode1 (Pin 2) High MSP 432
Mode0 (Pin 3) High MSP 432

Step (Pin 4) Varies MSP 432
Enable (Pin 5) Varies R Pi

Dir (Pin 6) Varies MSP 432
Sleep (Pin 7) High MSP 432
Reset (Pin 8) High MSP 432

Table 1: Motor Driver Pin by Pin Configuration at Default State

Aside from the motor drivers, the other main components of the PCB consist of two buck

converters that simply take in 12 V and output 5 V in order to power the Raspberry Pi and the

flashlight. There were numerous choices for switching regulator chips, but we decided to use

Rohm’s BD86120EFJ-E2 and TI’s LMR3364. Figures 7 and 8 show their schematics, respectively.
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Figure 7: Rohm Buck Converter Schematic

Figure 8: TI Buck Converter Schematic

Despite the utilization of two distinct models of buck converters within our system, a compre-

hensive examination of their external circuitry reveals much similarity in terms of functionality.

A fundamental element in this design is the integration of decoupling capacitors, much like they

were used for the motor drivers, they are strategically positioned to proactively mitigate potential

instabilities at the inputs of the chips. Both buck converters have properly sized inductors at their
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outputs, guaranteeing a sufficiently good current regulation and the output capacitors help to main-

tain minimal ripples in voltage. It is worth noting that these converter chips offer adjustable output

voltage, which requires the implementation of a resistor network on the feedback pin (pin 5 for

both converters) to establish a consistent 5 V output. Detailed pin configurations can be referenced

in Figures 7 and 8. Finally, both models of buck converters use a dedicated pin for enabling the

chip with an external signal, providing a control mechanism capable of selectively cutting power to

specific segments of the system. Subsequent to the activation of these chips, the Raspberry Pi and

flashlight components are seamlessly powered through header pins, as illustrated in Figure 9. No-

tably, the negative terminal of the flashlight is attached to the drain of an NMOS transistor whose

gate is controlled by an external signal. This strategic configuration of the light source introduces

an element of sophistication, effectively creating a software-driven switch. To control that switch,

we employed one of the GPIO pins on the Raspberry Pi. Upstream of the terminals for both de-

vices, we placed a physical power disconnect in the form of two header pins. That was done with

the purpose of streamlining troubleshooting procedures, so under normal operation a jumper must

be placed.

Figure 9: Buck Converter Outputs Schematic

With the completion of the circuit design processes, we proceeded to laying out all the compo-

nents on the PCB. In Figure 10, the final layout of our board is depicted, providing a clear visual

representation of the previously described subsystems. In the top-left corner, there’s a DC barrel
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female connector for the incoming 12 V power. Along the left side, one will find the two motor

drivers with their associated input pins for control and output pins for the motor winding. On the

right side, there are the two buck converters. The top one powers the Raspberry Pi, with its termi-

nals in the top-right corner while the bottom one is dedicated to the flashlight since it incorporates

a MOSFET for power control.

Figure 10: PCB Final Layout

With the completion of the board, the final integration phase for this sub-system involved con-

necting all the components that require power. Given that the flashlight was initially designed for

battery operation, a modification was implemented by soldering wires onto each terminal. These

wires, equipped with female headers, were then seamlessly linked to the relevant pins at the output

of one of the buck converters. Similarly, the Raspberry Pi’s power connection underwent adap-
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tation. Utilizing a USB-C cable, we stripped the wires on one end and affixed female headers,

ensuring compatibility with the corresponding pins on the board. Any remaining exposed wire

was thoroughly wrapped in electrical tape to ensure proper insulation and avoid shorts. For the

motor drivers, we started by wiring the input pins that needed to be permanently driven high (as

indicated in Table 1) to the 3.3 V output of the MSP 432. Concurrently, the remaining pins were

allocated their respective GPIOs on the MSP 432 to facilitate motor control. The motor windings

were connected to the header pins depicted on the right side of Figure 6. Given the presence of

two motors, a distinct driver was assigned to each, emphasizing the parallel nature of the motor

control setup. Figure 11 provides a simplified diagram demonstrating the proper wiring configu-

ration for a stepper motor [17]. Once the correct wire pairs for each motor were identified, they

were effortlessly inserted into the header pins in adherence to the labels on the PCB, ensuring a

seamless integration into the overall system.

Figure 11: Stepper Motor Diagram

8.2.2 Software

The system detects objects by analyzing a thermal camera feed. It begins by picking out pixels

brighter than a specified intensity, which indicate regions of heat. The software then expands these

blobs of heat to more closely resemble a body heat signature. These regions are then contoured and

bounding rectangles are drawn around them. The program then takes a new copy of the original

frame, upscales the resolution by a factor of 2, and draws the rectangular perimeters found in the

previous step. All of the image processing is done using OpenCV, an open source computer vision
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library [18]. Once objects are detected, the software picks one to track. If multiple are in frame,

the first to appear is tracked by default. The object being tracked is outlined in red, while all others

are outlined in green. The motors are issued commands that reorient the system to center the object

in the camera’s field of view. Once the object is centered, the light is powered on, and the target is

illuminated.

The MSP 432 is responsible for controlling the two stepper motors that move the flashlight

toward the target. The two motors are initialized to two different timers so that both of them can

be controlled individually. There is a simple while loop that is constantly looking for the UART

signal from the Raspberry Pi. The main function utilizes bit masking and shifting to determine

which motors to turn on and the direction of them. It is set up so that the UART signal can send

instructions for the ”left-right” motors and the ”up-down” motors simultaneously. For example,

the MSP-432 is able to interpret a ”up and left” instruction and execute it at the same time.

The live streaming server utilizes all of the algorithms that the image processing software has

already done and simply displays those frames to a web application so that the user can see what

the system sees. This includes all the filtering and processing, the boxes that show potential targets,

the colors of each of the boxes which indicates whether it is being tracked or not, and the cross hair

that marks the middle of the camera. The back end is done using the Flask framework in Python

and the front end is done using HTML, CSS, and Javascript. There are several buttons on the web

application that perform manual adjustments to the system so that we can control it through the

web interface. There are enable and disable motor buttons which activate and deactivate the motors

just in case there is malfunction when testing or demoing. There is a toggle communication button

that allows the Raspberry Pi to send instructions to the MSP 432. There is also a toggle light which

just turns the flashlight on and off manually. Finally, there are four manual control buttons that are

able to move the flashlight when the automatic mode is turned off: up, down, left, and right. The

web application serves two main purposes. It allows the user to see what the system is seeing and

it also allows the user to interact with a user interface to control the system while in use.
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Figure 12: Live Streaming Page in Web Application

8.2.3 Structural Hardware

The main function of the structural hardware in this project was to provide a practical and

secure enclosure for all of the components as well as facilitating the two dimensional motion that

is essential for tracking subjects with the motors. We began our design by focusing on the turning

mechanism first since that presented the most significant challenge. As seen in Figure 13, the

design is comprised of a rectangular base that holds two L supports together. Each L support is

designed to hold up the platform where the flashlight will be placed, except one of them is distinct

so that it can also accommodate the motor that will take care of the y axis movement (up and down).

Positioned beneath the rectangular base, is another motor that will cover the x axis movement (left

and right). Both motors are attached to their respective structures with a flange that fits comfortably

on shaft of the motor. As for the platform, it has a simple design with a curvature in the middle

that matches that of the flashlight. This deliberate design choice enhances the attachment to the

platform, reinforced by the flashlight fastener located at the top, ensuring a robust and secure fit.
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Figure 13: Housing Mount Mechanism 3D Model

Once we finalized the design for the motorized mount, we moved onto devising the hardware

bay of the housing, which would contain the PCB, Raspberry PI, and MSP 432. As illustrated in

Figure 14, the overall structure is quite simple, yet a substantial amount of thoughtful consideration

was required. The design revolved around the motor slot in the middle and all the other components

were secured onto the bay as indicated in Figure 15 using circular supports that slot tightly into

the mounting holes of all the boards. To enhance the overall functionality and thermal regulation

of the housing, two strategically placed fan slots were incorporated at the back. Additionally, the

exhaust opening in the front was embossed with our product’s name (Radiance), adding a distinct

aesthetic touch to the structural design. Finally, the bay also provides the necessary openings for

external connectors (video output and power).
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Figure 14: Housing Hardware Bay 3D Model

Figure 15: Housing Hardware Bay 3D Model (Top View)

The complete assembly can be seen in Figure 16 in addition to the camera mount that is secured

around the head of the flashlight. Note that this design is not meant to allow full 360◦ rotation in

either direction.
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Figure 16: Final Housing Design 3D Model

8.3 Technical Details

Within this section, we provide an elaborate description of the technical design process for each

subsystem. This encompasses the reasoning behind our choices, any modifications undertaken,

optimizations implemented, and the careful considerations made in navigating trade-offs.

8.3.1 Electrical and Embedded Hardware

To begin our design of this sub-system, we started by carefully assessing the estimated total

power consumption of the entire device in order to establish a foundational framework for the

subsequent design considerations. More specifically, we aimed to properly size our power supply

unit and ensure compatibility with the rest of the components. To determine this, the power draw

of each major component was obtained. The Raspberry Pi 4 Model B was our device of choice

for image processing and it requires 3 A at 5 V to function [19]. The micro-controller will be

powered by one of the Pi’s USB 2.0 ports, so assuming that maximum power draw is achieved, it
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will consume about 2.5 Watts of power [20]. The selected horizontal motor is rated at a voltage of

3.4 V with 1.7 A of current draw while the vertical motion motor requires 1 A at 3.7 V [21][22].

Both add up to a total of of 9.48 W. The flashlight that is going to be used draws about 2.5 W,

conservatively (500 mA at 5 V - measured value). Finally, the cooling fans draw 38 mA at 12

V (0.45 W) [23]. Table 2 provides a summary of these values, with the total power consumption

calculated. Notably, the MSP 432 and camera are excluded from the total as they will be powered

by the Raspberry Pi, so they are indirectly included in the final calculation.

Table 2: System-wide Load Calculation

Table 2 used very conservative values and it indicated that a power supply of more than 28 W

would be required. Since we had to acquire this power supply in the early stages of the project, we

erred on the side of caution and opted for a 12 V supply rated for 60 W. This strategic choice aimed

to provide flexibility throughout the design process, minimizing the risk of needing to purchase a

different power supply in case we decided to add components or features that might require more

power.

Having done a comprehensive assessment of the power requirements of the system, we could

now move onto designing the specific circuitry that would distribute the appropriate voltage to

each component discussed in Table 2. Since we decided to opt for a 12 V power supply the overall

criteria for designing the circuits was to make their inputs be compatible with 12 V. From there,

other more specific factors were considered

Regarding the motor drivers, our selection of the DRV8825 was based on several factors, in-

cluding its 2 A current output, which proved sufficient for our motors. Additionally, the DRV8825
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offers a multitude of features that provide extensive control over the motors. These features encom-

pass chip enabling/disabling, microstepping capabilities, overcurrent protection, and a straightfor-

ward step and direction interface.

All component values as seen on Figures 4 and 6 were take directly from the application notes

found in the data sheet. The exception to that were the sense resistors that were used to set the

current output limit that goes into the motors. In order to determine those resistances and calculate

the appropriate reference voltage we employed the following expression found in the datasheet[1]:

Imax =
Vref

5 ∗Rsense

Where Imax is the maximum current allowed, Vref is the reference voltage applied to pins 12

and 13 as seen in Figure 4, and Rsense is the sense resistor value chosen. The DRV8825 has a

3.3 V output pin, so that was used along with a resistance to set the appropriate reference voltage.

Instead, of using a voltage divider with fixed values, we opted for using a 10 kΩ potentiometer to

accommodate motors with a wide range of current capabilities. Given that the rated current for the

horizontal motion motor is 1.7 A, the appropriate reference voltage needed is:

Vref = Imax ∗ 5 ∗Rsense = 1.7 A ∗ 5 ∗ 200 mΩ = 1.7 V

Similarly for the vertical motion motor with a rating of 1 A, the reference voltage is:

Vref = Imax ∗ 5 ∗Rsense = 1 A ∗ 5 ∗ 200 mΩ = 1 V

Taking a closer look at those calculations reveals the reasoning behind choosing a 200 mΩ

resistor. The 5 ∗ Rsense factor becomes 1, which allows the rated current to always be equal to the

reference voltage needed. This avoids the need to make a calculation every time. Theoretically,

with this setup, the maximum current allowed is 3.3 A, yet it is crucial to note that the drivers

are specifically rated up to 2 A. Consequently, meticulous attention is necessary to ensure that the
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reference voltage is set within the prescribed limits and does not surpass 2 V.

The second major components of the electrical system are the buck converters that would be

used to power the Raspberry Pi and Flashlight. This choice of switching regulator was guided by

our objective to make the system as efficient as possible. According to a study published by the

IEEE, buck converters were found to have and efficiency as high as 92%, making it an excellent

choice to step down the voltage from 12 V to 5 V [24]. As the Raspberry Pi is a more sensitive

computing device requiring a good quality supply, we began the design taking its requirements

into account. As previously mentioned, considering a worst-case scenario where the Raspberry

Pi utilizes 3 A at 5 V, it became imperative to select a converter with the appropriate current

rating. After careful consideration, we chose Rohm’s BD86120EFJ-E2, which boasts a maximum

rating of 5 A—well beyond our anticipated requirements. Given that alternative chips with lower

current ratings were available at a similar price point, the decision to opt for a component with

a higher capacity was made strategically to proactively enhance the system’s robustness. Two

critical characteristics that demanded assessment were the current and voltage ripple requirements

to ensure stable operation. Lacking specific details in the datasheet, we employed the official

Raspberry Pi 4 power supply as a benchmark, which specifies a 120 mV peak-to-peak ripple [25].

Now that we obtained all the necessary information we started designing the component values

using the following formulas taken directly from the datasheet [26]:

L = Vout ∗ (Vout − Vin)
1

Vin ∗ Fosc ∗∆I

VRPL = ∆I ∗ (RESR +
1

8 ∗ Cout ∗ Fosc

)

Vout =
R1 +R2

R2

∗ 0.8

Rcmp =
2π ∗ Vout ∗ Fcrs ∗ Cout

VFB ∗GMP ∗GMA

Ccmp =
Vout∗Cout

IoutRcmp
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Several values were taken directly from the datasheet as a good and balanced recommendation.

Those include the input capacitors, feedback resistors, current ripple, crossover frequency, internal

feedback voltage, current sense gain, and error amplifier trans-conductance. As for the rest, the ap-

propriate values were used to calculate the final values of the remaining components. All variable

definitions as well as component values are shown in Table 3.

Table 3: Rohm Buck Converter Variable and Component Definitions

The evaluation of the buck converter, as outlined in Table 3, shows a ripple voltage of 13.6 mV.

This outcome not only meets but surpasses the 120 mV specification of the official Raspberry Pi

power supply. Notably, in the expression for VRPL, the impact of RESR is significant. To optimize

our design, we implemented two 22 µF capacitors in parallel instead of a single 44 µF capacitor

(see Figure 7). This strategic choice effectively halves the effective series resistance, resulting in a

substantially lower ripple voltage.
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While a single buck converter theoretically possesses the capacity to power both the Pi and

flashlight due to its 5 A rating, we opted for an additional converter for the flashlight to ensure

the stable operation of the Raspberry Pi. The constant switching of the light could potentially lead

to voltage drops that may impact the Pi. Although the power quality required for the flashlight is

lower compared to the Pi, the decision to employ a separate converter was based on the reliability

it adds to the system. Leveraging the existing design, we integrated the same buck converter for

the flashlight, with the addition of an NMOS transistor at the output terminals (refer to Figure 9).

This configuration enables the flashlight to be controlled through software using the Raspberry

Pi’s GPIO pins. For this purpose, we selected a transistor with sufficient current capacity and a

gate threshold voltage achievable by the GPIO pins. The chosen transistor has a maximum current

of 500 mA and a gate-to-source threshold voltage of 0.9 V [27], ensuring effective control of the

switch.

Figure 17: PCB Initial Layout
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Due to the diminutive size of the chips and external components, it was hard to test them on

a breadboard, so we had to wait for the PCB to arrive. As mentioned before, the optimal layout

of each component consisted of the motor drivers being on the left side, while having two buck

converters on the right side. Figure 17 shows what the first iteration of our board looked like.

Upon soldering several components, we successfully confirmed the functionality of the motor

drivers. However, we encountered challenges with the buck converter as it outputted the correct

voltage, but under a load exceeding 1 A, it experienced a voltage drop to mitigate the current draw.

Troubleshooting steps were initiated, including a meticulous review of the schematics to ensure

alignment with the PCB’s electrical connections. The datasheet was revisited, and all component

values were recalculated, yet no obvious issues were identified until the realization that the chip

was overheating. To address this, we added a heat sink, allowing us to draw approximately 1.3

A of current—an improvement, albeit still below the required specifications. Nonetheless, that

lead us to identify that it was a temperature-related issue with the chip, stemming from the initial

PCB layout’s suboptimal design. Recognizing the thermal inefficiency, we researched ways to

enhance the board’s thermal performance. The one critical improvement that was identified was

incorporating copper areas on the top and bottom layers as heat sinks and connecting them through

vias. The changes implemented in the second iteration of the board, as illustrated in Figure 18,

reflected these enhancements.

Figure 18: PCB Initial vs Final Buck Converter Layout
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To address the thermal concerns with the buck converter, we strategically connected both cop-

per areas to the ground pad beneath the chip. Additionally, we introduced extra vias to enhance

the thermal transfer of heat from the top layer to the substantially larger bottom copper layer. This

modification aimed to optimize the dissipation of heat, rectifying the initial thermal issues. No-

tably, the revision involved a transition to Texas Instrument’s LMR33640 from the previous Rohm

chip, as the former offered similar capabilities, but the manufacturer provided more comprehensive

guidance on the recommended PCB layout. As a precautionary measure, this switch was made,

with both the component values and layout drawn directly from the datasheet application notes

[28]. The final component values can be observed in the schematic provided in Figure 7.

The final consideration for the PCB design was the placement and width of the traces. Since

each of the components draws a relatively high current, we made sure to use separate power rails

for each subsystem. As for determining the trace width necessary, we simply used the trace width

calculator provided by Advanced Circuits [29]. Signal traces were uniformly set at 10 mil, while

the width of the power traces varied based on the results of the calculator. Most of the power traces

required a width that was greater than the pin separation of the chips, which meant that it would

be physically impossible to fit the traces within that confined space. To address this, we employed

a strategic approach: commencing with thin traces at the pin connections and gradually widening

them as the traces expanded.

Figure 19: PCB Motor Driver Winding Connections
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This technique served a dual purpose, mitigating both spatial constraints and potential thermal

issues arising from thin traces. An exemplification of this approach is evident in Figure 19 (blue

traces connecting pins B1, B2, A1, and A2), showcasing the traces connecting to the motor wind-

ings. These traces initiate with a thin configuration at the pin connections and progressively widen

as available space allows.

In parallel with the PCB design process we also assessed some of the key factors that would

ultimately impact the performance of our system. Those include motor precision, speed, and

torque. When evaluating motor precision, we referred to the data sheet, which specifies a stepping

angle for the motor of 1.8 degrees [21]. This implies that the motors can only move in increments

of 1.8 degrees. Leveraging this information, we can derive an expression to quantify the level of

precision with which the motors can orient the flashlight at a given distance:

L = Distance from subject

X = Linear stepping distance

θ = Stepping angle

tan θ =
X

L

Given that our performance goal is at a distance of L = 5 m, the linear stepping distance is:

X = L ∗ tan θ = 0.156m

This implies that, in the worst-case scenario, the flashlight will be oriented with a precision of

about 16 cm. While this level of precision is acceptable for human-sized subjects, tracking smaller

objects may result in ineffective illumination. Initial testing of the motors at a standard stepping

rate revealed excessive vibration in the mounting structure, accompanied by an unpleasant noise.

This vibration adversely affected the camera’s ability to capture steady frames for processing.
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To address this issue, we adjusted the motor drivers to operate at a reduced rate of 8 micro-

steps per step. In order to do that we simply set the pins to the appropriate level as outlined in

Table 4. This modification significantly diminished vibrations, ensuring smoother operation and

minimizing disruptions to the camera’s frame capture. Furthermore, this adjustment enhanced the

precision of object tracking, as the angle per step was reduced to one-eighth of its normal value.

Applying the previous expression for linear stepping distance, the final precision of our motors at

a distance of 5 meters then becomes:

X = L ∗ tan
θ

8
= 0.02m

Table 4: DRV8825 Stepping Format [1]

In order to evaluate the RPM requirement of the motor, one must consider the worst case in

which the camera will need to rotate to track a subject that is very close to the camera and is moving

from one bottom corner (as shown in Figure 1) to the other at S = 1.9 m/s. As a conservative

approximation, one can assume that the required angle of rotation for this scenario is θ = 180 ◦

since the subject is very close to the camera. With this information we perform the following

calculation:

t =
L

S
= 2.63s (Time required to traverse length of the surveyed area)

The RPM required is then:

RPM =
θ

t
∗ 60s

360◦
= 15.8 RPM
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While the relatively low RPM was not anticipated to pose significant issues, as it comfortably

falls within the physical limits of our chosen motors, a critical aspect required verification. We

needed to assess the capabilities of both the motor drivers and the micro-controller to ensure they

could effectively drive the motor at this speed. To determine this, our first step involved calculating

the required number of steps per second to achieve the desired angular speed of 15.8 RPM:

ω = 15.8 RPM = 94.8◦/s

θ =
1.8◦

8
(Micro-stepping angle)

Steps per second =
ω

θ
= 422

Considering that with the DRV8825 drivers, each pulse of a PWM signal corresponds to one step,

we can deduce that a PWM frequency of 422 Hz is necessary to attain a speed of 15.8 RPM. As

stated in the datasheet, the maximum step frequency that the driver can handle is 250 kHz [1].

Moreover, given that the MSP432’s maximum clock frequency is 48 MHz, we surpass the required

capabilities by many orders of magnitude [30]. This analysis ensured that the motors can operate

at the intended speed without any constraints. The last important motor characteristic that we had

to account for was the torque, the selected motor for horizontal movement is rated for a holding

torque of 3.5 kg * cm while the one for vertical movement is rated at 1.6 kg-cm [22][21]. Both

comfortably accommodate the torque needed to rotate the camera and flashlight.

8.3.2 Software

The object detection software begins by thresholding the frames that are outputted by the ther-

mal camera for pixels above a specific intensity. After extensive testing, a value of 236 was found

to be the most suitable for reliably isolating the heat signatures of people, assuming someone was

in the frame. These bright spots indicate locations of heat, but due to a normalization feature built

into the camera, all readings are relative. The thresholding process returns a binary image, mean-

ing all pixels above the given threshold are set to 255, the maximum value, while all other pixels
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are set to zero.

The external temperature of a human body isn’t uniform, with limbs typically being signifi-

cantly cooler than the head or chest. Furthermore, clothes also significantly dampen the heat given

off by a person’s skin. In order to most accurately detect the heat signatures of people, the thresh-

olding value was set high to only pick up regions of the core body temperature. To compensate

for regions with lower heat, the blobs of heat isolated in the preceding step go through a dilation

process using 9x12 tiles over 7 iterations. As a result, these heat blobs are expanded to now cover

most of the body’s area.

The next step involves contouring these blobs, then finding the rectangular regions bounding

each one. If any of the rectangular perimeters overlap, they are merged. Since the output of the

dilation step is still a binary image, the rectangles aren’t immediately drawn onto the frame being

processed. Instead, a copy of the original frame from the camera is used. This frame is first

upscaled from 256x192 to 512x384 using linear interpolation then a color map is applied to aid

in delineating details. The locations and sizes of the rectangles found earlier are also upscaled to

match the new resolution before being drawn.

Figure 20: Detecting Heat Signatures in a Frame
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The particular thermal camera used was outputting images in RGB format, though the output

was grayscale. All processing steps were done at the native 256x192 resolution using grayscale

encoding for images, which prevented any data loss while still maintaining a low enough resolution

for the Raspberry Pi to process in real-time. The upscaling is only done in the final step, right

before streaming output to the UI.

As mentioned above, the normalization function of the camera made it impossible to assign

specific pixel intensities to set temperatures. This quickly became problematic as a pixel in the

frame with an intensity of 236 could represent anything from 90°F to 50°F, depending on what was

in the field of view. To resolve this, a check was written into the program to take the average of all

pixels below the set threshold and compare this value to a lower-bound value. If this averaged value

was high, that indicated that no heat source was present, and the camera was normalizing a much

smaller temperature range (just the background) across the entire 0-255 range. After extensive

testing, this lower-bound value was set to 64.

Figure 21: Intermediate Steps of Image Processing Algorithm

The object tracking portion of the algorithm starts by first selecting one of the detected objects

to track. If more than one are in frame, the first detected will be tracked by default. The location

of the object is first stored. Once the next frame is processed and all the objects have been located
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again, the object closest to the last recorded position is assumed to be the same object. This process

is done continuously, tracking each object until it is lost, at which point, the program looks for a

new target.

The object being tracked is outlined in red while all others are outlined in green. If the center of

the object aligns with the center of the camera (within 15 pixels), the light is pointed at the object,

at which point the light is powered on. Instructions for motor control are determined using the

location of the target object relative to the center of the frame. Unlike the light control, there is no

15 pixel buffer zone, meaning that the motors will continuous move to keep the object centered,

even while the light is on.

The chosen communication protocol for this project was UART, providing asynchronous two-

way communication. While not the most advanced protocol available, it proved sufficient for

transmitting motor instructions, requiring a simpler scheme. The module was configured with a

baud rate of 9600, and detailed settings for the UART module can be found in Figure 39 in the

Appendix.

For the set up of the motors, each of the stepper motors were connected to the GPIO pins on

the MSP 432. The ”left-right” stepper motor step lead is connected to P2.5 and the direction lead

is connected to P1.6 on the MSP. The ”up-down” stepper motor step lead is connected to P2.6 and

the direction lead is connected to P6.7. All four are set as outputs. TimerA0 is set to the ”left-right”

motor and TimerA1 is set to the ”up-down” motor. As seen in the figure below, the UART signal

is masked and shifted to determine which instruction was sent by the Raspberry Pi. 0x00001000

corresponds to an ”up” command, 0x00000100 corresponds to a ”down” command, 0x00000010

corresponds to a ”left” command, and 0x00000001 corresponds to a ”right” command. The in-

structions were implemented with the Raspberry Pi continuously sending the necessary movement

commands. Upon achieving the centered position of the subject, the corresponding stop command

was then transmitted to either the horizontal or vertical motion motor.
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Figure 22: Motor Control Software

8.3.3 Structural Hardware

Leveraging additive manufacturing through 3D printing yields numerous advantages, notably

affording complete control over the final product’s design. However, the ultimate factor steering

our decision towards 3D printing was rooted in a pragmatic assessment of our budgetary con-

siderations. Foreseeing that allocating funds for construction materials might strain our financial

resources, we strategically opted to utilize the cost-free 3D printing facilities available at the Uni-

versity’s maker spaces. This strategic choice not only conserved our budget but also granted us

flexibility and margin for error in the development of our other sub-systems. Nonetheless, we still

experienced certain challenges that required multiple trial and error iterations of design.

Once we decided to move forward with 3D printing, we had to assess the capabilities of the

printers that would be used to create our components. The maker spaces at the Chemistry building

are equipped with Ultimaker S5 printers, which are on the low end of industrial level printing [31].

For a prototype level project like ours, the S5 printers display amazing capabilities that provide

everything we would need. The ones available at the maker space came equipped with a 0.4 mm

nozzle width and an ability to print layers as small as 0.1 mm [32]. Those two parameters are

relevant when considering the scale of the components that need to be printed. For the majority
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of our components, these printing capabilities proved more than sufficient, ensuring the accurate

reproduction of our model. However, a notable challenge emerged in the creation of the camera

mount lid, where having precise slots and tabs was paramount for secure attachment. Initially, we

encountered difficulty achieving a secure fit for the lid, attributing it to discrepancies in dimensions.

The issue stemmed from one of the clips having dimensions that were physically impossible to

print, due to the layer height that was utilized. Swift resolution came in the form of adjusting the

dimensions to be a multiple of the layer height, effectively mitigating the discrepancy and ensuring

the successful printing of the camera mount lid, albeit after several trials.

Another important parameter to consider was the total build volume of the printer, which is

330 x 240 x 300 mm for the S5. That is a relatively large volume so we had no issue printing

any of our components in one piece. In pursuit of a highly stable structure, our initial design

incorporated notably thick L supports, as depicted in Figure 23. However, as we attempted to print

it, we quickly realized that it would be impractical and wasteful to do so. While thicker supports

inherently offer enhanced structural integrity, within the dynamics of 3D printing, the rigidity is

primarily governed by factors such as infill percentage and wall count rather than the total thickness

of the supports. To optimize both printing speed and material usage, 3D-printed components are

predominantly composed of air on the inside, relying on infill patterns to support the external

walls that define the structure. Given that insight, we decreased the thickness of our supports,

aligning our design with better 3D printing practices. Guided by a reference from the School of

the Art Institute of Chicago, which recommends a 10% infill for visually oriented prints and a

20% infill for structural purposes, we initially adopted a 15% infill during the prototyping phase

[33]. This choice prioritized printing speed, considering the likelihood of iterative prototyping.

Upon finalizing the design, we strategically increased the infill to 30%, a decision aimed at further

enhancing the build quality and structural robustness of the components. Note that the base that

holds the L supports also changed from a circular disk to a rectangle as show in Figure 13 since the

circular geometry used more material but had no benefit on the structure. This adaptive approach

reflects our commitment to optimizing the printing process at each phase of development.
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Figure 23: Housing Mount Initial Design

To ensure a robust assembly of all components, we opted for the reliable fastening mecha-

nism provided by metal bolts and nuts. This choice guaranteed a secure and stable connection

between the various pieces of our system. Additionally, we took the precaution of incorporating

metal flanges to link the motor shafts to the rotating components, further enhancing the structural

integrity of our design.

The next consideration that required amelioration was the stability of the flashlight and cam-

era. While the design that has been shown so far is theoretically capable of holding those two

components securely, we encountered a lot of issues with slipping since the body of the flashlight

has a very smooth and metallic finish. Tightening the screws to their maximum did not help so

we had to look for a material that had a high coefficient of friction against plastic and metal. In a

study regarding the friction of rubber, this material was described as having a coefficient of friction

that is load dependent [34]. Leveraging this property, we introduced a strategically placed piece of

rubber in two different places: one where the flashlight sat on top of the platform and another one

where the camera mount latches onto the head of the flashlight. By tightening the screws signifi-

cantly, we essentially created a high-friction interface between all surfaces, effectively mitigating

all concerns of slipping.

The design process for the hardware bay was deferred until after the successful testing of the

motorized mount. As highlighted earlier, the horizontal movement motor was directly attached be-

40



neath the entire structure, supporting its entire weight by itself (1:1 ratio). We had initial concerns

that the motor would not have enough torque to move effectively, so we planned to explore the

possibility of implementing different gear ratios in order to extract more torque out of our motor.

Fortunately, the motor performed well during testing, thus eliminating the need for implementing

a gear mechanism and allowing us to proceed with the hardware bay design.

To optimize the structure’s footprint, we strategically positioned the motor slot at the cen-

ter and arranged all other boards around it. Given the multitude of variables influencing board

placement, including connector clearances, board dimensions, and thermal considerations, several

arrangements were explored. Ultimately, a layout was reached that optimized all these factors, as

illustrated in Figure 15. This configuration ensures that both the Raspberry Pi and PCB receive

fresh airflow from the intake fans, which is crucial for efficient operation of the circuits. While re-

fining the design through multiple prints to achieve precise dimensions, challenges emerged with

cable fitment inside the bay, but this issue was promptly resolved by increasing the overall height

of the bay. Additionally, considering the limited shaft length of the motor, we also had to elevate

the slot in which the motor sat. That raised platform can be observed in Figure 14

Finally, once the initial assembly of the structure was initiated, we had issues with the weight

of the motor responsible for the up and down motion. Since it is mounted relatively high up at

the top of one of the L supports (see Figure 13), it caused the whole mount structure to sag to

one side, destabilizing the whole setup as a result. Fortunately, due to the relatively low cost of

stepper motors, we were able to quickly find another NEMA 17 motor that had a lower profile and

therefore a much lower weight. The torque was comparable to the original motor, so we had no

issues with rotating the flashlight

8.4 Test Plan

Testing of the overall project thoroughly occurred at all phases of development. More specif-

ically, testing was performed once every sub-system was completed as well as during the devel-

opment of that particular sub-system. That provided reassurance that every component worked
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appropriately before they were all integrated together and also made it easier to debug. In the sub-

sequent subsections, we break down all the testing methodology that was employed for each of the

sub-systems and lastly how the integrated system’s performance was evaluated.

8.4.1 Electrical and Embedded Hardware

As mentioned previously, most of the circuits for this sub-system were not tested until soldered

onto the PCB. Due to the diminutive size of some of the components, attempting to interface them

all on a breadboard would be a challenging and impractical approach. However, this presented a

challenge, as power was a prerequisite to testing other vital components in the system, including

the motors, flashlight, and Raspberry Pi. The solution came in a variety of ways. For the motors,

we acquired a DC power jack compatible with breadboards and used the 12 V power supply to

power motor driver carrier boards that we purchased. In the case of the flashlight, we were able to

use the NI Virtual Bench power supply since it is a component that doesn’t consume much current.

Lastly, the Raspberry Pi worked with a 15 W USB C phone charger. This makeshift setup enabled

us to conduct preliminary tests on each device while awaiting the completion of the PCB.

Upon receiving the PCB, our initial step was to conduct a comprehensive examination, check-

ing for continuity in each trace while simultaneously identifying potential shorts. This initial test

served as a critical checkpoint, ensuring the absence of any manufacturing defects and validat-

ing that the board conformed electrically to our designed schematics. This precautionary measure

was instrumental, since trying to rectify issues after soldering would exponentially complicate the

troubleshooting process, potentially rendering prior efforts futile.

Following the confirmation of trace integrity, we methodically soldered each chip and its ex-

ternal circuitry individually, conducting functional tests at each stage. Throughout the soldering

process, an ample amount of flux was applied to facilitate smooth solder flow and ensure optimal

connections. However, as a precautionary measure, we conducted another thorough examination

for shorts post-soldering. Given the tightly spaced pins on the chips, this careful scrutiny aimed

to preemptively identify any potential issues that could damage the components. With a validated
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electrical setup, we progressed to system functionality testing. The motor drivers and buck con-

verters underwent comprehensive yet straightforward assessments, ensuring their suitability for the

project’s objectives. For the motor drivers, one of the stepper motors was wired, and a simple C

program was employed to rotate it both clockwise and counterclockwise at the calculated angular

speed of 15.9 RPM, as detailed in the technical section of this report. Additionally, we conducted

tests at higher speeds and saw no noticeable issues.

In the case of the buck converters, a network of resistors in parallel was employed to achieve

an equivalent resistance of 1.8 Ω, the lowest achievable with available components (see Figure 24

for setup). At 5 V, this setup yielded an output current of I = 5 V
1.8 Ω

= 2.78 A. This specific config-

uration had previously exposed temperature issues, as discussed in the technical section. However,

following the chip replacement and layout improvements, the system now successfully handled

this current draw. Measurement of the current was conducted by incorporating a multimeter in

series with the circuit. Once the Raspberry Pi arrived, we were able to power it with the PCB and

run our program on it with no noticeable issues.

Figure 24: Buck Converter Test Set up

Upon confirming the functionality of the buck converters, we proceeded to test the flashlight.

In this test, we connected the light terminals to the PCB, and wired the transistor gate to one of

the GPIO pins on the MSP 432. By running a 1 Hz PWM signal, this setup validated the system’s

capability to control the flashlight, turning it on and off through software.
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8.4.2 Software

The process of developing the object detection and tracking software began before the thermal

camera had been purchased. During this preliminary phase, thermal video of two deer roaming in

a forest was used. The software was assessed on how accurately it detected and tracked the deer,

if it ever lost either of them, and how accurately it could recognize them as two separate objects.

Once the camera was available, the software was continuously tested in various environments,

including the inside of an apartment, the lab space, and outdoors. Various lighting conditions were

also employed including everything from complete darkness to broad daylight. Additionally, the

software was tested with a variety of available targets including a single person, multiple people,

people only partly in frame, small objects with heat, and objects with extremely high temperatures.

Throughout the testing process, the software was constantly evaluated for the qualities listed above,

and continuously refined to yield the best possible results.

A crucial step in the testing process was monitoring the algorithm at various intermediate stages

of its processing. In cases where the software wasn’t behaving as desired, substantial amounts of

time were spent analyzing and studying frames right after thresholding or right after dilation in

order to narrow down what the issue was.

In order to test the motor software in the early stages, a simple testing program was created:

this featured a while loop that moved the motor clockwise 100 steps and then counterclockwise 100

steps. This did a couple of things for the testing process; it proved that the motors were properly

set up with the pins and timer, and the correct direction was also verified. This process was done

for both the ”left-right” and the ”up-down” motors individually and eventually simultaneously.

To simulate the communication between the Raspberry Pi and the MSP 432, a simple Python

program was created that that takes the user input ’u’, ’d’, ’l’, or ’r’ for the commands ”up”,

”down”, ”left”, ”right”, respectively. The Python program then sends an instruction accordingly

which is interpreted by bit masking and shifting by the MSP 432. The expected outcome of this

is that the correct motor starts moving in the correct direction. This was a preliminary step to

testing the integration of the Raspberry Pi and the MSP. This verified that the MSP was able to
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take commands from a Python program and correctly move the motors in the desired direction.

8.4.3 Structural Hardware

Testing this subsystem followed a straightforward procedure, focusing on its ability to accom-

modate hardware and effectively rotate both vertically and horizontally. After printing the compo-

nents, the initial step involved assembling them and verifying their dimensions. The assembly of

the motorized mount, depicted in Figure 13, was followed by the printing of a test bay for the bot-

tom motor, as shown in Figure 25. The open base was printed in order to give the whole structure

stability while the hardware bay was still under the development.

The final component of the housing was the hardware bay and it did not need much testing

either since the design was pretty straightforward. All we did to confirm functionality was a test

fit of all the components (including wires) and confirmed that it allows for the full functionality of

the device.

Figure 25: Housing Mount Test Set Up

Once the motors were mounted securely with screws, we used a basic C program to rotate the

motors in either direction. During that initial testing, we observed the whole structure sag to one

side due to the weight of the vertical motion motor. As described previously, our solution for this
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was to simply buy a lower profile motor that weighed a lot less. Once we mounted that on, we

started rotating the motors again at 15.8 RPM and observed no noticeable issues. We even stress

tested it at 100 RPM and the mount showed resilience even at those speeds. The second test for the

mount consisted on mounting both the flashlight and camera to the whole structure to see how the

motors would perform under load. This is where we noticed that the flashlight was not fastened

well enough and we had to mitigate that by adding rubber as described in the technical section of

this report. After this adjustment, the system operated normally at the required speed.

8.4.4 Integrated System Testing

The integration testing phase presented unique challenges as it required seamless interaction

among various components, necessitating careful coordination. The initial test focused on evalu-

ating UART communication between the Raspberry Pi and MSP 432. A simple Python program

was written to send data from the Pi to the MSP 432 via USB, and the MSP 432, equipped with a

corresponding program, sent a response once the data was received. This program was executed

in the terminal of the Pi and the received messages were being displayed successfully, paving the

way for subsequent motor instructions.

Since we had established solid communication between the Raspberry Pi and MSP 432, the

next obvious step was to interface the camera tracking software with the motors. For this, we

manually pointed the camera at a subject using our hands and observed if the motors made the

movements that would be necessary to center the camera on the subject. Additionally, we made

sure to print out every command that the Pi was sending to add another layer of verification.

Similarly for the flashlight, we observed if it would turn on once the camera was centered on the

subject and turn off when the frame had no subjects in it.

Following successful validation of these functionalities, the camera, motors, and flashlight were

mounted on the 3D-printed housing. We let the tracking software run again and instead of moving

the camera with our hands, we let the motors do the work and observed that it was successfully

tracking a subject. For that test, the speed had to be halved to avoid any excessive pulling of
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the wires in case the motors spun out of control. At this testing stage, all components were still

powered independently, and to conclude the integration process, the final step involved wiring

all components onto the PCB. Each component had undergone individual testing with the PCB,

so we encountered no issues when everything was running off the PCB. The tracking software

was initiated once more, and successful subject tracking affirmed the seamless integration of all

components.

In the conclusive testing phase, we conducted a qualitative assessment of the overall system’s

performance under diverse conditions. This involved placing a single subject within the camera’s

field of view and observing the system’s responses to various movements by the subject. Key

parameters assessed during this phase included response speed, precision in camera pointing, and

the tracking speed.

We scrutinized the system’s response speed, evaluating how effectively it adapted to changes

in the subject’s motion. The precision of camera pointing was assessed by confirming whether the

light accurately illuminated the subject. Additionally, the tracking speed was examined by having

the subject run in front of the camera at various speeds while iteratively increasing the tracking

speed until the system’s performance started to diminish. Further insights into the outcomes of this

testing phase will be detailed in the subsequent final results section.

9 Timeline

Figure 26: Initial Gantt Chart Part 1
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Figure 27: Initial Gantt Chart Part 2

The initial timeline charts can be seen above in Figure 24 and Figure 25, respectively. These

charts served as foundational guides to delineate our intended milestones and deadlines. These

charts were instrumental in establishing a structured framework, aiding us in determining the pro-

jected completion timelines for various project components. The inclusion of deadlines in the Gantt

Charts underscores our commitment to project management discipline and adherence to scheduled

milestones. By utilizing these charts as template guidelines, we effectively organized our work-

flow to align with our collective goals, fostering a proactive and methodical approach to project

management.

Figure 28: Updated Gantt Chart Part 1
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Figure 29: Updated Gantt Chart Part 2

Figure 26 and Figure 27 present the updated Gantt Charts, offering a comprehensive view of

the dynamic evolution of our project timeline throughout the semester. These charts vividly reflect

the pragmatic adjustments made to roles and responsibilities based on individual capabilities and

the imperative to meet designated timelines. The flexibility demonstrated in reallocating tasks

underscores our commitment to adapting our approach to optimize efficiency and ensure timely

completion. By tracking these changes, we not only acknowledge the dynamic nature of the project

but also showcase our team’s agility and collaborative spirit in responding to evolving challenges.

10 Costs

The total cost overview for the development of this project is displayed in Table 5. $569.42

of the $500.00 class budget was used, requiring external funding to complete the project. This in-

cludes costs not associated with the construction of an individual unit such as testing phases, spare

parts, PCB redesigns, and other miscellaneous expenses. Hardware includes the outer casing, ther-

mal camera, and other physical components needed to maintain structural integrity. PCBs relate

to the cost of designing and manufacturing the relevant boards. Motors concern the two rotating

motors that allow the camera and light source to illuminate different areas of interest. Processing

& control pertains to the Raspberry Pi, web server, and other software used to distinguish heat sig-

natures and analyze the camera’s feed. Electronics encompass the power source and wiring used
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to power our device. Finally, the miscellaneous expenses are any small components that do not

relate to any of the other categories. Table 7 and Table 8 in the Appendix show the detailed list of

all components purchased throughout the entirety of development.

Table 5: General Cost of Development

If this were to be manufactured as a product, the cost of producing an individual unit without

any testing expenses is shown in Table 6 and Table 9 in the Appendix. The cost to manufacture

10,000 units of the current design is estimated to be $433.49 per unit. The primary source of

savings originates from the mass purchasing of certain parts and materials such as the thermal

cameras and PCBs, which would not require multiple iterations and could be purchased in bulk at

a significant discount. The custom 3D printed parts could be mass produced via a plastic mold,

significantly reducing the time and energy required to manufacture such intricate details onto the

outer casing. All the aforementioned factors would contribute to an increase in production effi-

ciency, leading to a cheaper price per unit.
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Table 6: Cost of One Unit

11 Final Results

The final integration testing phase showcased a functional product capable of accurately track-

ing a subject and directing the flashlight precisely. However, certain limitations currently prevent

the device from being suitable for widespread use. The complete assembly of the final device is

illustrated in Figure 30.

Figure 30: Fully Assembled Device
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We begin this section by discussing the system’s full capabilities. Upon a subject entering the

camera’s field of view, the system promptly detects and directs the light towards the subject with

notable speed and precision. When the subject is actively tracked and begins to move, a slight yet

discernible delay is observed in the motor movements. This results in the light trailing behind the

subject momentarily, rather than continuously illuminating it. However, once the subject ceases

movement, the system adeptly centers itself with precision once again.

As previously mentioned, various tests involved the subject moving in both horizontal and

vertical directions, confirming the system’s proper functionality. Different motor speeds were also

tested, although the target speed of 15.9 RPM was not attainable due to hardware limitations.

The camera’s frame rate tops out at 25 frames per second and there is also all the added delay of

our image processing, so at greater angular speeds, the camera could not produce a steady image

for processing. Nevertheless, the system demonstrated functional results at a capped speed of

around 8.5 RPM. The supplementary features integrated into the user interface (UI) functioned

seamlessly as well. Users can connect remotely to the system and exercise control over various

aspects, including camera movement, light adjustment, and the option to disable the entire system

if needed.

Moving on to addressing the system’s limitations that could render it unsuitable for widespread

use, a major constraint lies in its software. The software is restricted to tracking a single sub-

ject as long as there isn’t anything else with a greater temperature in the camera’s field of view.

The absence of robust machine learning models, due to hardware limitations, led to the reliance

on thresholding techniques, limiting its ability to discern between living and non-living entities.

While effective for one subject, it struggles with multiple subjects. However, under the right con-

ditions, the image processing software will effectively ignore any objects that are below the typical

temperature of a human being. Another limitation pertains to speed since someone who was sprint-

ing fast enough would be picked up by our system, but no meaningful tracking would come as a

result (due to latency and frame rate limitations). Upon revisiting our proposed grading criteria

outlined in Figure 31 of the Appendix, we have successfully fulfilled the functionality criteria by
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accomplishing the objective of moving the camera, illuminating the subject in a designated area,

and maintaining continuous tracking. However, we did not entirely meet our second accuracy cri-

terion, which aimed to differentiate between living and non-living subjects. Despite this limitation,

the system remains effective in tracking a single subject.

In conclusion, although the basic functionality has been achieved, the system’s performance

outside of a controlled environment is limited, hindering the goal of full automation. Nonetheless,

considerable progress has been made, and the entire process has provided valuable insights into

the challenges of implementing this technology.

12 Future Work

Ideally, any future work done on this project should address the many limitations that have

been discussed throughout this report. Starting with structural hardware improvements, the im-

plementation of a weatherproof housing is a top priority since this is a product that would most

likely be placed outside. For that reason, the enclosure should at least be resistant against water

in the event of rain. Although this feature was beyond the project’s scope due to challenges in

achieving water-tight seals with external moving parts, it remains a key consideration for future

work. Another structural improvement could involve enabling a 360◦ rotation, as the current de-

sign allows only for 180◦ in both directions. Due to budgetary constraints, we could not afford

the slip ring necessary to implement that capability. Finally, to account for both visible light and

infrared wavelengths needing to pass through any external casing, at least one pane of the case

could be constructed out of sapphire. This material is extremely prohibitive due to its high cost,

but it fulfills all the requirement of a strong, reliable housing by allowing all visible and infrared

wavelengths through, being hard enough to resist bludgeoning force, and sealing the electronic

components from water.

Regarding electrical and embedded hardware, while no major issues were encountered, careful

attention to PCB layout is crucial. That could determine whether or not your circuit will work
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properly. Good research and understanding should be acquired before taking on the task of laying

out components on a board.

As evidenced by the final performance of our device, the most relevant improvement will come

from approaching the image processing in a different manner. Our attempts to implement a ma-

chine learning model and run it on the Raspberry Pi were met with failure due to the lack of

processing power. The resulting video feed could only run anywhere between 2 and 4 frames per

second. However, upon further research, AI accelerating hardware can be purchased and be phys-

ically interfaced with edge devices such as a Raspberry Pi. A notable example of this is Google’s

Coral, which is a Tensor Processing Unit (TPU) that comes in a variety of form factors including

a USB module [35]. We did not foresee the need for such hardware early in the project, so we

did not have enough budget left to purchase it. So for future iterations of this project, that would

definitely be a good place to start and it could unlock the full potential of the device. A machine

learning model, facilitated by dedicated AI hardware, could accurately track humans and other

living beings while disregarding inanimate objects.
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13 Appendix

Figure 31: Grading Criteria from Project Proposal
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Figure 32: Final Product Front View

Figure 33: Final Product Rear View
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Figure 34: Final Product Hardware Bay Top View

Figure 35: Fully Assembled PCB (Front)
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Figure 36: Fully Assembled PCB (Back)

Figure 37: Horizontal Movement Motor Setup MSP 432 Software
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Figure 38: Vertical Movement Motor Setup MSP 432 Software

Figure 39: UART Setup MSP 432 Software
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Table 7: Detailed Breakdown of Costs of Development (1/2)

Table 8: Detailed Breakdown of Costs of Development (2/2)
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Table 9: Detailed Breakdown of Costs of One Unit
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