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ABSTRACT

Fractional topological insulators are electronic topological phases in (3 + 1) di-

mensions enriched by time reversal and charge U(1) conservation symmetries. The

most straightforward series of fermionic fractional topological insulators is analyzed

where their bulk quasiparticles consist of deconfined partons that carry fractional

electric charges in integral units of e∗ = e/(2n + 1) and couple to a discrete Z2n+1

gauge theory. This thesis proposes massive symmetry preserving or breaking frac-

tional topological insulator surface states. By combining the long-ranged entangled

bulk with these topological surface states, the novel topological order of quasi-(2 + 1)

dimensional fractional topological insulator slabs, as well as their corresponding edge

conformal field theories, are deduced.

Weyl and Dirac semi-metals in three dimensions have robust gapless electronic

band structures. Symmetries such as lattice translation, (screw) rotation, and time

reversal protect the massless single-body energy spectra. This thesis discusses many-

body interactions in these systems. Here the focus is on strong interactions that

preserve symmetries and are outside the single-body mean-field regime. Mapping

a Dirac semi-metal to a model based on a three-dimensional array of coupled Dirac

wires shows two things: (1) The Dirac semi-metal can acquire a many-body excitation

energy gap without breaking the relevant symmetries, and (2) interaction can enable

an anomalous Weyl semi-metallic phase that is otherwise forbidden by symmetries in

the single-body setting and can only be present holographically on the boundary of a

four-dimensional weak topological insulator. Both of these topological states support

fractional gapped (gapless) bulk (respective boundary) quasiparticle excitations.
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I. MOTIVATION

In brief, this thesis presents analytic procedures to study many-body interactions

that yield new topological phases. The Pfaffian state is simply a tool used to this end.

Some examples of new topological phases are described, such as an interaction-enabled

Weyl semi-metal, a symmetry preserving gapping interaction on a Dirac semi-metal,

and states with filling fraction ν = 1
2(2n+1)

.

This is interesting, because many-body interactions commonly result in fractional

quasiparticles. These quasiparticles are entangled in such a way that no local per-

turbation can remove them. On top of that, moving these quasiparticles can act on

the ground state in a way that creates quantum gates. If there is enough complexity

to these states, they can be used for universal quantum computing. This topological

quantum computing requires relatively little error correction because of these robust

states and is being extensively researched1–4.

Aside from this application, topological phases are interesting on their own. Many

phases of matter are understood by the symmetries the atoms carry. Transitions

between these phases are typically modeled by discontinuous changes in the present

symmetries. Topological phases are distinguished not by symmetries but by global

properties of a topological nature. Phase transitions here are still given by discontin-

uous changes of global parameters, although it is not always known which parameter

to use. This opens new avenues for how to think about phases of matter. Classifica-

tions of (2 + 1)-D phases has largely been successful5, and even (3 + 1)-D phases have

been extensively studied in the single-body regime (the approximation that the only

interaction is with the electron and some background field). There is still much to be

done regarding (3+1)-D topological phases in the presence of many-body interactions.

This thesis gives examples of these, but more than that, it gives systematic analytic

procedures that result in new phases. This could be instrumental in the search for

topological phases.

A third motivator for this thesis is the study of Dirac/Weyl semi-metals. The

low energy emergent quasiparticles are massless Dirac and Weyl fermions, and are a

(3 + 1)-D analog of graphene. While these massless fermions have not been found as
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fundamental particles, they do show up in condensed matter systems6–8. These con-

ductors have linear dispersion relations around degeneracies protected by symmetries

or topology. The high mobility of these excitations could be useful in electronics or

computing. They cannot be gapped in the single-body mean field description without

breaking symmetries, but can in the many-body regime. This thesis discusses many-

body gapping terms that preserve symmetries, and finds new topological phases from

this.

This thesis leans heavily on two other articles which I co-authored. One describes

surfaces of fractional topological insulators9, and the other describes a coupled wire

model for Dirac and Weyl semi-metals10.

The first article describes (3+1)-D fractional topological insulators which support

local excitations in the bulk that in general carry fractional charge and exotic exchange

phases. The parton model breaks the electron creation operator into parts. They are

deconfined in the bulk of the material. Gauge fluxes are necessary to make sure

these partons are confined in the vacuum, much quark confinement in protons. This

model provides a way to describe excitations in fractional topological insulators. The

interactions of these excitations with different types of surfaces is examined. The

resulting picture gives types of surface excitations in 3+1 d fractional topological

insulators, to complement the understanding of conventional topological insulator

surface states. Specifically, models generalizing the conventional topological insulator

surface Pfaffian state with filling fraction ν = 1/2 with a new filling fraction of

ν = 1
2(2n+1)

are described. This can help give an understanding of quantum Hall

states with similar filling fractions.

The second article describes a model of Dirac and Weyl semi-metals. Semi-metals

are of interest because they typically are transitions between different types of topo-

logical phases. It is known how to change the semi-metal Hamiltonian to create

topological insulators, and topological superconductors by breaking some of the sym-

metries in the semi-metal. Here a way to add many body interactions that yields a

new topological phase that preserves the semi-metals symmetries is described. It may

be that this method shows an example of a possible duality from transitions between

symmetry protected topological phases (semi-metals), and long range symmetry en-
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riched topological phases (the gapped topological phase).

The commonality between these two articles is their focus on many-body inter-

actions. These interaction can give rise to new phases and can create fractional

excitations.

II. BACKGROUND

In order to properly engage with this thesis, a few topics must be introduced. A

reader with more familiarity may wish to skip past this background section. Here

is an outline of this background section. First in II A the quantum Hall effect is

introduced. Then the fractional quantum Hall effect and fractional quasiparticles are

described in II B. Details about the Pfaffian state and some conformal field theory

used to describe it are given in II C. The Pfaffian state is also known as a surface state

of a topological insulator, and so topological insulators are introduced in II D. Dirac

and Weyl semi-metals are reviews in II E. The generalization of topological insulators

with spin follows in II F. This background will support the two articles this thesis is

based on 9,10. Other works that provide more in-depth introductions on these subjects

can be found here11–19.

A. The quantum Hall effect

A first logical step is to go over the classical Hall effect. Consider the Drude

model11,19 of a (2 + 1)-D electron gas. When an electric field is applied, certain

materials produce a current in the perpendicular direction. An important quality

here is that such a current breaks time reversal symmetry. There are two directions

the current could choose, and yet it only goes in one. An easy way to break this

symmetry is by turning on a perpendicular magnetic field. Using a classical model,
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FIG. 1. von Klitzing won the Nobel Prize in 1985 for discovering the quantum Hall effect

evidenced by the above plateaus20. The green lines show ρxx and the red ρxy.

simple F=ma yields a steady state. If E = |E|x̂ and B = |B|ẑ then

F = −e(E + v ×B) = 0 (2.1)

|E|x̂+ v × |B|ẑ = 0 (2.2)

v = −|E|/|B|ŷ (2.3)

j = −nev = ne|E|/|B|ŷ (2.4)

where n is the density of electrons. Now, J = σE, where σ is the conductance tensor.

In this case it is a 2x2 matrix. Since the current is in the ŷ direction and the electric

field is in the x̂ direction, this gives σxy = ne/|B| and σxx = 0. Assuming the material

is rotationally invariant, σyy = 0 and σyx = −ne/|B|. The resistivity tensor is just

the inverse of the conductance tensor.

σ =

 0 ne/|B|
−ne/|B| 0

 ρ =

 0 |B|/(ne)
−|B|/(ne) 0

 (2.5)

Experimental results confirm this for low B fields, but gives us quite stunning effects

in larger fields, as seen in Figure 1. This is not linear at all in B. By defining the

filling factor ν = nh/eB, σxy can be rewritten as νe2/h. It appears that this ν is

constant and integer valued on these flat sections of the data, which we call quantum

Hall plateaus.

Laughlin has a charge pump argument for this quantization15. Place a material

exhibiting this behavior with ν = some integer at some specific magnetic field on a
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cylinder of radius R with periodic boundary conditions. Using the coordinate x =

x + R for the azimuthal direction and y between 0 to L for the vertical direction,

the allowed momentum around the cylinder is quantized as kx = 2πn/R for n an

integer. Then if an extra flux Φ goes through the cylinder, the vector potential can

be chosen as A(θ, y) = (By + Φ/R)x̂. The By term gives a magnetic field B in the

ẑ direction, which in this case is the radial direction. This B is the magnetic field

through the material. The constant Φ/R increases the flux through the cylinder by

Φ. The Hamiltonian is

H =
p2
y + (px − eA)2

2m
=
p2
y + (~kx − eA)2

2m
(2.6)

=
p2
y

2m
+

(~2πn/R− eBy − eΦ/R)2

2m
(2.7)

=
p2
y

2m
+

(eB)2

2m
(y − hn

eBR
+

Φ

RB
)2 (2.8)

Which is the simple harmonic oscillator Hamiltonian, with y shifted by hn
eBR

+ Φ
RB

or (n − eΦ
h

) h
eBR

, with 1
2
mω2 = (eB)2

2m
. Notice that if Φ is shifted by h/e, it is the

same as replacing n with n+1 in the Hamiltonian. This process is what defines the

flux quantum Φ0 = h/e. The spectrum is a series of states that are free in the

x̂ direction, and harmonic oscillators in the ŷ direction, each one centered at some

y that depends on the momentum in the x̂ direction. If a flux quantum is added

through the cylinder, it moves all the quantum states vertically by one spacing; it

acts as an incompressible liquid. This addition essentially pumps charge from one end

of the cylinder to the other end. Since there is an integer number of filled harmonic

oscillator states on each oscillator center, and the Hamiltonian goes back to itself

after increases Φ by Φ0, this means an integer number of electrons has been moved.

Now ∆Q = I∆T = σxyE∆T = σxy∆Φ = σxyh/e = ν e
2h
he

= νe . This argument shows

that ν is an integer and thus explains the integer quantum Hall effect. Consider the

case where the radius of one of the edges of the cylinder approaches zero. If some

charge is pumped to it that point by changing the flux, there will be some electrons

bound to the flux at a general point in the 2D material. Since it is localized, it is in

some sense a composite particle and has interesting properties.
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B. The fractional quantum Hall effect

There are also quantum Hall plateaus when ν is a fraction17. Considering Laugh-

lin’s charge pump argument, in the case where ν is a fraction, if the flux through the

cylinder is changed from Φ to Φ + Φ0, again a charge νe is moved. The difference

is the charge of νe is now not an integer number of electrons. Since this has been

done adiabatically, it is an eigenstate. This thought experiment implies that local

excitations exist that have a fractional amount of charge. These states are built out

of electrons and are just parts of a many-body electron wave functions. When one

edge of the cylinder shrinks to a point, then the fractionally charged state is tied to a

flux making it a composite state. The composite is a dynamic local quasiparticle with

fractional charge and flux. Particle exchange provides another exciting consequence

of fraction excitations. When two fermions are exchanged, the wavefunction picks up

a sign or a phase of -1. If they are two bosons, the phase is 1. There is a fractional

charge, so there is no reason to assume these phases appear. If these two excitations

are braided or exchanged twice, this is topologically equivalent to having one particle

move in a circle around the other and return to its original position. There can be

some phase picked up when compared to moving around the same circle without the

second particle in the center. This is called braiding since the world line of these par-

ticles looks like a braid. In three dimensions or higher, if a particle is braided around

another, that is topologically equivalent to doing nothing, and so must pick up a

phase of 1. In two dimensions there is an integer number of classes of distinct topo-

logical paths, corresponding to how many times a particle wraps around the other.

This distinction is why there can be complex braiding phases. Particle statistics are

in a sense, a representation of the braid group acting on the wavefunction. If there is

one stationary quasiparticle tied to a quantum of flux, and then another particle of

charge eν moved around it, then there will be a phase of eeνΦ0/~ or e2πν . That means

the exchange phase has to be eπν which if ν is a fraction is not the same as a boson or

fermion. The topological spin h is defined by these braiding phases, with θa = e2πih,

where θa is the exchange phase of a with a. It can be checked that a fermion with

spin 1/2 has a -1 phase and bosons of spin 0 have a phase of 1. These quasiparticles



7

are called anyons, as opposed to fermions and bosons since they can in principle have

“any” topological spin.

Laughlin21 described a trial wavefunction that approximates well the ν = 1/q

ground state, which gives > 99% overlap with the numerically calculated ground

state.

Laughlin’s wavefunction is

Ψ(z1, z2, ..., zn) =
∏
j<k

(zj − zk)q exp−
∑
i(|zi|2eB/4~) (2.9)

The wavefunction can be guessed by assuming it has a “Jastrow” form component∏
j<k f(zj − zk), which is translation invariant and takes into account two-body in-

teractions. The exponential term localizes each electron. Notice that q has to be

odd for the wavefunction to be anti-symmetric. Laughlin also describes an operator

which locally creates the excitation at z0 with -1/q charge, or removes a flux quanta,

which is
∏

j<k(zj − z0). The operator can be used to find the braiding statistics and

the charges. Since an electron adds a
∏

j<k(zj − z0)q along with an exponential sup-

pression, one could guess that this operator is just 1/q of that. There is experimental

evidence of these fractional charges22. Haldane23 and later Halperin24 showed that

if there is a Laughlin state, some of the excitations can be used to create another

Laughlin state. This procedure creates filling fractions with any odd denominator

called hierarchy states.

These states can be described by Jain’s composite states methodology25,26. ν = nh
eB

,

which is built up from the density of electrons, the magnetic field, and the flux

quantum Φ0 = h/e. Rewriting ν, ν = nAΦ0

BA
, where A is the area. Then nA is the

number of electrons and BA/Φ0 is the number of flux quanta. The fraction describes

a ratio between the number of electrons to number of flux quanta. The idea is to make

a non-interacting composite system. Electrons don not interact with even amounts of

fluxes since they get eiπ phases around one, or e2πi with two. There must be the same

filling fraction ν, or ν electrons for each flux, for these composites as well in order

recreate our original state out of just composite fermions and a magnetic field. The

density ν per flux of composites is necessary to get the correct charge, but a density

of 2mν of fluxes on top of the external flux is necessary to cancel out the even number
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of fluxes attached to the composites. Each composite sees a magnetic flux density

of 2mν + 1. An integer quantum Hall state with filling p = ν
2mν+1

can be created

out of composites, which correspond to an original state with a filling fraction for

electrons of ν = p
2mp−1

. The integer quantum Hall state is already a non-compressible

non-interacting liquid, so this functions as a model for the fractional state.

There is another interesting effect here. When fractional quantum Hall states are

placed on a torus, there is ground state degeneracy27. If a flux and an anti-flux pair

are introduced at some point, they can go around one of the nontrivial torus loops

and annihilate. Now label the two different ways this can be done by T1 and T2. It is

possible to act with the operators in the following way, T−1
1 T−1

2 T1T2. This string of

operators is the commutator of these two operators. After the T operator has acted, a

flux line that loops around the torus is left behind. In general, these fluxes can braid,

which means their commutator is non-zero. These T operators certainly commute

with the Hamiltonian. This means if the state starts in a ground state that is also

an eigenstate of T1 |ψ, and goes to T2|ψ〉 = eiθ|ψ〉 under T2, that would mean the T’s

commute. However, they do not so T2 must bring the system to a distinct ground

state, i.e., topological ground state degeneracy. In general, the braiding phases do

not have to be a phase, since they could act on a vector space of ground states, i.e.,

they could be represented as a matrix on the space of ground states. This is known

as a non-Abelian topological phase.

Quasiparticles with fractional charge and fractional statistics were discussed in

this section. Regarding the problem of classifying fractional quantum Hall states,

one could look at either symmetries or topological invariants. If two states have

topologically distinct quasiparticles, then they are different phases since the braiding

rules cannot change continuously. Even in the case without symmetry in (2 + 1)-D,

there are many distict quasiparticles, that can make up an even larger set of possible

states. It turns out there are rules that govern what types of states can exist, like

locality and unitarity, that places this into a branch of mathematics called modular

tensor category theory. Even then this is not solved. Only a few of the many possible

states allowed by modular tensor category theory have been experimentally realized,

and many of those states can be well understood using the composite description
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above.

C. The Pfaffian state

Of interest in this work is not an odd denominator state, but even. It would be

useful to be able to have a state that is like half of an electron state. If a Dirac

semi-metal can be modeled as a series of (1 + 1)-D channels, we can use the fact

that the Dirac channels can be split into halves to make new interactions. Perhaps

these interactions can gap out the material and preserve symmetries since they are

inherently not single-body interactions and hence invalidate the assumptions made

in band theory. That is the primary motivation n the Dirac semi-metal article10.

The Moore Read state28–31 provides a possible description of a v = 5/2 state.

The first two Landau levels are inert, so just the half-filled third level is considered.

Notably, these states have v = 1/2 theoretically, even though no v = 1/2 state has

been experimentally found. The two “inert” Landau levels are actually vital to the

existence of the state, but the resulting ground state of this approximation seems to

match well with the v = 5/2 state. This has the same composite fermion description,

with two fluxes for each electron. Just like in superconducting theory, they combine

to make a “Cooper pair” and then open up a “superconducting” gap, or a non-

zero energy cost to create excitations. The reason for the quotes is because these

are built of composites and not pure electrons. This interaction can create a gap

in many ways, which gives rise to many possible states. Since these are not actual

electrons, it does not mean the actual state is superconducting. In particular, Moore

and Read28 wrote down a trial wave function with some similarities to the Laughlin

wavefunction by writing down the wavefunction in terms of conformal field theory

correlation functions. What follows is a brief overview of some of the concepts from

conformal field theory that will be relevant in this thesis.

1. Conformal Field Theory and Chern-Simons Theory Aside

Conformal field theories describe field theories that have a conformal symmetry,

which is a spatial/time transformation that leaves the metric gµν unchanged up to
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multiplying it by a constant. It turns out that in (1+1)-D, at a critical point, if there

is a local Lagrangian, there is a conformal symmetry. Even for non-critical theories

such as fractional quantum Hall theories, if they are Abelian, they are described

by a Chern-Simons theory. Witten showed the Chern-Simons (2 + 1)-D excitations

correspond to primary fields on the edge32. Abelian Chern-Simons theories describe

most of fractional quantum Hall states, and there is a powerful formalism for them.

The Abelian Chern-Simons term is a gauge invariant term in (2 + 1)-D33,

LCS =
1

4π
εµνλKIJa

I
µ∂νa

J
λ − eAµtI∂νaIλεµνλ (2.10)

Which corresponds to (1 + 1)-D conformal field theory of

LCFT =
1

2π
∂tφ

IKIJ∂xφ
J + ... (2.11)

Here the NxN coupling matrix K is creatively called the “K matrix”, a and φ

are N component U(1) gauge fields, A is the electromagnetic gauge field, and the

coupling t is a called the charge vector. Whenever a quasiparticle is referred to by

a group and a level, like U(1)4, there is a corresponding Lagrangian, usually with

a defining K matrix. The low energy excitations of this theory are given by the

potential energy, meaning not just any combinations of φ’s are there. This matrix

follows through to the conformal field theory, and together with the charge vector,

can be used to calculate all the excitations in terms of the fields, their fusion rules,

and their braiding statistics. The K matrix defines an integer anyon lattice Γ∗ = ZN ,

where a vector b = (b1, b2, ...bN) corresponds to a creation operator of an anyon

ψb = eib·φ on the ground state. Fusion then is just vector addition in this lattice.

The charge of this anyon is given by qa = tTK−1a. Many of these particles are

local bosons. Any excitation given by KZN do not braid with anything which means

they are local and implies they are bosons. Anyons are typically considered mod

any local boson, or just anyons in ZN/KZN , which contains det|K| elements. The

canonical commutation relations of the Lagrangian give the commutation relations

for the creation and annihilation operators for these fields. These relations gives

the exchange phases and hence braiding. The braiding phase of anyons a around

b is θa,b = e2πiaTK−1b, and a 360 twist defines the topological spin of a particle, or
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equivalently the phase it is exchanged with itself, i.e., half a braiding phase. This

goes as follows: θa =
√
θa,a = eπia

TK−1a = e2πiha or ha = aTK−1a/2 mod 1. It can

be checked that an exchange phase of -1 corresponds to spin 1/2. Notice also that

braiding and fusion are related. If a 360 twist is done on particle c, and c = a x b,

this is also braiding a around b, with a 360 twist of a and b. The 2π monodromy

phase MXY
Z = RXY

Z RY X
Z between primary fields X and Y with a fixed overall fusion

channel Z can be deduced by the ribbon identity34:

e2πihZ = = =MXY
Z e2πi(hX+hY ) (2.12)

for hX,Y,Z being the conformal spins for primary fields X, Y, Z. Unlike the gauge-

dependent π-exchange phase RXY
Z , the 2π-monodromy phase MXY

Z = e2πi(hZ−hX−hY )

is gauge independent and physical. This means with just the spins and fusion rules

the braiding statistics can be derived. Not only that but σxy can be calculated as

tK−1t in units of the quantum conductance. This is consistent with the Laughlin

theory having a K matrix of 3, and a charge vector of 1. Here is a summary of these

important formulas.

θa,b = e2πiaTK−1b (2.13)

ha = aTK−1a/2 mod 1 (2.14)

θa,b = ha×b − ha − hb (2.15)

qa = tTK−1a (2.16)

σxy = tTK−1t (2.17)

A change of basis gives new matrices described by the following

φ̃ = Mφ MT K̃M = K t̃ = Mt (2.18)

Notably, not all theories are Abelian, so this is not the only Lagrangian that

shows up in topological field theory. Here is a description of the general structure of
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conformal field theory. For a more in-depth introduction, see Tong lectures on string

theory, chapter four13.

In two dimensions, conformal field theory typically uses z = t+ ix and z̄ = t− ix
instead of using space and time coordinates because conformal transformations then

take the form z → f(z) and z̄ → f̄(z̄). In this way the theory splits into just

the z or z̄ dependent pieces. The infinitesimal form of this is z → z + ε(z)n where

ε(z)n = −zn+1, is generated by ln = −zn+1∂z. l0 + l̄0 and i(l0 − l̄0) generate scaling

and rotations. In a quantum theory, infinitesimal transformations can be generated

using the stress energy tensor, and there may be some nontrivial commutation. In

conformal theories, the stress energy tensor also breaks up into two parts, Tzz(z) and

Tz̄z̄(z̄), with Tzz = Tz̄z̄ = 0. The stress energy tensor is broken into its moments Ln.

They will follow similar commutation relations as ln, except there is an extra piece

called the central charge on the commutation of Ln and L−n. Their algebra is called

the Virasoro algebra.

There is a notion of primary fields, which transform a specific way under a con-

formal transformations, Ψ(z, z̄)→ (∂f
∂z

)h(∂f̄
∂z̄

)h̄Ψ(f(z), f̄(z̄)), where h and h̄ are called

the conformal weights. These are important to remember since they are eigenstates

of scaling and rotations. h − h̄ is the spin eigenvalue and h + h̄ is the eigenvalue of

scaling. That also makes them eigenstates of Virasoro operators Ln, or a representa-

tion of the algebra. This is a little different then typical field theory, where we call the

functions we integrate the path integral over fields, here a field is just any function.

The next important piece is the operator product expansion. The correlator of two

local operators, 〈O1(z, z̄)O2(w, w̄)〉 can be expressed by taking a Taylor expansion as

w approaches z. The operator product expansion is defined as

〈Oi(z, z̄)Oj(w, w̄)...〉 =
∑
k

Ck
ij(z − w, z̄ − w̄)〈Ok(w, w̄)...〉 (2.19)

where the sum is over all local operators. The ... part refers to the idea that this holds

when these are followed by a string of other operators, as long as they are not close to z

or w relative to the distance between them. The form of these C functions is restricted

since there is conformal symmetry. For example, they must only depend on position

differences due to translation symmetry. If the local excitations in the quantum
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Hall effect are the local operators, then their operator product expansion would give

information about their fusion rules, i.e., what other local operators appear in the

sum. Something familiar to this are the Clebsch-Gordan coefficients. The operator

product expansion looks much like an algebra, but because of its z dependence is given

the name vertex algebra. It actually contains more information than fusion rules. If

the operators are primary, they are restricted to only have two divergent parts, with

one proportional to the conformal weight. The operator product expansion can be

used to define primaries as well.

The operator product expansion of the stress-energy tensor with itself, which is

notably not primary, will get not just a weight term, but a 1/(z − w)4 term propor-

tional to what is called the central charge. The local operator with this piece is just

the identity, so it adds some zero energy to the theory. That energy is also known as

a Casimir energy. There is a theorem that says that the central change counts the

degrees of freedom, and is related to the total heat current. For example c = c̄ = n

for n scalar fields (bosons), and c = c̄ = n/2 for n free fermion fields.

Finally, there are rational conformal field theories. These are theories where all

of the possible fields can be written down using a finite number of primary fields

along with lowering operators. The generators are representations of the Virasoro

algebra. By acting on them with “lowering” operators, their conformal weights can

be changed. The rational conformal field theories are completely solvable given just

symmetry arguments. An analogy here is the spin states, where given the highest

spin, by acting with lowering operators all possible states can be described. At some

point, the sequence will terminate.

Moore and Read found a way to write the ground state of some quantum Hall

systems as a correlator of fields. They used the prescription to find a wave function

for a ν = 1/2. The real wavefunction would be this Laughlin wavefunction on top of

the wavefunction of two completely filled Landau levels.

Ψ(z1, z2, ..., zn) = Pf(
1

zi − zj
)
∏
j<k

(zj − zk)2 exp−
∑
i(|zi|2eB/4~) (2.20)

where Pf is the Pfaffian of a skew-symmetric matrix. It is defined as a polynomial

in the matrix entries with integer-valued coefficients such that Pf(M)2 = det(M).
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The term falls out of Wicks theorem when it is applied to real fermion fields. The

important thing about this term is that it lets the wavefunction be anti-symmetric

when q is even. By using this ground state, the elementary excitations can be found.

Since the electrons or composite fermions are paired, when a flux is braided around

them the resulting phase is doubled. This means the flux quantum is halved. So

now in the charge pump argument, the elementary excitation has charge νe/2 = e/4,

modulo e. The braiding statistic of this particle with the electron is 1, and its spin

h, which is defined by the phase of braiding it around another copy of itself, e2πih, is

1/16. This primary field also ends up being non-Abelian, i.e., the operator product

expansion with itself gives two primary fields, a fermion and a boson with charge e/2.

In this way, all the excitations are produced. This Moore-Read state can be described

as a decomposition into Ising⊗U(1)4. U(1)4 is just particles of charge ne/4, where n

is an integer from 0 to 7, called e1, e2, ...e7. The Ising theory is the Majorana fermion

ψ, and the π flux σ, where anything that is not local with respect to the electron is

removed. The excitations’ topological spins are described in Table I.

e0 e1 e2 e3 e4 e5 e6 e7

11 0 1/4 0 3/4

σ 1/8 5/8 5/8 1/8

ψ 1/2 3/4 1/2 1/4

charge 0 e/4 2e/4 3e/4 e 5e/4 6e/4 7e/4

TABLE I. The topological spins of the Pfaffian state

Much of what follows in this section is a direct excerpt from one of the articles this

thesis is based upon10 that makes some important clarifications valuable at this point

in the discussion. It is important to clarify and disambiguate the three “Pfaffian”

fractional quantum Hall states that commonly appear in the literature. The chiral

electric and energy-thermal responses are respectively captured by the two conduc-

tances

σ =
δIelectric

δV
= ν

e2

h
, κ =

δIenergy

δT
= c

π2k2
B

3h
T (2.21)

. All these (2 + 1)D states are theorized at filling fraction ν = 1/2, although they
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are applied to ν = 5/2 in materials, and have identical electric transport properties.

However, they have distinct thermal Hall transport behaviors. They all have very

similar anyonic quasiparticle structures. For instance, they all have four Abelian

and two non-Abelian quasiparticles (up to the electron). On the other hand, the

charge e/4 non-Abelian Ising anyons of the three states have different spin-exchange

statistics. First, the gapless boundary of the Moore-Read Pfaffian fractional quantum

Hall state can be described by the (1 + 1)D chiral conformal field theory U(1)4 ⊗
Ising where the charged boson and neutral fermion sectors are co-propagating. It,

therefore, carries the chiral central charge c = 1 + 1/2 = 3/2, which dictates the

thermal Hall response (2.21). Second, the “anti-Pfaffian” fractional quantum Hall

state35,36 is the particle-hole conjugate of the Moore-Read Pfaffian state. Instead of

half-filling the lowest Landau level by electrons, one can begin with the completely

filled lowest Landau level and half-fill it with holes. In a sense, the anti-Pfaffian state

is obtained by subtracting the completely filled lowest Landau level by a Moore-Read

Pfaffian state. Along the boundary, the (1 + 1)D conformal field theory U(1)1/2 ⊗
U(1)4 ⊗ Ising consists of the forward propagating chiral Dirac U(1)1/2 sector that

corresponds to the lowest Landau level, and the backward propagating Moore-Read

Pfaffian U(1)4 ⊗ Ising. Here C can be interpreted as the time-reversal conjugate

of the chiral conformal field theory C. The thermal transport is governed by the

edge chiral central charge c = 1 − 3/2 = −1/2, which has an opposite sign from

the filling fraction. Thus, unlike the Moore-Read Pfaffian state, the net electric

and thermal currents now travel in opposite directions along the edge. Lastly, the

recently proposed particle-hole symmetric Pfaffian state37–39, which is going to be

the only Pfaffian fractional quantum Hall state considered here (see Ref. 40 for a

coupled wire construction), has the chiral edge conformal field theory (2.23). As the

electrically charged boson and neutral fermion sectors are counter-propagating, the

net thermal edge transport is governed by the chiral central charge c = 1 − 1/2 =

1/2. The chiral (1 + 1)D particle-hole symmetric Pfaffian conformal field theory

(2.23) is also present along the line interface separating a time reversal symmetric

T -Pfaffian41 domain and a time reversal breaking magnetic domain on the surface

of a 3D topological insulator. (Similar constructions can be applied to alternative
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time-reversal symmetric topological insulator surface states42–44, but they will not be

considered here.) Other than their thermal transport properties, the three Pfaffian

fractional quantum Hall state can also be distinguished by the charge e/4 Ising anyon,

which has spin h = 1/8, −1/8 or 0 for the Moore-Read Pfaffian, anti-Pfaffian or

particle-hole symmetry Pfaffian states respectively.

Since this thesis will not be considering the Moore-Read Pfaffian or its particle-

hole conjugate anti-Pfaffian state, the particle-hole symmetry Pfaffian state will be

referred to simply as the Pfaffian state. It is true that there are other Abelian theories

that describe a ν = 1/2 state, but they are not considered here.

The reason for such focus on this Pfaffian state is that many-body interactions can

facilitate the fractionalization of a (1 + 1)D chiral Dirac channel

Dirac = Pfaffian⊗ Pfaffian (2.22)

(see also figure 2). In a sense, each chiral Pfaffian channel carries half of the degrees of

freedom of the Dirac channel. The Pfaffian channel has half the electric and thermal

conductances of the Dirac channel. They are characterized by the filling fraction

ν = 1/2 and the chiral central charge c = 1/2 in (2.21). Throughout this thesis there

are references to the low-energy effective theory that consists of an electrically charged

U(1)4 bosonic component conformal field theory, say moving in the R direction, and

a neutral Majorana fermion component moving in the opposite L direction – simply

as a Pfaffian conformal field theory

Pfaffian = U(1)4 ⊗ Ising. (2.23)

This thesis follows the level convention for U(1) in the conformal field theory commu-

nity12. The same theory may be more commonly referred to as U(1)8 in the fractional

quantum Hall community. For clarification, see Lagrangian (2.24) and (2.25).)

The low-energy effective chiral (1+1)D conformal field theory takes the decoupled

form between the boson and fermion

LPfaffian = Lcharged + Lneutral (2.24)

=
8

2π
∂tφR∂xφR + v(∂xφR)2

+ iγL(∂t − ṽ∂x)γL
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where ~ has been set to 1. Here φR is the free chiral U(1)4 boson. It generates the

(1+1)D theory Lcharged, which is identical to the boundary edge theory of the (2+1)D

bosonic Laughlin ν = 1/8 fractional quantum Hall state described by the topological

Chern-Simons theory33,45

L2+1 =
K

4π
α ∧ dα + etα ∧ dA (2.25)

with K = 8 and t = 2. The U(1)4 conformal field theory carries the electric con-

ductance σ = tK−1t = 1/2 in units of 2πe2 = e2/h and a thermal conductance

characterized by the chiral central charge c = cR = 1. Primary fields are of the

form of (normal ordered) chiral vertex operators : eimφR :, for m an integer, and

carries charge q = m/4 in units of e and conformal scaling dimension (i.e. conformal

spin) h = hR = m2/16. Here is a summary and abbreviation the operator product

expansion

eim1φR(z)eim2φR(w) = ei(m1+m2)φR(w)(z − w)m1m2/8 + . . . (2.26)

by the Abelian fusion rule

eim1φR × eim2φR = ei(m1+m2)φR , (2.27)

where z ∼ τ+ix is the complex space-time parameter and τ = iπvt/2 is the Euclidean

time.

γ†L = γL is the free Majorana fermion. It generates the (1 + 1)D theory Lneutral,

which is equivalent to a chiral component of the critical Ising conformal field theory

or the boundary edge theory of the (2 + 1)D Kitaev honeycomb model34 in its B-

phase with time reversal breaking (i.e. a chiral px + ipy superconductor coupled with

a Z2 gauge theory). It carries trivial electric conductance but contributes to a finite

thermal conductance characterized by the chiral central charge c = −cL = −1/2. The

Ising conformal field theory has primary fields 1, γL and σL, where the twist field (or

Ising anyon) σL carries the conformal spin h = −hL = −1/16. Again, the operator
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product expansions go as

γL(z̄)γL(w̄) =
1

z̄ − w̄ + . . .

σL(z̄)γL(w̄) =
σL(w̄)

(z̄ − w̄)1/2
+ . . .

σL(z̄)σL(w̄) =
1

(z̄ − w̄)1/8
+ (z̄ − w̄)3/8γL(w̄)

by the fusion rule

γL × γL = 1, σL × γL = σL

σL × σL = 1 + γL, (2.28)

where z̄ ∼ τ − ix is the complex space-time parameter and τ = iṽt is the Euclidean

time.

General primary fields of the Pfaffian conformal field theory decompose into the

U(1)4 part and the Ising part. They take the form

1m = eimφR , ψm = eimφRγL, σm = eimφRσL. (2.29)

The conformal spins and fusion rules also decompose so that

h1m =
m2

16
, hψm =

m2

16
+

1

2
, hσm =

m2 − 1

16
(2.30)

modulo 1, qm = m/4 in units of e, and

1m1 × 1m2 = ψm1 × ψm2 = 1m1+m2

1m1 × ψm2 = ψm1+m2

1m1 × σm2 = ψm1 × σm2 = σm1+m2

σm1 × σm2 = 1m1+m2 + ψm1+m2 . (2.31)

The electronic quasiparticle is the composition ψel = e−i4φRγL. This is defined so

that it is fermionic and has electric charge −1 in units of e. Since the electron is the

fundamental building block of the system, locality of ψel only allows primary fields X

that have trivial monodromyMX,ψel = 1 with the electron. As a result, this restricts

1m, ψm to even m and σm to odd m. Lastly, the coupled wire models constructed

later will involve the Pfaffian channels that propagate in both forward and backward

directions. The backward case is denoted by Pfaffian, whose Lagrangian density is

the time reversal of (2.24), i.e., replacing R↔ L, i↔ −i and ∂t ↔ −∂t.
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2. Gluing and splitting

Dirac
Pfaffian

Pfaffianc = 1
σ = e2/h c = 1/2 σ = e2/2h

Dirac

FIG. 2. Gluing and splitting a pair of chiral Pfaffian (1 + 1)-D channels into and from a

chiral Dirac channel.

A pair of co-propagating Pfaffian conformal field theory can be “glued” together

into a single chiral Dirac electronic channel. Consider the decoupled pair L0 =

LAPfaffian +LBPfaffian, where LA/BPfaffian is the Lagrangian density of one of the two Pfaffian

conformal field theory labeled by A,B. The pair of Majorana fermions can com-

pose an electrically neutral Dirac fermion dL = (γAL + iγBL )/
√

2, which can then be

bosonized dL ∼ eiφ
σ
L , for φσL the chiral U(1)1/2 boson. Bosonization is a procedure

that can be thought of as writing a fermion in terms of a boson, which usually ends

up with the form ψ ∼ eiφ, and the Lagrangian can be rewritten with this identity,

although one cannot simply plug this in because a low energy approximation is made,

and normal ordering changes some naive assumptions. For more details see 14. The

bare Lagrangian now becomes the multicomponent U(1)A4 ⊗ U(1)B4 ⊗ U(1)1/2 boson

conformal field theory

L0 =
1

2π
∂tφ

TK∂xφ+ ∂xφ
TV ∂xφ, (2.32)

where φ = (φAR, φ
B
R, φ

σ
L), K is the 3× 3 diagonal matrix K = diag(8, 8,−1), and V is

some non-universal velocity matrix. A primary field is a vertex operator eim·φ labeled

by an integral vector m = (mA,mB, m̃). It carries conformal spin hm = mTK−1m/2

and electric charge qm = tTK−1m in units of e, where t = (2, 2, 0) is the charge

vector. The Haldane criterion can be used to find backscattering terms that gap out

excitations46. The algorithm for finding them first finds null vectors, i.e., nTKn = 0.

As n = (1,−1, 4) is an electrically neutral null vector (t · n = 0), it corresponds to

the charge U(1) preserving backscattering coupling

δH = −u cos
(
nTKφ

)
= −u cos

(
8φAR − 8φBR − 4φσL

)
(2.33)
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that gaps and annihilates a pair of counter-propagating boson modes. The interact-

ing Hamiltonian can also be expressed in terms of many-body backscattering of the

Pfaffian’s primary fields

δH = −u :
(
d†LdR

)4

: +h.c. (2.34)

where dR = 1A2 1B−2 is the electrically neutral Dirac fermion composed of the pair of

oppositely charged semions in the two Pfaffian sectors.

In strong coupling, the gapping Hamiltonian introduces an interacting mass and

the ground state expectation value 〈Φ〉 = nπ/2, for n an integer and Φ = 2φAR −
2φBR−φσL. When this high energy degree of freedom is integrated out, it leaves behind

the chiral boson combination φ̃R = 2φAR + 2φBR, which has trivial operator product

(i.e. commutes at equal time) with the order parameter Φ. The low-energy theory

after projecting out the gapped sectors becomes

L0 − δH −→ LDirac =
1

2π
∂tφ̃R∂xφ̃R + v(∂xφ̃R)2 (2.35)

which is identical to the bosonized Lagrangian density of a chiral Dirac fermion. For

instance, the vertex operator ψel
R ∼ eiφ̃R ∼ 1A2 1B2 has the appropriate spin and electric

charge of an electronic Dirac fermion operator (h = 1/2 and q = 1 in units of e).

Notice that the vertex operator eiφ̃R/2 has −1 monodromy with the local electronic

ψel
R and therefore is not an allowed excitation in the fermionic theory.

Notice that the gluing potential (2.33) facilitates an anyon condensation process47,

where the maximal set of mutually local neutral bosonic anyon pairs

1A4m1B−4m, ψ
A
4mψ

B
−4m,

ψA4m+21B−4m−2, 1
A
4m+2ψ

B
−4m−2, σ

A
4m+1σ

B
−4m−1

(2.36)

is condensed, where m is an arbitrary integer. All primary fields that are non-local

(i.e. with non-trivial monodromy) with any of the condensed bosons in (2.36) are

confined. Any two primary fields that differ from each other by a condensed boson

in (2.36) are now equivalent. The condensation therefore leaves behind the electronic

Dirac fermion

ψel
R = ψA4 ≡ ψB4 ≡ 1A2 1B2 (2.37)
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R

dR ∼ eiφ
σ
R

neutral 
Dirac

fractional basis
transformation

co
m

bi
na

tio
n

dL ∼ eiφL

∼ γA
L + iγB

L

J±
SU(2)A1

∼ e±i4φA

= e±i(φρ
R+φσ

R)

J±
SU(2)B1

∼ e±i4φB

= e±i(φρ
R−φσ

R)

U(1)4 = SU(2)1/Z2 γA
L

γB
L

Pfaffian

Pfaffian

FIG. 3. Schematics of splitting a chiral Dirac channel into a pair of Pfaffian channels.

and its combinations.

On the other hand, a chiral Dirac channel can be decomposed into a pair of chiral

Pfaffian channels (see figure 3 for a summary). The first problem is that the Pfaffian

has many more degrees of freedom then a Dirac fermion. Perhaps from some channel

re-construction, an additional pair of counter-propagating Dirac modes is appended

to the chiral Dirac channel. This can be realized by pulling a parabolic electron/hole

band from the conduction/valence band to the Fermi level, or introducing non-linear

dispersion to the original chiral channel. In low-energy, the three Dirac fermion

modes can be bosonized ψ1,2
R ∼ eiφ̃

1,2
R , ψL ∼ e−iφ̃L and they are described by the

multicomponent boson Lagrangian

L̃Dirac =
1

2π
∂tφ̃

T
K̃∂xφ̃+ ∂xφ̃

T
Ṽ ∂xφ̃ (2.38)

for φ̃ = (φ̃1
R, φ̃

2
R, φ̃L), K̃ is the diagonal matrix K̃ = diag(1, 1,−1), and Ṽ is some

non-universal velocity matrix. A general composite excitation can be expressed by a

vertex operator eim·φ̃, for m an integral 3-vector, with spin hm = |m|2/2 and electric

charge qm = mT K̃ t̃ in units of e, where t̃ = (1, 1, 1) is the charge vector.

Next perform a fractional basis transformation

φρR = φ̃1
R + φ̃2

R + φ̃L

φσR = φ̃1
R − 1

2
φ̃2
R + 1

2
φ̃L

φσL = φ̃1
R + 1

2
φ̃2
R + 3

2
φ̃L

. (2.39)

This follows the transformation rules from equations 2.13 – 2.17. While the K̃ matrix

is invariant under the transformation, the charge vector changes to t̃ → (1, 0, 0).

ψρR ∼ eiφ
ρ
R is the local electronic Dirac fermion that carries spin 1/2 and electric charge

e, and dR/L ∼ eiφ
σ
R/L are counter-propagating electrically neutral Dirac fermions. As
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the K̃ matrix is still diagonal, these fermions have trivial mutual 2π-monodromy and

are local with respect to each other. However, it is important to notice that the

neutral Dirac fermions dR/L actually consist of fractional electronic components.

Now consider the two R-moving Dirac channels. By pairing the Dirac fermions,

they form two independent SU(2)1 Kac-Moody current operators12. This is defined

by the operator product expansion in equation 2.41.

J
A/B
3 (z) = i2

√
2∂zφ

A/B
R (z) (2.40)

J
A/B
± (z) =

J
A/B
1 (z)± iJA/B2 (z)√

2
= e±i4φ

A/B
R (z)

where 4φAR = φρR + φσR and 4φBR = φρR − φσR. Both SU(2)1 sectors are electrically

charged so that the bosonic vertex operators J
A/B
± carries charge ±e. They obey the

SU(2) current algebra at level 1

Jλi (z)Jλ
′

j (w) =
δλλ

′
δij

(z − w)2
+

3∑
k=1

i
√

2δλλ
′
εijk

z − w Jλk (w) + . . . (2.41)

for λ, λ′ = A,B. It is crucial to remember that JA± ∼ ψρRdR and JB± ∼ ψρRd
†
R contains

the fractional Dirac components dR. Thus, the primitive local bosons are actually

pairs of the current operators, i.e., ei8φ
A/B
R . Equivalently, this renormalizes the com-

pactification radius of the boson 4φ
A/B
R so that in a closed periodic space-time geom-

etry, the electronic Cooper pair combinations such as the charge 2e local operators

ei8φ
A
R = ei(4φ̃

1
R+φ̃2

R+3φ̃L) ∼ (ψ1
R)4ψ2

R(ψ†L)3

ei8φ
B
R = ei(3φ̃

2
R+φ̃L) ∼ (ψ2

R)3ψ†L (2.42)

are required to be periodic. The incorporation of anti-periodic boundary condition

for J
A/B
± = e±i4φ

A/B
R results in the Z2-orbifold theory48,49 U(1)4 = SU(2)1/Z2 for both

A and B sectors. Orbifolding usually results in new “twist” fields. When considering

fields such as fermions that can have anti-periodic boundary conditions in general,

orbifolding creates new fields that is braiding phase yields the -1 required by the

boundary conditions. In this way boundary conditions create new excitations. For

instance, the primitive twist fields are given by e±iφ
A/B
R , which have −1 monodromy

phase with J
A/B
± .
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At this point, including the L-moving neutral Dirac sector, the multicomponent

boson φ = (φAR, φ
B
R, φ

σ
L) described by the Lagrangian (2.32) has been recovered .

Lastly, simply decompose the remaining neutral Dirac into Majorana components,

dL = (γAL + iγBL )/
√

2. The A and B Pfaffian sectors can then be independently

generated by the charged U(1)4 boson φ
A/B
R and the neutral Majorana fermion γ

A/B
L .

As a consistency check, the charge e fermionic (normal ordered) combinations defined

in (2.29)

ψA4 ∼ ei4φ
A
RγAL ∼ eiφ̃

1
R + ei(3φ̃

1
R+φ̃2

R+3φ̃L) (2.43)

ψB4 ∼ ei4φ
B
RγBL ∼ ei(−φ̃

1
R+φ̃2

R−φ̃L) − ei(φ̃1
R+2φ̃2

R+2φ̃L)

are in fact local quasi-electronic.

Unlike in the gluing case where there is a gapping Hamiltonian (2.33) that pastes a

pair of Pfaffians into a Dirac, here in the splitting case there has been some fractional

basis transformation that allows an expression of a Dirac channel as a pair of Pfaffians.

In fact, one can check that the energy-momentum tensor of the Dirac theory (2.38)

is identical to that of a pair of Pfaffians (2.24). However, this does not mean the

Pfaffian primary fields are natural stable excitations. In fact, as long as there is a pair

of co-propagating Pfaffian channels, all primary fields except the non-fractionalized

electronic ones are unstable against the gluing Hamiltonian δH in (2.33) and are

generically gapped. For the Pfaffian conformal field theory to be stabilized, one has

to suppress δH. A possible way is to somehow spatially separate the pair. This issue

is addressed in III using many-body interaction in the coupled wire model of a Dirac

semi-metal (or the particle-hole symmetric Pfaffian fractional quantum Hall state in

Ref. 40).

D. Topological Insulators

One description of insulators comes from the band theory of solids19. First, a lattice

needs to be defined. Say there is an atom at the origin and another atom at some

fixed point ~v. If an atom is placed at every point in the set L = {~x = a~v | a ∈ Z}
it is a 1-dimensional Bravais lattice. If there are n points ~vi and atoms at every
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point in the set L = {~x =
∑

i ai~vi | ai ∈ Z} it is an n-dimensional Bravais lattice.

These vectors are called lattice vectors. These lattices have what is called a unit

cell, which is a volume of space that when translated by the vectors ~vi, will recreate

the entire space. There can be m atoms in the unit cell as well, and they will be

translated instead of just a single atom. These are called Bravais lattices with an

m-point basis. These structures describe all crystalline solids. Notably, that is not

all solids. Every Bravais lattice comes with certain symmetries, such as translation,

but possibly mirror, or rotation, or a combination. These symmetries affect what

wavefunctions are allowed on the lattice.

Once there is a lattice, there is Bloch’s Theorem19. First, assume there is a wave-

function that is the eigenstate of all translation operators Tn1,n2,...nd where d is the

dimension of our lattice, and the operator translates wavefunctions by
∑

i ni~ai

ψ(~r + ~aj) = Cjψ(~r) (2.44)

In fact it is more useful to let Cj = e2πiθj . Define ~k =
∑

i θi
~bi where ~bi are so

called “reciprocal lattice vectors” meaning, ~ai · ~bj = 2πδij. Define the Bloch wave

u(~r) = e−i
~k·~rψ(~r). Then,

u(~r + ~ai) = e−i
~k·(~r+~ai)ψ(~r + ~ai) = e−i

~k·~re−2πiθie2πiθiψ(~r) = u(~r) (2.45)

This means u(~r) has the same periodicity as the crystal. Now, if the Hamiltonian

H has these translation symmetries, it must commute with them. If is emphasized

because the translation operator acts on one particle, and sometimes H does not. If

they commute, H and the translation operators share an eigenbasis. In this basis,

with fixed translation eigenvalues ,i.e., fixed k, the eigenfunctions are of the form

ψk(~r) = ei
~k·~ru(~r).

To find the energy of such a particle, integrate∫
r

u(~r)e−i
~k·~rHei

~k·~ru(~r) = E(~k) (2.46)

This means that the wavefunctions can be simplified to a single unit cell. Moreover,

if the k vector is changed by a reciprocal lattice vector, the ei
~k·~r term does not change,

meaning the wave functions and energies do not change. This means the definition of
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k is somewhat redundant and if one restricts themselves to a “unit cell” in k space,

called the Brillouin zone, all of the energies can be derived. There are usually more

than one of these wavefunctions since there is no reason for there to be only one

electron state in a unit cell. These E(~k) then make up several “bands”.

Band theory can describe most solids. Since these bands describe all of the energy

levels, and electrons usually fill them, at zero temperature they will be filled up to

the energy of the highest energy electron also known as the Fermi energy. If that

Fermi energy is crossing a band, that means that an electron can travel up the band,

i.e., change momentum for an infinitesimal energy cost. Since that energy is usually

available via thermal fluctuations, this makes a conductor. If there is no band at the

Fermi energy, then there is a finite energy cost to jump from the highest filled state

to the lowest empty state. If that cost is substantial, it is an insulator, and if it is

small, it is a semiconductor. This energy cost is called the energy gap.

An insulator then has been defined using an energy gap. The functions E(k) for an

insulator can be looked at as maps from the Brillouin zone, which in n dimensions is

an n-torus, to the space of (R−{0})⊕Tn. Two insulators made of different atoms in

a sense belong to the same phase. The Hamiltonian can be mathematically changed

to go from one insulator to another, without closing the energy gap. This defines

topological equivalence classes. For a broader equivalence class, it can be defined

that insulators with a different number of bands are also equivalent. By definition,

the transition between two non-equivalent topological insulators would be conducting.

Naively, one might think all insulators would be equivalent.

One classic example of a topological insulator is a material exhibiting the quantum

Hall effect11. In a (2 + 1)-D gas of electrons in a strong perpendicular magnetic

field, electrons move in small circles. Independently, each electron is a 2-D quantum

harmonic oscillator, and will have an energy of en = ~ωc(n + 1/2) with ωc = eB/m

being the cyclotron frequency. If an integer number of these bands are completely

filled, there will be an energy gap.

Unlike a typical insulator if an electric field in the plane is applied, the orbits will

start to drift, and the magnetic field will create a transverse motion. This motion

would be expected with the classical Hall effect as well. The interesting part is if
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the magnetic field is large enough to make sure all the electrons fill N energy levels,

the Hall conductance becomes quantized as σxy = Ne2/h. This has been used to

measure20 e2/h to one part in 109. If the Hamiltonian is changed adiabatically to get

to a different number of filled energy levels, at some point, there will be a partially

filled/empty energy level making the gap = 0. If there is a boundary along the gas,

that boundary is a transition between a topological insulator and a trivial insulator

(the vacuum). There is a conducting edge mode at the interface as expected. This

edge mode can be understood as the orbits of electrons bouncing off the edge.The edge

mode is chiral, meaning they only travel in one direction. This is known as the chiral

anomaly in high energy physics, or the Nielsen-Ninomiya theorem50 in condensed

matter physics. As is expected from topology, there is a type of bulk-boundary

correspondence.

What is the difference between a topological insulator a normal insulator? One way

to differentiate any phase from another is with an order parameter. This is just some

function that changes discontinuously during a phase transition. For example, the

average distance from lattice sites changes discontinuously as a solid melts. Typically

these are local, meaning they can be measured in some small vicinity. Topological

insulators though are differentiated using a global order parameter, meaning a corre-

lation function that cannot be measured locally. For this example, the global order

parameter is a topological invariant known as the Chern number, which describes

maps from the torus to H(k). This map can be understood using fiber bundles in

mathematics, but can also be thought of using the Berry phase. If there is a state

|um(k)〉, and k is changed along some loop, there will be a phase which is the line

integral of Am = i〈um(k)|∇k|um(k)〉. This integral can be rewritten in terms of the

Berry flux using Stokes theorem Fm = ∇ × Am. The Chern invariant is found by

integrating this over the Brillouin zone.

n =
1

2π

∫
BZ

dk2Fm, σxy =
∑

n (2.47)

where the sum is over all occupied bands, and where σxy is called the total Chern

number. The Chern number was shown to be the same as the quantum Hall con-

ductance51. The integral needs to know u(k) completely, so it is not local. This is
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nothing more than the Gauss-Bonet theorem in disguise, which gives an integral for

the genus of a surface and describes a map from the torus onto a Hilbert space.

E. Dirac/Weyl semi-metals

A way to study topological insulators is to start at a known state like a semi-metal,

and see if the Hamiltonian can be tuned into distinct insulating states. A Dirac/Weyl

semi-metal is a band theoretic model which close to the Fermi energy follows the

massless Dirac/Weyl equation. Graphene, a honeycomb lattice of carbon atoms, is a

prime example of this. The honeycomb lattice has a two-point basis. Since the unit

cell has at least two states in it, there will be at least two bands. The pz orbital bands

are the closest to the Fermi energy, so the only considering the pz orbitals is a first

approximation. If a tight binding model is used, meaning the electrons wavefunctions

are approximately localized, with some probability of tunneling to the next site, the

Hamiltonian is just hopping terms from A atoms to B atoms.

H =
∑

〈r,r′〉,〈l,l′〉

tl,l
′

r,r′c
l†
r c

l′

r′ + h.c. (2.48)

where 〈l, l′〉 are nearest neighbor atoms A or B, and 〈r, r′〉 are nearest neighbor lattice

unit cell positions, and the c’s are electron creation and annihilation operators. The

quantum states here are superpositions of cl†r operators on the vacuum. It can be

represented by a complex column vector where the length is the number of distinct

c†’s. After taking the Fourier transform of c, this will become

H =

∫
BZ

dk2

(2π)2

(
cA†k cB†k

)
H(k)

cAk
cBk

 (2.49)

where H(k) is a 2x2 matrix dependent on the tunneling amplitude t’s. The eigen-

functions commute with translation because of Bloch’s theorem. H(k) can be solved

independently for each k on the two vector quantum states where

1

0

 = cA†k |0〉 and0

1

 = cB†k |0〉. H(k) is a 2x2 Hermitian matrix so it can be broken down in terms of
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FIG. 4. The graphene honeycomb lattice52

Pauli matrices

H(k) = ~h(k) · ~σ (2.50)

where ~h(k) = (hx(k), hy(k), hz(k)) are real valued functions and ~σ = (σx, σy, σz). It

is assumed there is no part proportional to the identity, since this would just shift

the spectrum up or down. Any symmetry S that the Hamiltonian has means that

SHS−1 = H, where S is defined by how it changes the quantum state. To analyze

these symmetries the operation of them on H and k have to be considered separately.

This can restrict the form of H(k).

Here is the graphene model in more detail.

H =
∑
r

tcA†r+δ1c
B
r + tcA†r+δ2c

B
r + tcA†r+δ3c

B
r + h.c. (2.51)

where a1,2 = a(
√

3/2),±1/2), and δ3 = a(0,−1), where a is the lattice spacing as

in fig 4. Notice there is no A to A and B to B terms, since these come from next

nearest neighbor hopping at first order, and inversion symmetry enforces that they

be equal. If they are equal, it simply adds an identity piece to H(k).
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Taking the Fourier transform, cr =
∫
k

dk2

(2π)2 e
−ikrck, each of the +δ terms simply

contribute an e±ik·δ depending on whether there was a dagger or not. Now

H(k) =

 0 h(k)

h∗(k) 0

 , h(q) =
∑
i

e−ikδi = e−ikya + eikxa
√

3/2+ikya/2 + e−ikxa
√

3/2+ikya/2

(2.52)

h(q) = cos(kya)− i sin(kya) + (cos(kya/2) + i sin(kya/2))2 cos(kxa
√

3/2)

(2.53)

This means that hx(k) = cos(kya)+2 cos(kxa
√

3/2) cos(kya/2) and hy(k) = sin(kya)−
2 cos(kxa

√
3/2) sin(kya/2). Notice hx(k) = 0 when k = ±K = 2π

3a
(±1/

√
3,−1), since

hx(±K) = cos(2π
3

)+2 cos(±π
3
) cos(π

3
) = 0, and hy(±K) = sin(2π

3
)−2 cos(±π

3
) sin(π

3
) =

0.

This degeneracy, in general, is protected by symmetries. First, there is a time

reversal symmetry T. In general, given any time-dependent wavefunction, the time-

dependent pieces are a series of phases eiEt/~ onto time independent pieces. Changing

the sign of t is equivalent here to complex conjugation, so T can be represented by

the complex conjugation operator K. This representation is dependent on the basis.

An important point here is that T is anti-unitary. In general, under a symmetry S,

any correlation function |〈Sa|Sb〉| = |〈a|b〉|. This means that |〈a|STS|b〉| = |〈a|b〉|
or |〈b|a〉|. Time reversal does the second. There is a simple theorem that says anti-

unitary symmetries are unitary symmetries with the complex conjugate operator.

In this basis, creation and annihilation operators in real space map to real valued

matrices, so K leaves them alone. It flips the sign of k, so it sends ck to c−k. We can

use the same basis of

1

0

 = cA†k |0〉 and

0

1

 = cB†k |0〉

THT−1 =

∫
BZ

dk2

(2π)2

(
cA†k cB†k

)
TH(k)T−1

cAk
cBk

 (2.54)

=

∫
BZ

dk2

(2π)2

(
cA†k cB†k

)
KH(−k)K

cAk
cBk

 = H (2.55)

This implies H∗(−k) = H(k). Any symmetry can be thought of as both acting on

H, and on k.
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There is also an inversion symmetry P around the center of a unit cell which sends

r to -r. Inversion P sends A sites to B sites, and B to A, while also flipping the sign

of k. σx flips the atoms, so P can be represented by σx.

The inversion operator flips the atoms and r coordinate of the real space c opera-

tors. This ends up sending cAk =
∫
r
e−ikrcAr to cB−k, and similarly with the rest. This

has the effect of making the Hamiltonian

PHP−1 =

∫
BZ

dk2

(2π)2

(
cA†k cB†k

)
PH(k)P−1

cAk
cBk

 (2.56)

=

∫
BZ

dk2

(2π)2

(
cA†k cB†k

)
σxH(−k)σx

cAk
cBk

 = H (2.57)

Inversion makes sure σxH(−k)σx = H(k).

Together these constrain the Hamiltonian. By time reversal, Khx(k)σxK =

hx(−k)σx, which implies hx(−k) = hx(k). Inversion makes σx(hx(k)σx)σx = hx(−k)σx

which implies the same thing. This means hx(k) is even in k. For hy(k), Khy(k)σyK =

−hy(−k)σy = hy(k)σy. This implies hy(k) = −hy(−k). Inversion this time implies

σxhy(k)σyσx = −hy(−k)σy = hy(k)σy, which again is the same thing, making hy odd

under k.

Now the important part. By time reversal, Khz(k)σzK = hz(−k)σz, which im-

plies hz(−k) = hz(k). Inversion makes σx(hz(k)σz)σx = −hz(−k)σz, which implies

−hz(−k) = hz(k). Now we have −hz(−k) = hz(−k), which implies hz(k) is zero.

This means that there is no σz component. Then by squaring the H operator,

H2(k) = σ2
xh

2
x(k) + σ2

yh
2
y(k) (2.58)

H2(k) = h2
x(k) + h2

y(k) (2.59)

E(k) = ±
√
h2
x(k) + h2

y(k) (2.60)

. Since there is no σz piece, the only changes that could be added are parts to hx

or hy. Since around K or K’ point, there is E(K + q) =
√
q2
x + q2

y, all that can be

done is add a constant, which would just shift the Dirac points, or add higher order

pieces, which still go to zero. Now if one of the symmetries is broken, there can be d

σz pieces, which can gap out the system. There are topologically distinct ways to do

this.
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Consider a small constant Mσz term added to H(k), which can be done in real

space by adding McA†r c
A
r −McB†r cBr +h.c terms to the sum. This term breaks inversion

symmetry and is physically making the atoms on the A site and B site different. In

the limit of large M, this is effectively binding all the atoms to one site. That is a

model of a trivial insulator.

Haldane showed53 that there is a topologically nontrivial phase here, if time reversal

is broken but not inversion. The intuition here being if there is a term that can be

added is hz(k)σz where hz(k) = −hz(−k) to preserve time reversal. In the limit that

k is close to K

H(q = (k −K)) = σxhx(q) + σyhy(q) + σzhz(q) (2.61)

H(q) = c(σxqx + σyqy) + σzhz(q) (2.62)

For some constant c. If hzσz is time reversal symmetric, the Hamiltonian near -K is

known as well.

Haldane added next nearest neighbor hopping to another 6 sites, such that all

lattice symmetries stayed. This adds a piece onto H(k) as follows:

H2(k) = 2t2 cos(φ)
∑
i

cos(k · bi) + 2t2 sin(φ)
∑
i

sin(k · bi) (2.63)

where b1 = δ2 − δ3, b2 = δ3 − δ1, and b3 = δ1 − δ2. This makes hz(k = ±K) =

∓3
√

3t2 sin(φ). In the limit of being close to K or -K, it is the fact that this gap flips

sign at ±K that makes the topology nontrivial.

The Berry curvature integral ends up taking the form

n =
1

4π

∫
BZ

dk2∂kxĥ(k)× ∂ky ĥ(k) · ĥ(k) (2.64)

ĥ(k) = ~h(k)/|~h(k)| (2.65)

This counts the number of times ĥ(k) wraps around the unit sphere. Notice this is

only defined when there is a gap. In the trivial phase, the z component of ĥ(k) is

always positive. That means ĥ(k) can not possibly wrap around the sphere, so n would

be 0. In this Haldane phase however, ĥ(±K) = (0, 0,∓1), and in fact wraps around

the sphere exactly once. This phase actually exhibits a quantum Hall conductance
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of σxy = e2/h. If this model is on a semi-infinite plane with an edge, there will be

a single edge mode which carries this charge. Since this map can’t go from n=1 to

0 continuously, the only way to change phases would be to close the gap, i.e., make

ĥ(k) ill-defined. This is the definition of a topological insulator.

F. Topological insulators with spin

This was just a toy model, in real life electrons have spin, and this changes things

rather drastically. This thesis will go through a model by Kane and Mele54,55, which

is written pedagogically in Fradkin’s book19. Now there are two copies of the exact

same model, one for spin up and one for spin down. A gap can be opened using

spin-orbit interactions.

In the Haldane model, the Chern invariant ended up being how many times some

vector ĥ(k) wrapped around the sphere. Based on the sign difference of ĥ(k) at

the old degenerate points the number of times it wrapped around the sphere could

be deduced. The degenerate point K = (k1, k2) = (π, π), where ki are reciprocal

lattice vectors, was sent to K’ under time reversal and inversion. Those relation put

constraints on the Hamiltonian. When spin is involved, there can be a new topological

invariant, which can be non-zero without time reversal breaking.

With spinful electrons, the previous spinless model needs to be doubled, one for

spin up and one for spin down. One can simply be the time reversal copy of the other.

Now if the first has a Chern number of c, the second will have a Chern number of -c.

The total charge conductance cancels out, but there is still a “spin current” since spin

up electrons move in one direction and the spin down electrons move in the other.

The topological invariant associated with this can again be found out by looking at

old degenerate points and symmetry constraints.

Now that the T operator is described, an interesting fact here is T 2 = −1 for

fermion systems can be shown. This fact can be understood from CPT symmetry.

In Euclidean space, CPT is just a 180-degree rotation. CPT squared then is a 360

rotation, which is +1 for bosons and -1 for fermions. If (CP )2 = 1 and it is assumed

these operators commute, then T 2 = −1. T has to be real-valued by the operation
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seen above and has a piece that’s τx or τy, to switch spins. The τx would give the

wrong T 2, so T = iτyK, and T 2 = iτyiτyK
2 = i2 = −1.

In (2+1)-D spinful systems, there is what is called a Kramer’s degeneracy protected

by just time reversal. If T |φ〉 = eiθ|φ〉, meaning |φ〉 is an eigenstate of T, then TT |φ〉 =

Teiθ|φ〉 = e−iθT |φ〉 = e−iθeiθ|φ〉 = |φ〉 which implies T 2 = +1. The contrapositive

means if T 2 = −1 on a state |φ〉 then |φ〉 is not an eigenstate of T. If time reversal

symmetry acts on a state T |φ1(k)〉 = |φ2(−k)〉, and since H and T commute, the

following is implied.

TH|φ1(k)〉 = TE1(k)|φ1(k)〉 = E1(k)|φ2(−k)〉 (2.66)

HT |φ1(k)〉 = H|φ2(−k)〉 = E2(−k)|φ2(−k)〉 (2.67)

E1(k) = E2(−k) (2.68)

If there is a time reversal invariant point, i.e., k = −k + G where G is a reciprocal

lattice vector, there is a degeneracy. Again what matters is a different sign on the

“mass” at degenerate points. The topological invariant is discovered by looking at

these degenerate points, or the matrix given by wij(k) = 〈φi(−k)|T |φj(k)〉. This is of

interest when k is time reversal invariant. Assume for a moment that there are only 2

bands. Then this w is non-zero if i 6= j. It can be guessed that the sign of the gapping

term would be given by the sign of
√

detw(K). This is not just a simple ±1, inter-

estingly enough the Pfaffian is used which was defined to square to the determinant.

In the 2 x 2 case, it is just M12. Define δ(k) =
√

detw(K)/pfaff(w(K)) = ±1, or

in the 2 x 2 case δ(k) = ±sgn(w12). This function is of great importance later in

this thesis. One issue is the square root, which leaves the sign ambiguous. This is

a continuous function however, and the sign differences at different invariant points

is defined. In (2 + 1)-D there are four time reversal invariant momenta Qi, so let

(−1)ν =
∏

i δ(Qi). This ends up being gauge invariant and ν is a topological invari-

ant that carries two values 0, 1 mod 2. It is called time reversal polarization and is

called a Z2 index. The reason why this is no longer Z classified is that there could be

non spin conserving terms that are still time reversal invariant. If there is N chiral

modes on the spin up sector, there will be N chiral modes on the spin down sector.
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If there are backscattering terms, there will be a scattering matrix. If there is a state

|ψL〉 =
N∑
i=1

αi,L|ψL↑ 〉+ βi,LT |ψL↑ 〉 (2.69)

|ψR〉 =
N∑
i=1

αi,R|ψR↑ 〉+ βi,RT |ψR↑ 〉 (2.70)

with α’s for the incoming modes and β’s for the outgoing. The scattering matrix goes

as

~βL
~βR

 =

r t

t′ r′

~αL
~αR

 (2.71)

Now S has to be unitary since it is a change of basis from incoming to outgoing states.

Time reversal will send outgoing to incoming and vice versa. S on the states now

gives ST 2~β∗ = ~α∗. The incoming β states previously had no T’s, and now there are

two. If ~β is solved for then ~β = T 2ST ~α. If T 2 = 1, this means S = ST together

with S−1 = S†. In this case, if t=t’=0, that just requires r and r’ to satisfy the same

set of conditions. If T 2 = −1, that means S is anti-symmetric. Then if t=t’=0 that

means r and r’ are anti-symmetric and unitary. If N is odd, that means it there is

an odd dimension anti-symmetric matrix, which always has a zero eigenvalue. This

is impossible for a unitary matrix. This means not only that t and t’ are not zero,

but that one mode must have perfect transmission. So this topological index simply

measures the parity of the number of helical modes.

This generalizes to (3 + 1)-D. There are eight invariant points in (3 + 1)-D, and

(−1)ν0 =
∏

i δi, and three more invariants (−1)νk =
∏

i δi where the sum is now just

four points on the xy, yz, or zx planes of the Brillouin zone. This treats the (3 + 1)-D

topological insulator as a (2 + 1)-D one in different projections. When these three

indices are non-zero, the resulting material is called a weak topological insulator.

When the index that is the sum over eight is non-zero, the resulting material is called

a strong topological insulator. These are called strong and weak since the strong one

turns out to be robust to disorder56.

Here is a summary of what has been discussed in this section. Topological insu-

lators are band insulators that cannot be deformed into the atomic limit insulator
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without closing the gap. Two models were presented that exhibit the quantum Hall

effect and the quantum spin Hall effect. The symmetries constrain the Hamiltonian

to have a particular form, and if starting from a semi-metal, a gap can be opened

in distinct ways. A topological index being zero does not mean the phase is trivial.

For instance, the quantum spin Hall effect has trivial Chern number. Even if all the

indexes known were zero, there might be non-zero ones that have not been thought

of yet. A conventional topological insulator has time reversal and charge conjugation

symmetries.

This sums up an introduction to tools used in the rest of this thesis. Examples

of (2 + 1)-D topological phases such as the classical Hall effect, the integer quantum

Hall effect, and the fractional quantum Hall effect were described. Following that,

the specifics of a ν = 1/2 state were discussed. Use of conformal field theory was

described to analyze fractional excitations and write electronic operators. Now using

this machinery, a few questions can be addressed. First, since a Dirac mode can be

split into Pfaffian modes, a Dirac semi-metal described by these Dirac modes can be

divided into Pfaffian modes. Backscattering counter-propagating Pfaffian modes can

provide a new type of gapping, and will be explored in detail later in this thesis. Next,

the Pfaffian state can live on the surface state of a topological insulator41. This could

be generalized to fractional topological insulators. What follows are mostly direct

excerpts from articles which I co-authored9,10.

III. FROM DIRAC SEMI-METALS TO TOPOLOGICAL PHASES IN THREE

DIMENSIONS: A COUPLED WIRE CONSTRUCTION

A. Introduction

Dirac and Weyl semi-metals are nodal electronic phases of matter in three spa-

tial dimensions. Their low-energy emergent quasiparticle excitations are electronic

Dirac57 and Weyl58 fermions. (Contemporary reviews in condensed electronic matter

can be found in Ref. 59–66.) They are three dimensional generalizations of the Dirac

fermions that appear in two dimensional graphene67 and the surface boundary of a
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topological insulator62,68–70. They follow massless quasi-relativistic linear dispersions

near nodal points in the energy-momentum space close to the Fermi level. Contrary

to accidental degeneracies which can be lifted by generic perturbations, these nodal

points are protected by topologies or symmetries.

A Weyl fermion is chiral and has a non-trivial winding of a pseudo-spin texture near

the singular nodal point in energy-momentum space. This would associate to a non-

conservative charge current under a parallel electric and magnetic field and is known as

the Adler-Bell-Jackiw anomaly71,72. Thus, in a true three-dimensional lattice system,

Weyl fermions must come in pairs50,73,74 so that the net chirality, and consequently the

anomaly, cancels. Or otherwise, a three-dimensional system of a single Weyl fermion

must be holographically supported as the boundary of a topological insulator in four

dimensions75–77. On the other hand, a Dirac fermion in three dimensions consists

of a pair of Weyl fermions with opposite chiralities. Without symmetries, it is not

stable and can turn massive upon inter-Weyl-species coupling. With symmetries, a

band crossing can be protected by the distinct symmetry quantum numbers the bands

carry along a high symmetry axis. Here the focus is on the fourfold degenerate Dirac

nodal point protected by time-reversal and (screw) rotation symmetry.

In electronic systems, massless Dirac and Weyl fermions appear in gap-closing

phase transitions between spin-orbit coupled topological insulators and normal insu-

lators78. When inversion or time-reversal symmetry is broken, nodal Weyl points can

be separated in energy-momentum space. Such gapless electronic phases are contem-

porarily referred to as Weyl semi-metals6,7,79,80. Their boundary surfaces support open

Fermi arcs7 that connect surface-projected Weyl nodes. Weyl semi-metals also exhibit

exotic transport properties, such as negative magneto-resistance, non-local transport,

chiral magnetic effect, and chiral vortical effect81–86. There have been numerous

first principle calculations87 on proposed materials such as the non-centrosymmetric

(La/Lu)Bi1−xSbxTe3
88, the TlBiSe2 family89, the TaAs family90,91, trigonal Se/Te92

and the HgTe class93, as well as the time-reversal breaking pyrochlore iridates7,94,95,

magnetically doped topological and trivial insulator multi-layers80, HgCr2Se4
96 and

Hg1−x−yCdxMnyTe97. At the same time, there have also been abundant experimental

observations in bulk and surface energy spectra98 as well as transport99. Angle-
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resolved photoemission spectroscopy (ARPES) showed bulk Weyl spectra and sur-

face Fermi arcs in TaAs100–104 as well as similar materials such as NbAs, NbP and

TaP105,106. Other materials such as Ag3BO3, TlTe2O6 and Ag2Se107 were observed to

host pinned Weyl nodes at high symmetry points. Negative magneto-resistance was

reported in TaAs108,109 as a suggestive signature of the Adler-Bell-Jackiw anomaly.

Similar properties were also observed in TaP110, NbP and NbAs111–113, although not

without controversies114.

Weyl points with opposite chiralities cannot be separated in energy-momentum

space when both inversion and time reversal symmetries are present. Massless

Dirac fermions appear between gap-closing phase transitions between topological

and trivial (crystalline) insulators, such as Bi1−xSbx
115 and Pb1−xSnxTe116. Critical

Dirac semi-metals were investigated for example in the tunable TlBiSe2−xSx
117–119,

Bi2xInxSe3
120,121 and Hg1−xCdxTe122, as well as the charge balanced BaAgBi123, PtBi2,

SrSn2As2
124 and ZrTe5

125 whose natural states are believed to be close to a topologi-

cal critical transition. A Dirac semi-metallic phase can be stabilized when the Dirac

band crossing is secured along a high symmetry axis and the two crossing bands

carry distinct irreducible representations. Theoretical studies include the diamond-

structured β-crystobalite BiO2 family126 No. 227, Fd3m), the orthorhombic body-

centered BiZnSiO4 family127 (space group No. 74, Imma), the tetragonal Cd3As2
128

(space group No. 142, I41/acd), the hexagonal Na3Bi family129, as well as the filling-

enforced non-symmorphic Dirac semi-metals130–134 such as the hexagonal TlMo3Te3

family124 (space group No. 176, P63/m), the monoclinic Ca2Pt2Ga (space group

No. 15, C2/c), AgF2, Ca2InOsO6 (space group No. 14, P21/n), and the orthorhom-

bic CsHg2 (space group No. 74, Imma)135. At the same time, there are numerous

experimental confirmations. They include ARPES observations on Cd2As3
136–138,

Na3Bi8,139 and ZrTe5
125; scanning tunneling microscopy in Cd2As3

140; magneto-

transport in Bi1−xSbx
141, Cd2As3

142–149, Na3Bi139,150, ZrTe5
125,151–153, HfTe5

154 and

PtBi2
155; magneto-optics156 and anomalous Nernst effect157 in Cd2As3, and many

more. However, there are also contradicting pieces of evidence, especially in ZrTe5

and HfTe5 that suggest a bulk band gap158–164.

Dirac/Weyl semi-metals are the origins of a wide variety of topological phases in
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FIG. 5. Symmetry breaking single-body gapping versus symmetry preserving many-body

gapping of a Dirac/Weyl semi-metal.

three dimensions (see figure 5). By introducing a spatial or charge U(1) symmetry-

breaking single-body mass, they can be turned into a topological insulator or su-

perconductor. The focus of this manuscript is on symmetry-preserving many-body

gapping interactions. The resulting insulating topological phase can carry long-range

entanglement and a non-trivial topological order. Similar phenomena were theoreti-

cally studied on the Dirac surface state of a topological insulator41–44 and the Majo-

rana surface state of a topological superconductor165,166, where symmetry-preserving

many-body gapping interactions are possible and lead to non-trivial surface topolog-

ical orders that support anyonic quasiparticle excitations.

Symmetry-preserving gapping interactions cannot be studied using a single-body

mean-field theory. This is because the Dirac/Weyl semi-metallic phase is protected

by symmetries in the single-body setting and any mean-field model with an excitation

energy gap must, therefore, break the symmetry either explicitly or spontaneously.

The coupled wire construction can serve as a powerful tool in building an exactly-

solvable interacting model and understanding many-body topological phases of this

sort. The construction involves a highly anisotropic approximation where the elec-

tronic degrees of freedom are confined along an array of continuous one-dimensional

wires. Inspired by sliding Luttinger liquids167–171, the coupled wire construction was

pioneered by Kane, Mukhopadhyay, and Lubensky172 in the study of Laughlin173 and

Haldane-Halperin hierarchy23,24 fractional quantum Hall states. Later, this theoret-

ical technique was applied in more general fractional quantum Hall states40,174–177,

anyon models178,179, spin liquids180,181, (fractional) topological insulators182–186 and
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superconductors187,188, as well as the exploration of symmetries and dualities189,190.

Moreover, coupled wire construction has already been used to investigate three dimen-

sional fractional topological phases191 and Weyl semi-metal192 even in the strongly-

correlated fractional setting193.

The microscopic symmetry-preserving many-body interactions in the Dirac surface

state on a topological insulator was discussed by Mross, Essin and Alicea in Ref.194.

They mimicked the surface Dirac modes using a coupled wire model and proposed

explicit symmetric many-body interactions that lead to a variation of gapped and

gapless surface states. Motivated by this and also using a coupled wire construction,

the microscopic symmetry-preserving many-body gapping of the Majorana topologi-

cal superconducting surface state was studied by one of us in Ref.195.

The organization for the rest of this section is described below. (i) A coupled

wire realization of a Dirac/Weyl semi-metallic phase protected by antiferromagnetic

time-reversal and screw twofold rotation symmetries. (ii) A set of exactly-solvable

inter-wire many-body interactions that introduces a finite excitation energy gap while

preserving the symmetries. (iii) An interaction-enabled semi-metallic electronic phase

which is otherwise forbidden by symmetries in the single-body setting.

1. Summary of results

Here is a highlight of the results. The first part of this section addresses a map-

ping between the isotropic massless Dirac fermion in the continuum limit and an

anisotropic coupled wire model where the effective low-energy degrees of freedom are

confined along a discrete array of 1D continuous wires. It starts with a minimal

Dirac semi-metal equipped with time-reversal and (screw) C2 rotation symmetries.

The mapping to a coupled wire model is achieved by first introducing vortices that

break the symmetries microscopically. These vortices are topological line defects that

involve spatial winding of symmetry-breaking Dirac mass parameters. Consequently,

these vortices host chiral Dirac electronic channels, each of which corresponds to a

gapless quasi-1D system where electronic quasiparticles can only propagate in a single

direction along the channel and are localized along the perpendiculars.
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When assembled together onto a vortex lattice, the system recovers the screw C2

rotation symmetry as well as a set of emergent antiferromagnetic symmetries, which

are combinations of the broken time-reversal and half-translations. Upon nearest-

wire single-body electron backscattering, the electronic band structure disperses lin-

early and mirrors that of the continuous isotropic Dirac parent state. A symmetry-

protected massless Dirac fermion (equivalently a pair of Weyl fermions with opposite

chiralities) emerges and captures the low-energy long length scale electronic proper-

ties.

This mapping can be qualitatively understood as a coarse-graining procedure

where high-energy microscopic electronic degrees of freedom are integrated out. The

process can be repeated indefinitely and resembles a real-space renormalization. For

example, the gapless Dirac electronic structure of the coupled wire model can acquire

a finite mass by symmetry-breaking dimerizations. These dimerizations can be ar-

ranged in a topological manner that spatially wind non-trivially around a collective

vortex. These second-stage vortices can subsequently be assembled into an array

similar to the previous construction except now with a longer lattice constant. The

system again recovers a massless Dirac spectrum under inter-vortex electron tunneling

in low-energy and long length scale. The mapping, therefore, establishes an equiva-

lence between the continuous isotropic massless Dirac fermion and the semi-discrete

anisotropic coupled Dirac wire model.

The second part of this section addresses non-trivial symmetry-preserving many-

body interacting effects beyond the single-body mean-field paradigm. It starts with

the anisotropic array of chiral Dirac wires that constitutes a Dirac semi-metal pro-

tected by antiferromagnetic time-reversal (AFTR ) and (screw) C2 rotation sym-

metries. An exactly-solvable model of symmetry-preserving inter-wire many-body

backscattering interactions is considered. This model is inspired by and can be re-

garded as a layered version of the symmetric massive interacting surface state of a

topological insulator. It is based on a fractionalization scheme that divides a sin-

gle chiral Dirac channel into a decoupled pair of identical chiral “Pfaffian” channels.

Each of these fractional channels carries half of the degrees of freedom of the original

Dirac wire. For instance, the fractionalization splits the electric and thermal currents
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precisely in half. It leads to the appearance of fractional quasiparticle excitations.

For example, a chiral Pfaffian channel also runs along the 1D edge of the particle-hole

symmetric Pfaffian fractional quantum Hall state37–39, and supports charge e/4 Ising

and e/2 semionic primary fields.

An explicit combination of many-body interwire backscattering interactions that

stabilize the fractionalization is considered. Similar coupled wire constructions were

applied in the literature to describe topological insulator’s surface state194 and ν = 1/2

fractional quantum Hall states40,174. They are higher dimensional analogs of the

Affleck-Kennedy-Lieb-Tasaki (AKLT) spin chain model196,197. The pair of chiral Pfaf-

fian channels along each wire is backscattered in opposite directions to neighboring

wires by the interaction. As a result of this dimerization of fractional degrees of free-

dom, the model acquires a finite excitation energy gap and at the same time preserves

the relevant symmetries.

The coupled wire construction also suggests new interaction-enabled topological

semi-metals. In the single-body regime, an (antiferromagnetic) time-reversal sym-

metric Weyl semi-metal realizable on a three dimensional lattice has a minimum of

four momentum-space-separated Weyl nodes. The many-body interacting wire model

can be turned into a gapless system where all low-energy degrees of freedom are elec-

tronic and are freely described in the single-body non-interacting setting by two and

only two separated Weyl nodes. Although the model is antiferromagnetic, it can be

conjectured that similar anomalous Weyl semi-metal can be enabled by interaction

while preserving local time-reversal.

The paper is organized as follows. In section III B, a single-body coupled wire

model of a Dirac/Weyl semi-metal equipped with two emergent antiferromagnetic

time-reversal (AFTR ) axes and a (screw) C2 rotation symmetry is constructed. In sec-

tion III B 1, the equivalence between the isotropic continuum limit and the anisotropic

coupled wire limit by a coarse-graining mapping is established. There is a discussion

on the anomalous aspects of the pair of Weyl fermions and different resolutions to

the anomaly. Then there is a description of the gapless surface states of the coupled

wire model. AFTR breaking and preserving surfaces are considered separately in

section III B 4 and III B 5 respectively.
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In section III C, the conversation turns to the effect of symmetry-preserving many-

body interactions. The splitting of a Dirac channel is summarized in figure 3. In

section III C 1, there is an explicit construction of an exactly-solvable interacting cou-

pled wire model that introduces a finite excitation energy gap to the Dirac system

while preserving the relevant symmetries. The many-body interwire backscattering

interactions are summarized in figure 18. In section III C 2, there is a discussion

on a plausible stabilization mechanism of the desired interactions through an an-

tiferromagnetic order. In section III C 3, a variation of the model that enables an

anomalous topological semi-metal with two Weyl nodes through interaction is dis-

cussed. In section III C 4, there is an elaboration of the gapless surface states of these

new interacting phases.

B. Coupled wire construction of a Dirac semi-metal

Consider a Dirac semi-metal in three dimensions. It consists of a pair of massless

Weyl fermions with opposite chiralities. There is no distinction made here between

a Dirac and a Weyl semi-metal. This is because the fermion doubling theorem50,73,74

and the absence of the Adler-Bell-Jackiw anomaly71,72 require Weyl fermions to always

come in pairs in a three-dimensional lattice system. A Weyl semi-metal, therefore,

carries the same low energy degrees of freedom as a Dirac semi-metal. The case

when the pair of Weyl fermions is separated in momentum space is referred to as

a translation symmetry protected Dirac semi-metal here. Also, the simplest case

where the two Weyl fermions overlap in energy-momentum space is considered. Its

low-energy band Hamiltonian takes the spin-orbit coupled form

H0
Dirac(k) = ~vk · ~sµz (3.1)

where ~s = (sx, sy, sz) are the spin-1/2 Pauli matrices, and µz = ±1 indexes the two

Weyl fermions.

Normally the masslessness of the Dirac system is protected by a set of symmetries.

Assume here the time reversal (TR) T , which is represented in the single-body picture

by the spinful operator T̂ = isyK where K is the complex conjugation operator, and a

twofold rotation C2 about the z-axis. In the case when µz has a non-local origin such
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FIG. 6. The two pairs of counter-propagating Dirac bands along the kz-axis distinguished

by eigenvalues of C2 = ±i.

as sublattice or orbital, it can enter the rotation operator. Assume C2 is represented

in the single-body picture by Ĉ2 = iszµz. It squares to minus one in agreement

with the fermionic statistics and commutes with the local time reversal operator. In

momentum space, T flips k → −k while C2 rotates (kx, ky, kz) → (−kx,−ky, kz).
The band Hamiltonian (3.1) shares simultaneous eigenstates with C2 along the kz-

axis. The two forward-moving bands have C2 eigenvalues +i while the two backward

moving ones have C2 eigenvalues −i (see figure 6). Therefore the band crossing is C2-

protected while the fourfold degeneracy is pinned at k = 0 because of time reversal

symmetry. Noticing that each of the C2 = ±i sector along the kz-axis is chiral

(i.e. consisting of a single propagating direction), it violates the fermion doubling

theorem73,74 and is anomalous. This can be resolved by assuming the C2 symmetry is

actually a non-symmorphic screw rotation in the microscopic lattice limit and squares

to a primitive lattice translation in z. kz is now periodically defined (up to 2π/a),

and the two C2 eigenvectors wrap onto each other after each period. Focusing on the

continuum limit where kz is small (when compared with 2π/a), C2
2 = −eikza ≈ −1

and the C2 symmetry behaves asymptotically as a proper rotation.

The primary focus here is to explore symmetry preserving/enabled interacting

topological states that originate from the massless Dirac system. Contrary to its

robustness in the single-body non-interacting picture, it is shown that the 3D Dirac

fermion can acquire a many-body mass gap without violating the set of symmetries.

To illustrate this, first make use of the fact that the Dirac system can be turned mas-

sive by breaking symmetries. Symmetry breaking inter-valley scatterings introduce
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two coexisting mass terms

HDirac(k, r) = H0
Dirac(k) +mx(r)µx +my(r)µy (3.2)

where mx (or my) preserves (resp. breaks) time reversal and both of them violate C2.

Allow slow spatial modulation of the mass parameters, which can be grouped into a

single complex parameter m(r) = mx(r) + imy(r), and to be precise, momentum k

should be taken as a differential operator −i∇r when translation symmetry is broken.

Non-trivial spatial windings of the symmetry breaking mass parameters give rise to

topological line defects or vortices that host protected low-energy electronic degrees

of freedom. The proliferation of interacting vortices then provides a theoretical path

to multiple massive/massless topological phases while restoring and modifying the

original symmetries as they emerge in the low-energy long-length scale effective theory.

kz

E

x

y

FIG. 7. Dirac string. (Left) Spatial winding of mass parameters around a Dirac string

going out of the paper represented by the center red dot. Stream lines represent the vector

field m(r) = (mx(r),my(r)). (Right) Energy spectrum of chiral Dirac fermions. Blue bands

represent bulk continuum. Red bands correspond to chiral Dirac fermions localized along

the string.

A topological line defect is a vortex string of the mass parameter in three dimen-

sions where the complex phase of m(r) = |m(r)|eiϕ(r) winds non-trivially around the

string. The left diagram in figure 7 shows the spatial modulation of ϕ(r) along the

xy cross-sectional plane normal to a topological line defect, which runs along the z

axis. In this example, the complex phase ϕ(r) winds by 6π around the line defect

(represented by the red dot at the origin). The winding number of the complex phase

in general can be evaluated by the line integral

c =
1

2π

∮
C
dϕ(r) =

1

2πi

∮
C

∇rm(r)

m(r)
· dr (3.3)
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where C is a (right-handed) closed path that runs once around the (oriented) line

defect. Eq.(3.3) is always an integer given that the mass parameter m(r) is non-

vanishing along C.
Massless chiral Dirac fermions run along these topological line defects198.

Start with the Dirac Hamiltonian (3.2) where the mass term winds around a vortex

and as a consequence, it hosts a chiral Dirac channel along the vortex (also see

figure 7). Here there is an example of a simple vortex, and the existence of a chiral

Dirac zero mode is shown. In general, the correspondence between the number of

protected chiral Dirac channels and the vortex winding is a special case of the Atiyah-

Singer Index theorem199 and falls in the physical classification of topological defects198.

First, start with the Hamiltonian from (3.2). Then, for simplicity, consider the

particular Dirac mass m(r) = mx(r) + imy(r) = |m|eiθ that constitute a vortex along

the z-axis, where θ is the polar angle on the xy-plane. By replacing kx,y ↔ −i∂x,y,
(3.2) becomes

H(r) =~v(−i∂xsx − i∂ysy + kzsz)µz

+ |m| cos θµx + |m| sin θµy (3.4)

where kz is still a good quantum number because translation in z is still preserved.

The Hamiltonian can be transformed under a new basis into

H ′ = UHU−1 =
(
−~vkz D
D† ~vkz

)
, U =

(
0 1 0 0
0 0 1 0
1 0 0 0
0 0 0 1

)
(3.5)

where the Dirac operator occupying the off-diagonal blocks is

D† =
(
−2i~v∂w |m|e−iθ
|m|eiθ 2i~v∂w̄

)
= e−iθσz

(
−i~v(∂r−i∂θ/r) |m|

|m| i~v(∂r+i∂θ/r)

)
(3.6)

where w = x+ iy = reiθ and σz = diag(1,−1).

Now the Hamiltonian is separated as follows

H ′(kz) = ~vkzΓ5 +
(

0 D
D† 0

)
. (3.7)

where Γ5 = diag(−112, 112). Note that the zero momentum sector H ′(kz = 0) has a

chiral symmetry since it anticommutes with with Γ5, and it reduces to the Jackiw-

Rossi vortex problem in two-dimensions200. The Dirac operator D† has only one
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normalizable zero mode u0(r) ∝ e−|m|r/~v(eiπ/4, e−iπ/4)T , while its conjugate D has

none. H ′(kz = 0) therefore has a zero eigenvector of ψ0(r) = (u0(r), 0)T , which is also

an eigenvector of Γ5. In the full Hamiltonian, the zero mode ψ0(r) has energy −~vkz
and corresponds a single mid-gap chiral Dirac channel.

When focusing at kz = 0, the differential operator (3.2) with a vortex along the

z-axis is identical to the 2D Jackiw-Rossi model200 with chiral symmetry γ5 = szµz.

Each zero energy mode corresponds to a massless chiral Dirac fermion with positive or

negative group velocity in z depending on the sign of its γ5 eigenvalue. These quasi-

one-dimensional low-energy electronic modes are similar to those that run along the

edge of 2D Landau levels and Chern insulators, except they are now embedded in

three dimensions. Their wave functions extend along the defect string direction but

are localized and exponentially decay away from the defect line. Moreover, such

an electronic channel is chiral in the sense that there is only a single propagating

direction. The energy spectrum of the topological line defect (for example with the

winding number c = 3) is shown in the right diagram of figure 7, in which, there

are three chiral bands (red curves) inside the bulk energy gap representing the three

chiral Dirac electrons. As a consequence of the chirality, the transport of charge and

energy must also be uni-directional. The chiral electric and energy-thermal responses

are respectively captured by the two conductances

σ =
δIelectric

δV
= ν

e2

h
, κ =

δIenergy

δT
= c

π2k2
B

3h
T (3.8)

where ν is the filling fraction if the chiral channel is supported by a 2D insulating

bulk, and c is called the chiral central charge. For the Dirac case, c = ν is the number

of chiral Dirac channels. Here c can be negative when the Dirac fermions oppose the

preferred orientation of the topological line defect. In a more general situation, c =

cR−cL counts the difference between the number of forward propagating and backward

propagating Dirac fermions. There is a mathematical index theorem198,199,201 that

identifies the topological winding number in (3.3) and the analytic number of chiral

Dirac fermions in (3.8). Hence, there is no need to distinguish the two c’s.
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The massless chiral Dirac channels, described by the low-energy effective theory

LDirac = i

cR∑
a=1

ψ†a(∂t + ṽ∂x)ψa + i

cR+cL∑
b=cR+1

ψ†b(∂t − ṽ∂x)ψb, (3.9)

have an emergent conformal symmetry and the index c = cR − cL is also the chiral

central charge of the effective conformal field theory (CFT). The primitive topological

line defect with c = ±1 that hosts one and only chiral Dirac fermion ψ is referred to

as a Dirac string here. (It should not be confused with the Dirac magnetic flux string

that connects monopoles.)

FIG. 8. (Left) A 3D array of Dirac strings. (Right) Cross section of the array. × associates

into-the-plane Dirac channel, • represents out-of-plane ones. Stream lines represent the

configuration of the mass parameter vector field m(r) = (mx(r),my(r)) of the vortex lattice.

x

y
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t1 T11T1̄1

π

−π
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t2
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ex
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p+1,q

p,q+1

p,q

FIG. 9. Coupled Dirac wire model with tunneling amplitudes t1, t2. Each unit cell (dashed

box) consists a pair of counter-propagating Dirac strings, × and •. T11, T1̄1 are the two

anti-ferromagnetic directions.

A three-dimensional array of Dirac strings (wires) can be realized as a vortex lattice

of the mass parameter m = mx + imy in a Dirac semi-metal. For example, figure 8

shows a vortex lattice generated by the spatially-varying Dirac mass

m(r) = m0
sd(x+ iy)

|sd(x+ iy)| , (3.10)
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where sd is the (rescaled) Jacobian elliptic function202 with simple zeros at p + iq

and poles at (p + 1/2) + i(q + 1/2) for p, q integers. It consists of vortices with

alternating winding number c = ±1 at the zeros and poles in a checkered board

lattice configuration. On the cross section plot on the right side of figure 8, there

is a Dirac string with positive (or negative) winding at each • (resp. ×). Each

vortex string has a chiral Dirac fermion running through it. Figure 9 shows the same

two-dimensional slice of the array, except suppressing the mass parameters which

correspond to irrelevant microscopic high-energy degrees of freedom. Choose a unit

cell labeled by (p, q), its x, y coordinates. Each has both a forward moving Dirac

fermion ψ�p,q (shown as •) and a backward moving one ψ⊗p,q (shown as ×).

This array configuration breaks time reversal as the symmetry would have reversed

the chirality (i.e. propagating direction) of each Dirac fermion. Instead, it has an

emergent anti-ferromagnetic time reversal (AFTR) symmetry, which is generated

by the operators T11 and T1̄1 in the diagonal and off-diagonal directions. Each is

composed of a time reversal operation and a half-translation by (ex+ey)/2 or (−ex+

ey)/2.

T11ψ
⊗
p,qT −1

11 = ψ�p,q, T11ψ
�
p,qT −1

11 = −ψ⊗p+1,q+1

T1̄1ψ
⊗
p,qT −1

1̄1
= ψ�p−1,q, T1̄1ψ

�
p,qT −1

1̄1
= −ψ⊗p,q+1 (3.11)

These AFTR operators are non-local as they come with lattice translation parts.

They are anti-unitary in the sense that T αψT −1 = α∗T ψT −1 and 〈T u|T v〉 = 〈u|v〉∗

because the local time reversal symmetry is anti-unitary. Similar to a spatial non-

symmorphic symmetry, the AFTR symmetries square to the primitive translation

operators

T11T1̄1 = (−1)F translation(ey),

T11T −1
1̄1

= translation(ex), (3.12)

where (−1)F is the fermion parity operator. Moreover they mutually commute

[T11, T1̄1] = 0. The AFTR symmetry is only an emergent symmetry in the low-

energy effective theory. It is not preserved in the microscopic Dirac model (3.2) and

is broken by the mass parameter, m(r) 6= m(r + (ex ± ey)/2)∗. For instance, the
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Jacobian elliptic Dirac mass function (3.10) actually has a periodic unit cell twice

the size of that of the effective wire model in figure 9. On the other hand, the Dirac

mass (3.10) is odd under C2, m(C2r) = −m(r). This sign is canceled by the C2

rotations of the Dirac matrices, Ĉ2µx,yĈ
−1
2 = −µx,y, that couple with the Dirac mass

in the Hamiltonian (3.2). Therefore the Dirac wire model in figure 9 has a twofold

axis along one of the Dirac string, say ψ�0,0. The Dirac channel fermions transform

unitarily according to

C2ψ
�
p,qC−1

2 = iψ�−p,−q, C2ψ
⊗
p,qC−1

2 = −iψ⊗−p+1,−q+1, (3.13)

where the factor of i ensures the fermionic −1 twist phase for a 2π rotation, and the

second equality in (3.13) is determined by the first one together with (3.11) and the

symmetry relations

C2T11 = (−1)FT −1
11 C2, C2T1̄1 = (−1)FT −1

1̄1
C2. (3.14)

Again, in order for the rotation symmetric wire model to be free of anomalies, C2

should really be a screw rotation with respect to some microscopic lattice that has

become irrelevant in the low-energy continuum picture.

C2
2 = (−1)F translation(aez) ≈ (−1)F . (3.15)

When adjacent vortex strings are near each other, their Dirac fermion wave func-

tions overlap and there are finite amplitudes of electron tunneling. Here there is a

construction of a coupled Dirac wire model of nearest-wire single-body backscattering

processes with ±π fluxes across each diamond square (figure 9), where the tunneling

amplitude t1 (or t2) in the (11) (resp.(1̄1)) direction is imaginary (resp. real).

H =
∑
p,q

~ṽ
(
ψ�p,q

†
kzψ

�
p,q − ψ⊗p,q

†
kzψ

⊗
p,q

)
+ it1

(
ψ�p,q

†
ψ⊗p,q − ψ�p−1,q−1

†
ψ⊗p,q

)
+ h.c. (3.16)

+ t2

(
ψ�p−1,q

†
ψ⊗p,q − ψ�p,q−1

†
ψ⊗p,q

)
+ h.c.

where the first line is the kinetic Hamiltonian of individual Dirac channels under

the Fourier transformation −i∂z ↔ kz along the wire direction. This tight-binding
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Hamiltonian preserves the AFTR symmetry (3.11), T HT −1 = H. Fourier transfor-

mation of the square lattice ~ψp,q =
∫ dkxdky

(2π)2 e
−i(kxp+kyq) ~ψk, ~ψ = (ψ�, ψ⊗) turns (3.16)

into H =
∫ dkxdky

(2π)2
~ψ†kH(k)~ψk, where

H(k) =

 ~ṽkz g(kx, ky)

g∗(kx, ky) −~ṽkz

 (3.17)

is the Bloch band Hamiltonian, for g(kx, ky) = it1(1− e−i(ky+kx)) + t2(e−ikx − e−iky).
Here momentum k lives in the “liquid crystal” Brillouin zone (BZ) where −π ≤
kx, ky ≤ π and −∞ < kz <∞ (in the continuum limit a→ 0 and π/a→∞).

FIG. 10. Energy spectrum of the coupled Dirac wire model (3.16).

The energy spectrum of the two-band model is given by E±(k) = ±
√
|g(kx, ky)|2 + ~2ṽ2k2

z

(see figure 10). It gives two linearly dispersing Weyl cones of opposite chiralities in the

Brillouin zone centered at K+
0 = Γ = (0, 0, 0) and K−0 = M = (π, π, 0). Near these

points, the Hamiltonians are of the linear form H(K±0 + δk) = ~δkTV ±~σ + O(δk2),

where ~σ = (σx, σy, σz) are Pauli matrices acting on the (ψ�, ψ⊗) degrees of freedom.

The velocity matrices are

~V ± =


−t1 ±t2 0

−t1 ∓t2 0

0 0 ~ṽ

 , (3.18)

whose determinant’s sign decides the ± chirality of the Weyl fermion at Γ and M ,

i.e. the ±1 Fermi surface Chern invariants7,59,62. The AFTR symmetries (3.11) in the
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single-body picture are expressed under Fourier transformation as

T11
~ψkT −1

11 = T11(k)~ψ−k, T1̄1
~ψkT −1

1̄1
= T1̄1(k)~ψ−k,

T11(k) =

 0 −ei(kx+ky)

1 0

K,
T1̄1(k) =

 0 −eiky

e−ikx 0

K, (3.19)

where K is the complex conjugation operator. They satisfy the appropriate algebraic

relations (3.12) in momentum space

T11(−k)T1̄1(k) = T1̄1(−k)T11(k) = −e−iky

T11(−k)T1̄1(k)−1 = T1̄1(−k)−1T11(k) = e−ikx (3.20)

and the coupled wire model (3.17) is AFTR symmetric

T11(k)H(k) = H(−k)T11(k),

T1̄1(k)H(k) = H(−k)T1̄1(k). (3.21)

The Weyl points are at time reversal invariant momenta (TRIM) K±0 ≡ −K±0 (mod-

ulo the reciprocal lattice 2πZ2), and the AFTR operators T11(K±0 ) = −iσyK and

T1̄1(K±0 ) = ∓iσyK square to minus one. Hence the Weyl points are not only protected

by the non-vanishing Fermi surface Chern invariant but also the Kramers theorem.

In addition, the model is also C2 symmetric

C2(k)H(k) = H(C2k)C2(k) (3.22)

where the twofold symmetry (3.13) is represented in the single-body picture by a

diagonal matrix

C2
~ψkC−1

2 = C2(k)~ψk, C2(k) =

 i 0

0 −ie−i(kx+ky)

 (3.23)

(suppressing the screw phase e−ikza/2 in the continuum limit a → 0). It agrees with

the fermion statistics (3.15) C2(−kx,−ky, kz)C2(kx, ky, kz) = −1, and the algebraic
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relations (3.14) with the AFTR operators

C2(−k)T11(k) = −T11(C2k)−1C2(k)

C2(−k)T1̄1(k) = −T1̄1(C2k)−1C2(k) (3.24)

for C2k = (−kx,−ky, kz).

1. The anomalous Dirac semi-metal

Notice that the coupled wire Dirac model (3.16) and its massless energy spectrum

in figure 10 are anomalous with respect to the AFTR symmetries T11 and T1̄1 as well

as the C2 symmetry if it is proper symmorphic and not a screw rotation. This means

that it cannot be realized in a single-body three-dimensional lattice system with the

AFTR or C2 symmetries. In a sense, it is not surprising at all since the chiral Dirac

strings that constitute (3.16) are themselves violating fermion doubling73,74. The

anomalous Dirac spectrum (figure 10) where the pair of Weyl points are separately

located at two time reversal invariant momenta K±0 is described here. The non-trivial

consequence of the anomaly is discussed which opens up the path for later discussion

on many-body interactions.

First begin with two 2D planes in momentum space parallel to kykz located at

kx = ±π/2. They are represented by the two blue planes in figure 10. The AFTR or

C2 symmetries require the Chern invariants

Ch1 =
i

2π

∫
Tr(P∂kyP∂kzP )dkydkz (3.25)

at kx = ±π/2 to be opposite, where P (k) = (11 − H(k)/|E(k)|)/2 is the projection

operator onto the negative energy band. This is because the AFTR symmetry is

anti-unitary and preserves the orientation of the kykz plane, whereas C2 is unitary

but reverses the orientation of the kykz plane. Here is a proof.

Begin with a Bloch Hamiltonian H(k) that is symmetric under the operation G(k),

H(k) = G(gk)H(gk)G(gk)−1 (3.26)

if G is unitary, or

H(k) = G(gk)H(gk)∗G(gk)−1 (3.27)
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if it is anti-unitary Let |um(k)〉 be the occupied states of H(k). Define |u′m(k)〉 =

|Gum(k)〉 = G(gk)|um(gk)〉 (or |u′m(k)〉 = |Gum(k)〉 = G(gk)|um(gk)∗〉), which is

also an occupied state of H(k), for unitary (resp. anti-unitary) symmetry.

The Chern number (3.25) can equivalently be defined as

Ch1(kx) =
i

2π

∫
Nkx

Tr (Fk) (3.28)

where Tr (Fk) = dTr (Ak), Nkx is the oriented kykz-plane with fixed kx, and Ak
is the Berry connection of the occupied states Amnk = 〈um(k)|dun(k)〉. The Berry

connection transforms according to

A′mnk ≡ 〈u′m(k)|du′n(k)〉 (3.29)

= 〈um(gk)|G(gk)†d [G(gk)|un(gk)〉]

= Amngk + 〈um(gk)|
[
G(gk)†dG(gk)

]
|un(gk)〉

for unitary G, or

A′mnk =
(
Amngk

)∗
+ 〈um(gk)∗|

[
G(gk)†dG(gk)

]
|un(gk)∗〉

= −Anmgk + 〈um(gk)∗|
[
G(gk)†dG(gk)

]
|un(gk)∗〉

if G is anti-unitary, because the connection is skew-Hermitian A = −A†. Therefore

F ′k = Fgk + dTr
{
Pgk ∧

(
G(gk)†dG(gk)

]}
(3.30)

for an unitary symmetry, or

F ′k = −Fgk + dTr
{
P ∗gk ∧

(
G(gk)†dG(gk)

]}
(3.31)

for an anti-unitary one. Here P (k) =
∑

n |un(k)〉〈un(k)| is the projection operator

on to the occupied energy states at momentum k. Since the trace of Berry curvature

Tr(F) does not depend on the gauge choice of occupied states, Tr(Fk) = Tr(F ′k).

Notice the final terms in both (3.30) and (3.31) integrate to zero over the closed

periodic momentum plane Nkx . This is because they are total derivatives, and unlike

Ak, Pk and G(k) are defined non-singularly on the entire Brillouin zone (see (3.19)

and (3.23)).
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Here the relation between the Chern number (3.28) between kx and −kx using

the anti-unitary AFTR and the unitary C2 symmetries is explored. The AFTR

symmetries flip all momentum axes T11, T1̄1 : (kx, ky, kz) 7→ (−kx,−ky,−kz), while

the C2 symmetry flips only two C2 : (kx, ky, kz) 7→ (−kx,−ky, kz). Thus, T11, T1̄1 :

Nkx → N−kx maps between opposite planes while preserving their orientations, but

C2 : Nkx → −N−kx is orientation reversing. Lastly, substitute (3.30) and (3.31) into

(3.28), and apply a change of integration variable k↔ gk. The AFTR and C2 requires

the Chern number to flip under kx ↔ −kx

Ch1(kx) = −Ch1(−kx). (3.32)

On the other hand, the two Chern invariants along the two planes must differ by

one because they sandwich a single Weyl point at Γ. This forces the Chern invariants

to be a half-integer Ch1 = ±1/2, which is anomalous.

While the C2 anomaly can be resolved by merely doubling the unit cell and assum-

ing it originates from a microscopic non-symmorphic screw axis, the AFTR anomaly

is stronger because the two antiferromagnetic combinations (3.12) generate lattice

translations and fix the unit cell size. There are three resolutions.

1. The AFTR symmetries are broken by high energy degrees of freedom when kz

is large.

2. The spectrum in figure 10 is the holographic 3D boundary spectrum of an AFTR

symmetric weak topological insulator in 4D.

3. The spectrum is generated by strong many-body interaction non-holographically

in 3D.

Below is a discussion on the first two resolutions, and the many-body interaction-

enabled situation is left to section III C 3.

2. Broken symmetries and coarse-graining

In the present case when the chiral Dirac channels originate from vortex strings in

an underlying microscopic Dirac insulator, the spatial modulation of mass parameters



55

m(r) actually violate one of the AFTR symmetries, m(r)∗ 6= m(r + (ex ± ey)/2),

where ∗ stands for complex conjugation. For instance, since all elliptic functions

must contain at least two zeros and two poles in its periodic cell, the Jacobian elliptic

mass function (3.10) has longer periods than ex and ey in figure 9, and thus must

break T11 or T1̄1. The symmetry is broken only in the ultra-violet limit at large kz

where the chiral Dirac line nodes meet the microscopic bulk band (see figure 7) at

high energy ∼ |m(r)|. In fact, the above anomalous argument shows that all mass

parameter configurations that produce the 3D vortex lattice array (figure 8) must

either (a) break both the AFTR symmetries T11 and T1̄1, or (b) preserve one but

violate translation so that the unit cell is enlarged and the two Weyl points collapse

onto each other in momentum space. (See figure 11 and 12.)

For instance, the microscopic system can be connected to a stack of Chern insulat-

ing ribbons (or lowest Landau levels) with alternating chiralities shown in figure 11.

Instead of being supported by vortices of Dirac mass, the chiral Dirac wires are now

realized as edge modes of Chern insulating strips. Each 2D ribbon (represented by

thick dashed dark blue lines) is elongated in the out-of-paper z-direction but is fi-

nite along the (110) direction and holds counter-propagating boundary chiral Dirac

channels. The dark blue arrows represent the orientations of the Chern ribbons that

accommodate the boundary Dirac channels with the appropriate propagating direc-

tions. Here the Chern ribbon pattern in figure 11(a) breaks both AFTR axes. The

pattern in figure 11(b) preserves T1̄1. However, translation symmetry is also broken,

and the coupled Dirac wire model now has an enlarged unit cell (light blue dashed

boxes) that consists of two pairs of counter-propagating chiral Dirac channels. All

Chern ribbon patterns must break the C2 symmetry about a Dirac wire because each

wire is connected to one and only one Chern ribbon in a particular direction.

Now go back to the vortex lattice generated by the Jacobian elliptic Dirac mass

function m(r) in (3.10) and consider its symmetries. For this purpose, consider the
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FIG. 11. Chiral Dirac channels (× and •) realized on the edge of Chern insulating ribbons

(dark blue directed lines) stacked along the (1̄10) normal direction.

symmetry properties of the (rescaled) Jacobian elliptic function202

sd(x+ iy) = −sd(x+ 1 + iy) = −sd(x+ iy + i)

sd

(
x+ iy +

1 + i

2

)
= −i C

sd(x+ iy)
(3.33)

sd(−x− iy) = −sd(x+ iy)

where C is some unimportant real constant that depends on the modulus of sd and

will never appear in the mass function m(r) = m0sd(x + iy)/|sd(x + iy)|. From the

minus sign in the first equation it can be seen that the Jacobian elliptic function, and

consequently the mass function, have primitive periods ex ± ey and therefore have a

unit cell of size two (see figure 12(a)). Choosing m0 = |m0|eiπ/4, the second equation

shows that T11 (or T1̄1) is preserved (resp. broken)

m

(
r +

ex ± ey
2

)
= ±m(r)∗, (3.34)

and thus the parent Dirac Hamiltonian (3.2) is T11-symmetric

T̂HDirac

(
−k, r +

ex + ey
2

)
T̂−1 = HDirac(k, r), (3.35)

for T̂ = isyK. Lastly, the third property of (3.33) entails the mass function m(r) =

−m(C2r) is odd under C2, and consequently the parent Dirac Hamiltonian is (screw)

rotation symmetric

Ĉ2HDirac(C2k, C2r)Ĉ
−1
2 = HDirac(k, r), (3.36)

where Ĉ2 = iszµz (or microscopically e−ikza/2iszµz) anticommuting with the mass

terms m1µx+m2µy in HDirac (see (3.2)), and C2k = (−kx,−ky, kz), C2r = (−x,−y, z).
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FIG. 12. (a) The massive AFTR and C2 breaking coupled Dirac wire model. (b) The

reduced Brillouin zone (BZ) after translation symmetry breaking where the two Weyl points

collapse to a single Dirac point at M .

FIG. 13. Dirac mass gap 2|∆| introduced by AFTR and C2 symmetry breaking dimerization

∆ = ∆1 + i∆2.

Remembering that the coupled wire model (3.16) (figure 9) descended from a

vortex lattice of the microscopic parent Dirac Hamiltonian (3.2), the Dirac mass m(r)

actually allows the model to carry fewer symmetries than the low-energy effective

Hamiltonian (3.16) suggests. Now that the translation symmetry is lowered, the

Brillouin zone is reduced (see figure 12(b)) so that the two Weyl points now coincide

at the origin Γ. This recovers an unanomalous Dirac semi-metallic model (3.1) around

(kx′ , ky′) = (0, 0). The fourfold degenerate Dirac point is protected and pinned at Γ

due to the remaining AFTR symmetry T11 – which takes the role of a spinful time

reversal (T̂ 2 = −1) in the continuum limit – and the C2 (screw) symmetry about the

z-axis. However, if any of these symmetries is further broken, the fourfold degeneracy

of the Dirac point is not protected (c.f. the original continuum Dirac model (3.2)).

Figure 12(a) shows a dimerized coupled Dirac wire model that introduces a finite

mass for the Dirac fermion. Label the Dirac fermion operators as ψµ,σr,s , for σ = �,⊗
the chirality, µ = A,B the new sublattice label, and (r, s) label the coordinates of



58

the unit cell according to the 45◦-rotated x′, y′-axes.

H′ =
∑
r,s

∑
µ=A,B

~ṽ
(
ψµ,�r,s

†
kzψ

µ,�
r,s − ψµ,⊗r,s

†
kzψ

µ,⊗
r,s

)
+ iu1ψ

A,�
r,s

†
ψA,⊗r,s − iu′1ψB,�r,s

†
ψB,⊗r,s + h.c.

− u2ψ
B,�
r,s

†
ψA,⊗r,s + u′2ψ

A,�
r,s

†
ψB,⊗r,s + h.c. (3.37)

− it1ψA,�r−1,s

†
ψA,⊗r,s + it′1ψ

B,�
r+1,s

†
ψB,⊗r,s + h.c.

+ t2ψ
B,�
r,s+1

†
ψA,⊗r,s − t′2ψA,�r,s−1

†
ψB,⊗r,s + h.c.

For instance, the model is identical to the AFTR and C2 symmetric one in (3.16)

when tj = t′j = uj = u′j for j = 1, 2. However, when the symmetries are broken, these

hopping parameters do not have to agree.

The Bloch band Hamiltonian after Fourier transformation is

H(k) =

 ~ṽkz11 h(kx′ , ky′)

h(kx′ , ky′)
† −~ṽkz11

 , (3.38)

h(kx′ , ky′) =

 iu1 − it1e−ikx′ u′2 − t′2e−iky′

−u2 + t2e
iky′ −iu′1 + it′1e

ikx′


where the 2 × 2 identity matrix 11 and h(kx′ , ky′) acts on the sublattice µ = A,B

degrees of freedom, and −π ≤ kx′ , ky′ ≤ π are the rotated momenta. One can perturb

about the Dirac fixed point by introducing the dimerizations ∆j

tj = t′j = uj −∆j = u′j −∆j (3.39)

for j = 1, 2. About the Γ = (0, 0, 0) point,

H(Γ + δk) =~ṽδkzσz − t1δkx′σx − t2δky′σyµx
−∆1σyµz + ∆2σyµy +O(δk2). (3.40)

See figure 13 for its massive spectrum.

Here the AFTR symmetry T11 and the twofold rotation C2 are represented in the

single-body picture by

T11(k) =

(
0 0 −eikx 0
0 0 0 −1
1 0 0 0
0 eikx 0 0

)
K,

C2(k) =

(
i 0 0 0
0 ie−i(kx+ky) 0 0
0 0 −ie−ikx 0
0 0 0 −ie−iky

)
(3.41)
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(a) (b)

FIG. 14. (a) Dimerized model of a massive Dirac fermion. (b) Vortex of dimerizations

∆ = ∆1 + i∆2 that leaves behind a massless localized chiral Dirac channel (blue dot).

(again suppressing the C2 screw phase e−ikza/2 in the continuum limit a→ 0). In the

small kx, ky-limit, T11(0) = −iσyK and C2(0) = iσz. It is straightforward to check

that the dimerization ∆2 preserves T11 while both ∆1,∆2 breaks C2.

Since the coupled wire model (3.40) and the parent continuum Dirac model (3.2)

have the same matrix and symmetry structure, the same construction discussed be-

fore can be applied to the new coarse-grained model (3.40). For instance, the non-

competing dimerizations ∆(r) = ∆1(r) + i∆2(r) can spatially modulate and form

vortices in a longer length scale. Figure 14(b) shows a dimerization pattern that cor-

responds to a single vortex in ∆. The solid (dashed) lines represent strong (resp. weak)

backscattering amplitudes. In the fully dimerized limit where the dashed bonds van-

ish, all Dirac channels are gapped except the one at the center (showed as a blue dot).

In the weakly dimerized case, there is a collective chiral Dirac channel whose wave

function is a superposition of the original channels and is exponentially localized at the

∆-vortex core, but now with a length scale longer than that of the original m-vortex

lattice. These collective chiral Dirac ∆-vortices can themselves form a coupled array,

like (3.16), and give a Dirac semi-metal of even longer length scale. The single-body

coupled vortex construction is, therefore, a coarse-graining procedure that recovers

equivalent emergent symmetries at each step.

Dirac semi-metal
mass vortices

-�
coupled wire model

chiral Dirac strings (3.42)

3. Holographic projection from 4D

The coupled wire model (3.16) with two AFTR axes can be supported by a weak

topological insulator in four dimensions. Instead of realizing the chiral Dirac channels
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using mass vortices of a 3D Dirac semi-metal, they can be generated as edge modes

along the boundaries of 2D Chern insulators (or lowest Landau levels). The 4D weak

topological insulator is constructed by stacking layers of Chern insulators parallel

to the zw-plane along the x and y directions. The Chern layers Lr, labeled by

the checkerboard lattice vector r = rxex + ryey on the xy-plane, have alternating

orientations so that Ch[Lr] = 1 if rx, ry are integers and Ch[Lr] = −1 if rx, ry are

half-integers. The model therefore carries both AFTR symmetries T11 and T1̄1 as well

as the C2 rotation about zw, and when cleaved along a 3D hyper-surface normal to

w, it generates the array of alternating chiral Dirac channels in figure 9.

The 4D weak topological insulator model can also be regarded as a stack of 3D

antiferromagnetic topological insulators203. Restricting to the 3D hyperplane normal

to −ex + ey, this model consists of alternating Chern insulating layers parallel to the

wz-plane stacked along the ex + ey direction. This 3D model describes an antifer-

romagnetic topological insulator with a non-trivial Z2 index. For instance along the

boundary surfaces normal to w or z that preserve the antiferromagnetic symmetry

T11, the model leaves behind a 2D array of alternating chiral Dirac wires. The uniform

nearest wire backscattering term t1 (see (3.16)) introduces a linear dispersion along

the 11-direction and gives rise to a single massless surface Dirac cone spectrum at a

time reversal invariant momenta on the boundary of the surface Brillouin zone where

T 2
11 = −1. The 4D weak topological insulator model is identical to stacking these 3D

antiferromagnetic topological insulators along the 1̄1-off-diagonal direction −ex + ey.

A more detailed discussion on coupled wire constructions of a 4D strong and weak

topological insulator can also be found in Ref. 204.

4. AFTR breaking surfaces

Here is a discussion of the surface states of the coupled Dirac wire model (3.16).

Similar to the boundary surface of a translation symmetry protected Dirac semi-

metal (or more commonly called a Weyl semi-metal), there are Fermi arcs connecting

the surface-projected Weyl points7,59,62. First consider the (100) surface normal to

x-axis (see figure 9). Assume the boundary cuts between unit cells and set the Fermi
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kz
Γ = (0, 0) M= (π, 0)

kx

ky
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Γ = (0, 0)

M= (π, π)

FIG. 15. Fermi arcs (blue lines) joining projected Weyl points on the surface Brillouin zones

along (a) the (100) surface and (b) the (001) surface.

energy at εf = 0. At kz = 0 and given a fixed ky ∈ (−π, π), the tight-binding

model (3.17) is equivalent to the Su-Schriffer-Heeger model205 or a 1D class AIII

topological insulator206,207 along the x-direction protected by the chiral symmetry

σzH(kx) = −H(kx)σz. It is characterized by the winding number

w(ky) =
i

2π

∫ π

−π

1

g(kx, ky)

∂g(kx, ky)

∂kx
dkx (3.43)

= (1 + sgn(kyt1/t2)) /2.

When t1, t2 have the same (or opposite) sign, the quasi-1D model is topological along

the positive (resp. negative) ky-axis and thus carries a boundary zero mode. This

corresponds to the Fermi line joining the two surface projected Weyl points at Γ

and M (see figure 15(a)). As the zero modes have a fixed chirality according to σz,

they propagate uni-directionally with the dispersion E(kz) = ~ṽkzσz. The cleaving

surface breaks AFTR and C2 symmetries, and so does the Fermi arc in figure 15(a).

For instance, any one of the AFTR symmetries maps the boundary surface to an

inequivalent one that cuts through unit cells instead of between them. As a result,

the Fermi arc will connect the Weyl points along the opposite side of the ky-axis for

this surface.

The (010) surface Fermi arc structure is qualitatively equivalent to that of the

(100) surface. The (110) and (11̄0) surfaces that cleave along the diagonal and off-

diagonal axes (see figure 9) respectively preserve the AFTR symmetries T11 and T1̄1.

There are no protected surface Fermi arcs because the two bulk Weyl points project

onto the same point on the surface Brillouin zone. Lastly, consider the (001) surface

normal to the z-axis, which is the direction of the chiral Dirac strings that constitute



62

the coupled wire model. A chiral Dirac channel cannot terminate on the boundary

surface. In a single-body theory, it must bend and connect with an adjacent counter-

propagating one. Although the (001) plane is closed under the C2 as well as both

the AFTR symmetries, the surface bending of Dirac channels must violate at least

one of them. Consider the simplest case where the counter-propagating pair of Dirac

channels within a unit cell re-connects on the boundary surface. This boundary is

equivalent to a domain wall interface separating the Dirac semi-metal (3.16) from

an insulator where Dirac channels backscatters to their counter-propagating partner

within the same unit cell.

The domain wall Hamiltonian takes the form of a differential operator

Ĥ =
∑
m,j

−i~ṽ
(
ψ�m,j

†
∂zψ

�
m,j − ψ⊗m,j

†
∂zψ

⊗
m,j

)
(3.44)

+ it1

(
ψ�m,j

†
ψ⊗m,j + θ(z)ψ�m−1,j−1

†
ψ⊗m,j

)
+ h.c.

+ t2θ(z)
(
ψ�m−1,j

†
ψ⊗m,j + ψ�m,j−1

†
ψ⊗m,j

)
+ h.c.

by replacing kz ↔ −i∂z in (3.16). Here θ(z) can be the unit step function or any

function that asymptotically approaches 1 for z →∞ or 0 for z → −∞. The model

therefore describes the Dirac semi-metal (3.16) for positive z, and an insulator for

negative z where Dirac channels are pair annihilated within a unit-cell by t1. After

a Fourier transformation, the Bloch Hamiltonian Ĥ(kx, ky) is identical to (3.17) by

replacing kz ↔ −i∂z and g(kx, ky, z) = it1(1 + θ(z)e−i(ky+kx)) + t2θ(z)(e−ikx + e−iky).

Given any fixed kx, ky, the differential operator Ĥ(kx, ky) is identical to the Jackiw-

Rebbi model208. Deep in the insulator, g(kx, ky, z → −∞) = it1. There is an interface

zero mode at the surface domain wall if g changes sign, i.e. if g(kx, ky, z →∞) = |g|eiϕ

has argument ϕ = −sign(t1)π/2. When εf = 0, the zero modes trace out a Fermi arc

that connects the two surface projected Weyl points (see figure 15(b)).

Notice that in the insulating phase (or on the boundary surface), Dirac wires can be

backscattered with a different phase and dimerized out of the unit cell. These differ-

ent boundary conditions correspond to distinct surface Fermi arc patterns. Figure 16

shows two alternatives. (a) shows the zero energy arcs when intra-cell backscattering

reverses sign t1 → −t1 in the insulating domain. (b) Shows a case when the dimer-

ization is taken along the off-diagonal axis. These inequivalent boundary conditions
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(a) (b)

Γ = (0, 0)
Γ = (0, 0)

M= (π, π) M= (π, π)

kx

ky

kx

ky

FIG. 16. Fermi arcs (blue lines) on the (001) surface with alternative boundary conditions

(a) g(kx, ky) = −it1 and (b) g(kx, ky) = −t2e−iky in the insulating domain, for t2/t1 = 2.

differ by some three-dimensional integer quantum Hall states, which correspond to

additional chiral Fermi arcs that wrap non-trivial cycles around the 2D toric surface

Brillouin zone.

5. AFTR preserving surfaces

Also notice that the Fermi arc structures in figures 15(b) and 16 are allowed because

both the AFTR symmetries T11, T1̄1 and the C2 symmetry are broken by the insulating

domain. Any dimerization that preserves only one of T11 and T1̄1 necessarily breaks

translation symmetry, and corresponds to an enlarged unit cell and a reduced Brillouin

zone (c.f. figure 11 and 12). As a result, the two Weyl points would now collapse onto

the same Γ point. Any momentum plane that contains the kz-direction and avoids

the Γ point must have trivial Chern invariant. This is because it could always be

deformed (while containing the kz-direction and avoiding the Γ point) to the reduced

Brillouin zone boundary, where the AFTR symmetry would kill its Chern invariant.

However, the trivial bulk Chern invariant does not imply the absence of a surface

state. This can be understood by looking at the surface boundary in real space.

Here one can assume the Dirac strings that constitute the coupled wire model (3.16)

are supported by vortices of an underlying Dirac mass (see figure 8 and eq.(3.2)).

The semi-metallic coupled wire model terminates along the xy-plane against vacuum,

which is modeled by the Dirac insulator Hvacuum = ~vk ·~sµz+m0µx, say with m0 > 0.

Recall from (3.34) that the Dirac mass vortex configuration (3.10) is AFTR symmetric

along the T11-directions. The Dirac insulating vacuum is symmetric under local time

reversal as well as continuous translation. It, however, breaks the screw rotation
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symmetry Ĉ2 = iszµz, but only the AFTR symmetry is considered here.

x

y

z

T11

FIG. 17. Surface chiral Dirac channels of the coupled wire model (3.16) terminated along

the xy plane.

The surface boundary supports chiral Dirac channels that connect the chiral Dirac

strings in the semi-metallic bulk that are normal to the surface. The surface channels

are shown in figure 17. The × (•) represent chiral vortices in the bulk that direct

electrons away from (resp. onto) the surface. The vector field represents the Dirac

mass m(r) = mx(r) + imy(r) modulation in the semi-metallic bulk near the surface.

The surface Dirac line channels198 – shown by directed lines connecting the bulk Dirac

strings ×, • – are located where the time reversal symmetric Dirac mass mx changes

sign across the surface boundary and the time reversal breaking Dirac mass my flips

sign across the line channels along the surface. In other words, they are traced out

of points on the surface where mx < 0 and my = 0. Each of these surface channels

carries a chiral Dirac electronic mode that connects the bulk chiral Dirac vortices.

They can couple through inter-channel electron tunneling, but the collective gapless

surface state cannot be removed from low-energy by dimerization without breaking

the AFTR symmetry T11.

C. Many-body interacting variations

Here is a discussion on the effect of strong many-body interactions in a Dirac

semi-metal in three dimensions. Before this, it is worth stepping back and reviewing

the two-dimensional case to illustrate the issue and idea that will be considered and
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generalized in three dimensions. The massless Dirac fermion with H = ~v(kxsy−kysx)
that appears on the surface of a topological insulator62,68–70 is protected by time

reversal and charge U(1) symmetries and is anomalous. This means that there is no

single-body energy gap opening mass term that preserves the symmetries, and there

is no single-body fermionic lattice model in two dimensions that support a massless

Dirac fermion without breaking the symmetries. Neither of these statements holds

true in the many-body setting. The surface Dirac fermion can acquire a time reversal

and charge U(1) preserving many-body interacting mass.41–44 Consequently, this also

enables a massless symmetry preserving Dirac fermion in a pure (2 + 1)-D system

without holographically relying on a semi-infinite (3 + 1)-D topological bulk. For

instance, one can take a quasi-(2+1)-D topological insulator slab with finite thickness

and remove the Dirac fermion on one of the two surfaces by introducing an interacting

mass gap. This leaves a single massless Dirac fermion on the opposite surface without

breaking symmetries.

A massless Dirac fermion in three dimensional semi-metallic materials can be pro-

tected in the single-body picture by screw rotation, time reversal and charge U(1)

symmetries (see reviews Ref. 59, 62, and 65 and section III B). From a theory point of

view, it can be supported on the (3 + 1)-D boundary of a (4 + 1)-D weak topological

insulator, where the two Weyl fermions are located at distinct time reversal invariant

momenta (recall figure 10 and section III B 3 for the antiferromagnetic case). In this

case, the massless fermions are protected by translation, time reversal and charge

U(1) symmetries. In this section, the following issues are addressed. (1) By explicitly

constructing an exactly solvable coupled wire model it is shown that the (3 + 1)-D

Dirac fermion can acquire a many-body interacting mass while preserving all sym-

metries. (2) It is shown that in principle an antiferromagnetic time reversal (AFTR)

symmetric massless (3 + 1)-D Dirac system with two Weyl fermions separated in

momentum space can be enabled by many-body interactions without holographically

relying on a higher dimensional topological bulk.
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1. Symmetry preserving massive interacting model

Begin with the (3+1)-D array of chiral Dirac strings in figure 8. In section III B, it

is shown that the single-body coupled wire model (3.16) described a Dirac semi-metal

with two Weyl fermions (see figure 10). The system had emergent anti-ferromagnetic

time reversal (AFTR) symmetries T11 and T1̄1 along the diagonal and off-diagonal

axes (see (3.21)). Together they generate an emergent lattice translation symmetry

with a two-wire unit cell and separate the two Weyl points in the Brillouin zone. The

symmetries are lowered beyond the effective model when the microscopic high-energy

degrees of freedom are included. For example, the mass function (3.10) that supports

the Dirac vortex string lattice has a four-wire periodic unit cell and only preserves one

of the AFTR symmetries T11 (see (3.34)). With the lowered translation symmetry, the

two Weyl points now coincide at the same momentum. Inter-species (or inter-valley)

mixing is forbidden by the remaining AFTR symmetry and a (screw) twofold rotation

symmetry C2 about z (see (3.22) and (3.36)). Previously in section III B 2, symmetry

breaking wire dimerizations are introduced in (3.37) that led to a massive Dirac

insulator. In this section, many-body gapping interactions that preserves the two

AFTR symmetries T11 and T1̄1, the C2 symmetry, as well as charge U(1) conservation

are constructed.

(a)
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U
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...
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FIG. 18. Symmetry preserving many-body gapping interaction. (a) Each ×/• represents a

chiral Pfaffian channel into/out-of paper. Purple dashed line represents many-body gapping

interaction U in (3.68). (b) Coupled wire model on a single layer along the diagonal axis.
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The many-body gapping scheme is summarized in figure 18. From the previous

subsection, it was seen that each chiral Dirac channel could be decomposed into a

pair of independent Pfaffian channels. They can then be backscattered in opposite

directions to neighboring wires. Figure 18(a) shows a particular dimerization pattern

of the Pfaffian channels that preserves the symmetries. In this case, the many-body

backscattering interaction U is directed along the diagonal axis. In the limit when U
is much stronger than the single-body electron tunneling in the previous semi-metallic

model (3.16), the system decomposes into decoupled diagonal layers, and it suffices

to consider the interaction on a single layer. For convenience, the spatial coordinates

are changed here so that the diagonal axis is now labeled by y and the wires now

propagate along x.

Focusing on a single diagonal layer, the system in the non-interacting limit first

consists of a (2 + 1)-D array of chiral Dirac strings with alternating propagating di-

rections (see the left side of figure 18(b)). Notice that this is identical to the starting

point of the coupled wire construction of the topological insulator Dirac surface state

considered by Mross, Essin, and Alicea in Ref. 194. For instance, the alternating Dirac

channels there were supported between magnetic strips with alternating orientations

on the topological insulator surface, and a uniform nearest-channel electron tunneling

recovered the massless 2D Dirac spectrum protected by the AFTR symmetry. They

then proceeded to propose symmetry preserving many-body gapping interactions fa-

cilitated by adding (2 + 1)-D fractional quantum Hall strips between the channels.

While this reconstruction trick can be applied on the (2 + 1)-D surface of a topolog-

ical insulator, it is not feasible in this (3 + 1)-D situation and would require drastic

modification of the bulk semi-metal. Instead, here an alternative gapping scheme

that does not involve additional topological phases will be described. In other words,

there will be a construction of a (3+1)-D gapped and layered topological phase solely

from interacting electronic Dirac wires.

First, in order to implement the splitting described in the previous subsection,

assume each Dirac string consists of two Dirac channels going in one direction and

a third Dirac channel going the opposite direction (see the left side of figure 18(b)).



68

Denote the electronic Dirac fermions on the yth wire byψy = (ψ1
y , ψ

2
y, ψ

3
y) and bosonize

ψ1,2
y (x) ∼ eiφ̃

1,2
y (x), ψ3

y(x) ∼ e−iφ̃
3
y(x). (3.45)

The sliding Luttinger liquid167–171 Lagrangian density is

Llayer =
∞∑

y=−∞

(−1)yK̃jk

2π
∂tφ̃

j
y∂xφ̃

k
y + Ṽjk∂xφ̃

j
y∂xφ̃

k
y (3.46)

where K̃ = (K̃jk)3×3 = diag(1, 1,−1), Ṽ is some non-universal velocity matrix, and

repeating species indices j, k are summed over. The boson operators obey the equal-

time commutation relation (ETCR)[
φ̃jy(x), φ̃j

′

y′(x
′)
]

= cjj
′

yy′(x− x′)

=iπ(−1)yδyy′K̃
jj′sgn(x′ − x) (3.47)

+ iπ(−1)yδyy′S
jj′

+ iπ(−1)max{y,y′}sgn(y − y′)Σjj′σy−y
′+1

z

where sgn(s) = s/|s| = ±1 for s 6= 0 and sgn(0) = 0,

S =
(

0 1 −1
−1 0 1
1 −1 0

)
, Σ =

(
1 1 −1
1 1 −1
−1 −1 1

)
, (3.48)

and σz = ±1. The introduction of the specific Klein factors Sjj
′
, Σjj′ and the un-

determined sign σz are necessary for the correct representations of the T11 and C2

symmetries in the bosonization setting, and these choices will be justified below. The

first line of (3.47) is equivalent to the commutation relation between conjugate fields[
φ̃jy(x), ∂x′φ̃

j′

y′(x
′)
]

= 2πi(−1)yδyy′K̃
jj′δ(x− x′) (3.49)

which is set by the “pq̇” term in Llayer. The alternating signs (−1)y in (3.49) and

(3.46) changes the propagating directions from wire to wire. The second and third line

of (3.47) guarantee the correct anticommutation relations {e±iφ̃jy , e±iφ̃
j′
y′} = 0 between

Dirac fermions along distinct channels j 6= j′ or distinct wires y 6= y′. The reason the

C̃2 matrix is defined in this form will become clear in the fractional basis discussed

later in (3.64).
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The anti-unitary AFTR symmetry along the diagonal T11 direction transforms the

bosons according to

T11φ̃
j
yT −1

11 = −φ̃jy+1 +
1 + (−1)y

2
K̃jjπ. (3.50)

The unitary C2 rotation takes

C2φ̃
j
yC−1

2 =
(
C̃2

)j
j′
φ̃j
′

−y + (−1)yvj
π

2
, (3.51)

C̃2 =
(

1 2 2
2 1 2
−2 −2 −3

)
, v =

(
v1

v2

v3

)
=
(

3
−3
1

)
.

Moreover, choose the representation so that the sign σz in the equal time commutation

relations (3.47) is preserved by the AFTR operator but is flipped by the C2 symmetry,

T11σzT −1
11 = σz, C2σzC−1

2 = −σz. (3.52)

The equal time commutation relations (3.47) is consistent with the AFTR symme-

try. This means that evaluating T11

[
φ̃jy(x), φ̃j

′

y′(x
′)
]
T −1

11 by taking the AFTR operator

inside the commutator[
T11φ̃

j
y(x)T −1

11 , T11φ̃
j′

y′(x
′)T −1

11

]
=
[
φ̃jy+1(x), φ̃j

′

y′+1(x′)
]

= cjj
′

y+1,y′+1(x− x′) (3.53)

yields the same outcome as taking the time reversal of the purely imaginary scalar

T11c
jj′

yy′(x− x′)T −1
11 = −cjj′yy′(x− x′). (3.54)

The equal time commutation relations (3.47) is also consistent with the C2 symmetry

(C̃2)j1j′1
c
j′1j
′
2

−y1,−y2
(x1 − x2)(C̃2)j2j′2

= C2c
j1j2
y1y2

(x1 − x2)C−1
2 . (3.55)

This is because the Klein factors (3.48) are C2 symmetric

C̃2SC̃
T
2 = S, C̃2ΣC̃T

2 = Σ. (3.56)

Notice that the undetermined sign σz, which is odd under C2, in (3.47) is essential for

the equal time commutation relations to be consistent with C2.

The last term in the AFTR operation (3.50) makes sure

T 2
11φ̃

j
y(x)T −2

11 = φ̃jy+2 + (−1)yK̃jjπ, (3.57)
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which is necessary for T 2
11 = (−1)F translation(2ey). Here the fermion parity operator

is (−1)F = eiπ
∑
yj N

j
y , where

N j
y =

∫
dx

2π
∂xφ̃

j
y(x) (3.58)

is the number operator. The vector v in the C2 operation (3.51) satisfies (δjj′ +

(C̃2)jj′)v
j′/2 = K̃jj, and consequently

C2
2 φ̃

j
y(x)C−2

2 = φ̃jy + (−1)yK̃jjπ, (3.59)

which is consistent with C2
2 = (−1)F . Lastly, it is straightforward to check that the

symmetry representations (3.50) and (3.51) are compatible with the algebraic relation

(3.14), i.e.

C2T11φ̃
j
yT −1

11 C−1
2 (3.60)

= (−1)FT −1
11 C2φ̃

j
yC−1

2 T11(−1)−F .

Following the splitting scheme summarized in figure 3, again define a fractional

basis transformation (c.f. (2.39))
φρy

φσ1
y

φσ2
y

 =


1 1 1

1 −1/2 1/2

1 1/2 3/2



φ̃1
y

φ̃2
y

φ̃3
y

 (3.61)

for each wire, so that ψρy ∼ eiφ
ρ
y is a Dirac fermion carrying electric charge e, dσ1

y ∼
eiφ

σ1
y (dσ2

y ∼ eiφ
σ2
y ) is an electrically neutral Dirac fermion propagating in the same

(resp. opposite) direction as ψρy .

For convenience, sometimes the transformed bosonized variables are combined into

φy = (φ1
y, φ

2
y, φ

3
y) = (φAy , φ

B
y , φ

σ2
y ), which is related to the original local ones in (3.46)

by φJy = GJ
j φ̃

j
y where

G =


1/2 1/8 3/8

0 3/8 1/8

1 1/2 3/2

 . (3.62)

The AFTR symmetry operation (3.50) becomes

T11φ
I
yT −1

11 = −φIy+1 +
1 + (−1)y

2
πκI (3.63)
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where κI = GI
jK̃

jj which is 1/4 for I = 1, 2 and 0 for I = 3. The C2 transformation

(3.51) becomes

C2φ
I
yC−1

2 = (C2)IJ φ
J
−y + (−1)yGI

jv
j π

2
, (3.64)

C2 = GC̃2G
−1 =

(
0 1 0
1 0 0
0 0 −1

)
, Gv =

(
3/2
−1
3

)
.

The 3× 3 C2 matrix takes a much simpler form here using the fractional basis than

in (3.51). In fact, the original C̃2 matrix in the local basis in (3.51) was defined so

that C2 = GC̃2G
−1 would act according to (3.64). Roughly speaking, ignoring the

constant phases Gv, the C2 symmetry switches φAy ↔ φB−y and sends φσ2
y → −φσ2

−y.

Next, combine this co-propagating pair of fermions to form two SU(2)1 current

algebras (c.f. (2.40) and (2.41))

J
A/B
3 (y, w) = i2

√
2∂wφ

A/B
y (w)

J
A/B
± (y, w) = e±i4φ

A/B
y (w) (3.65)

where w ∼ τ + (−1)yx is the complex space-time parameter. As a reminder, the

charge ±e bosons J
A/B
± are non-electronic fractional operators, although they carry

non-fractional statistics.

The remaining counter-propagating neutral Dirac fermion can be decomposed into

real and imaginary components

dσy (w) ∼ cosφσ2
y (w) + i sinφσ2

y (w). (3.66)

Majorana fermions can be constructed by multiplying these components with “Jordan-

Wigner” string

γAy ∼ cosφσ2
y

∏
y′>y

(−1)
N2
y′+N

3
y′ ,

γBy ∼ sinφσ2
y

∏
y′>y

(−1)
N2
y′+N

3
y′ , (3.67)

where N j
y are the number operators defined in (3.58), so that they obey mutual

fermionic statistics {γλy (x), γλ
′

y′ (x
′)} = δλλ

′
δyy′δ(x − x′), for λ, λ′ = A,B. Similar to

the charge ±e bosons J
A/B
± , the electrically neutral Dirac fermion dσy and consequently
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the Majorana fermions γ
A/B
y are also non-electronic fractional operators. This AB-

decomposition splits each Dirac wire into a pair of decoupled Pfaffian sectors (see

figure 18(b)).

Before the discussion moves on to the symmetric interaction, some further elab-

orations are needed for the number operators N j
y and their corresponding fermion

parity operators eiπN
j
y . In this construction, the counter-propagating pair of chan-

nels with j = 2, 3 are appended to the original one with j = 1 to make the Pfaffian

fractionalization feasible. The Hilbert space is chosen so that the two additional

fermion parity operators agree, eiπN
2
y = eiπN

3
y . However, fluctuations to the combined

parity eiπ(N2
y+N3

y ) are allowed, and it is only required that it squares to the identity,

e2πi(N2
y+N3

y ) = 1. In other words, eiπ(N2
y+N3

y ) = e−iπ(N2
y+N3

y ) and it does not matter

which one is taken as (−1)N
2
y+N3

y in the “Jordan-Wigner” string in (3.67). This con-

vention will also be useful later in seeing that the many-body interaction is exactly

solvable and symmetry preserving. Extra care is sometimes required. For exam-

ple, unlike the original Dirac channel where the parity is simply (−1)N
1
y = e±iπN

1
y

because e2πiN1
y = 1, the individual parity operators (−1)N

2,3
y of these additional chan-

nels are not well-defined because e2πiN2,3
y 6= 1, i.e., eiπN

2,3
y 6= e−iπN

2,3
y . Also, although

e2πi(N2
y+N3

y ) = 1, one cannot in general modify a boson angle parameter simply by

Θ→ Θ + 2πi(N2
y +N3

y ) because Θ and the number operators may not commute. For

instance, using the Baker-Campbell-Hausdorff formula and the equal time commuta-

tion relations (3.47), it can be derived that ei4φ
A/B

and ei4φ
A/B+2πi(N2

y+N3
y ) are off by a

minus sign.

The Pfaffian fractionalization is stabilized by the inter-wire many-body backscat-

tering interaction (see figure 18(b))

U = −u
∞∑

y=−∞

cosφσ2
y+1 sinφσ2

y cos
(
4φAy+1 − 4φBy

)
= −u

∞∑
y=−∞

(−1)yiγAy+1γ
B
y cos

(
Θy+1/2

)
, (3.68)

for Θy+1/2(x) = 4φAy+1(x) − 4φBy (x) + π(N2
y+1 + N3

y+1). Previously in (2.43), it was

seen that the combinations ψA4 ∼ ei4φ
A
γA and ψB4 ∼ ei4φ

B
γB can be decomposed into

products of electron operators. Similarly, each interaction in the first line of (3.68)
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can be decomposed into products in the form of e±i(φ
σ2
y+1±4φAy+1)e±i(φ

σ2
y ±4φBy ) (with some

scalar U(1) coefficient), where the exponents φσ2 ± 4φA/B are linear integral combi-

nations of φ̃j. Thus, the interaction can be re-written in terms of the backscattering

of local electronic operators. However, the electronic expression will be omitted, as

(3.68) is more useful in discussing ground state and symmetries.

U describes a symmetry-preserving exactly solvable model. Using the equal time

commutation relations (3.47) it is straightforward to check that the (normal ordered)

order parameters

OFy+1/2(x) = iγAy+1(x)γBy (x), OΘ
y+1/2(x) = eiΘy+1/2(x) (3.69)

mutually commute, i.e.
[
OF/Θy+1/2(x),OF/Θy′+1/2(x′)

]
= 0. Therefore, the model is exactly

solvable, and its ground states are characterized by the ground state expectation

values of the order parameters

l0〈OFy+1/2〉 = (−1)y〈OΘ
y+1/2〉 = ±1 (3.70)

so that the interacting energy 〈U〉 is minimized, where l0 is some non-universal micro-

scopic length scale. Pinning the ground state expectation values 〈Θy+1/2〉 = ny+1/2π,

for ny+1/2 ∈ Z, gaps all degrees of freedom in the charged U(1)
A/B
4 = SU(2)

A/B
1 sector.

The remaining neutral fermions are gapped by the decoupled Majorana backscatter-

ing

δHMajorana = u
∞∑

y=−∞

(−1)yi〈OΘ
y+1/2〉γAy+1γ

B
y . (3.71)

It is worth noting that a π-kink excitation of 〈Θy+1/2〉 flips the Majorana mass in

(3.71) and therefore bounds a zero energy Majorana bound state209. A π-kink at

x0 can be created by the vertex operators e±iφ
A
y+1(x0) or e±iφ

B
y (x0) which carry ±1/4

of an electric charge. (Recall the bosonic vertices ei4φ
A/B
y carry charge e.) This e/4

excitation therefore corresponds to the Ising anyon in the Pfaffian fractional quantum

Hall state.

From the AFTR symmetry action (3.63), one can show that the Majorana fermions

(3.67) transform according to

T11γ
A
y T −1

11 = γAy+1, T11γ
B
y T −1

11 = −γBy+1. (3.72)
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Therefore the fermion order parameter OFy+1/2 = iγAy+1γ
B
y (3.69) is translated under

the antiunitary symmetry

T11OFy+1/2T −1
11 = OFy+3/2. (3.73)

The boson angle parameter Θy+1/2 defined below (3.68) changes to −Θy+3/2− (−1)yπ

under AFTR , and therefore the boson order parameter OΘ
y+1/2 = eiΘy+1/2 is flipped

and translated

T11OΘ
y+1/2T −1

11 = −OΘ
y+3/2. (3.74)

Together, (3.73) and (3.74) show that the many-body interaction U in (3.68) is AFTR

symmetric.

The C2 action (3.51) flips the number operator C2(N2
y + N3

y )C−1
2 = −N2

−y − N3
−y,

and therefore the parity operators appear in the “Jordan-Wigner” string (3.67) are C2

symmetric, C2(−1)N
2
y+N3

yC−1
2 = (−1)N

2
−y+N3

−y . With the help of the C2 action (3.64) in

the fractional basis, one sees that C2 cosφσyC−1
2 = (−1)y+1 sinφσ−y and C2 sinφσyC−1

2 =

(−1)y+1 cosφσ−y and thus the Majorana fermions (3.67) transform according to

C2γ
A
y C−1

2 = (−1)y+1γB−y(−1)F2+3 , (3.75)

C2γ
B
y C−1

2 = (−1)y+1γA−y(−1)F2+3 ,

where (−1)F2+3 =
∏∞

y=−∞(−1)N
2
y+N3

y is the total fermion parity of channel 2 and 3.

This shows the fermion order parameter is odd under C2

C2OFy+1/2C−1
2

= i(−1)y+2γB−y−1(−1)F2+3(−1)y+1γA−y(−1)F2+3

= −iγA−yγB−y−1 = −OF−y−1/2. (3.76)

On the other hand, one can also show from the C2 action (3.64) that the boson angle

parameter changes as C2Θy+1/2C−1
2 = −Θ−y−1/2 − (−1)yπ and therefore the boson

order parameter OΘ
y+1/2 = eiΘy+1/2 is conjugated and flipped under C2

C2OΘ
y+1/2C−1

2 = −OΘ
−y−1/2

†
. (3.77)
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When combined together, the minus signs in (3.76) and (3.77) cancel and they show

that the many-body interaction U in (3.68) preserves C2.

Now that symmetry preserving gapping interactions on a single diagonal layer has

been introduced, it can be extended to the entire (3 + 1)-D structure by transferring

(3.68) to all layers using the off-diagonal AFTR operator T1̄1 (see figure 18(a)). The

resulting state belongs to a topological phase in three dimensions with an excitation

energy gap. It preserves both AFTR symmetries T11 and T1̄1 as well as the (screw)

C2 symmetry.

2. Antiferromagnetic stabilization

The exactly-solvable many-body interacting model (3.68) (see also figure 18) shows

that the Dirac semi-metal (3.16) can acquire a many-body mass gap without breaking

symmetries. However, it is not clear how dominant or stable the topological phase

described by (3.68) is. There are alternative interactions that lead to other metallic

or insulating phases that preserve or break symmetries. The scaling dimensions and

the relevance of the interaction terms19,210 can be tuned by the velocity matrix Vjk in

(3.46) that is affected by forward scattering interactions among co-propagating chan-

nels. Instead of considering energetics, the conversation will focus on a topological

deliberation – inspired by the coupled wire construction of quantum Hall states172,174

– that can drastically reduce the number of possible interactions and may stabilize

the desired interactions when applied to materials.

The coupled wire model considered so far assumes all electronic Dirac modes at

the Fermi level have zero momentum kx = 0. This is convenient to construct an ex-

actly solvable model because the backscattering interactions automatically conserve

momentum. However, this also allows a vast collection of competing interactions.

The application of a commensurate modulation of a magnetic field can restrict to

interactions that conserve momentum. There are multiple variations to the applica-

tion, which depend on the details of the Dirac material and the Dirac vortices. To

illustrate the idea, here is one possible simple scenario.
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FIG. 19. (a) The energy dispersion Ey=2l(kx) with (solid curve) or without (dashed curve)

the alternating magnetic field. (b) The alternating magnetic field configuration that pre-

serves the AFTR and C2 symmetries. (c) The alternating magnetic field across a single

layer along the xy plane.

First go back to a single Dirac wire and consider a non-linear dispersion

E0
y=2l(kx) =

~v
b2

(kx − k1
F )(kx − k2

F )(kx − k3
F ),

E0
y=2l+1(kx) = −~v

b2
(kx + k1

F )(kx + k2
F )(kx + k3

F ), (3.78)

where v and b are some non-universal velocity and wave number parameters. Assume

k2
F < k3

F < k1
F so that when the Fermi energy is at εF = 0, there are two right (left)

moving modes at kx = k1
F , k

2
F and one left (resp. right) moving one at kX = k3

F along

an even (resp. odd) wire. This matches the three-channel Dirac wire (2.38) used in

the splitting scheme in section II C 2. Assume the three Fermi wave numbers satisfy

a commensurate condition

2k1
F + k2

F − 3k3
F = 0, (3.79)

and set

b = 2(k3
F − k1

F − k2
F ). (3.80)

The dashed band in figure 19(a) shows one commensurate energy dispersion along an

even wire.
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Next, consider a spatially modulating magnetic field B(r) = B(r)e11, where

B(r) =
∞∑

m=−∞

Bm sin

[
π

√
2(2m+ 1)

a
e1̄1 · r

]
, (3.81)

e11 = (ey + ez)/
√

2 and e1̄1 = (−ey + ez)/
√

2, that preserves both the AFTR and C2

symmetries,

B(r + aey) = B(r + aez) = B(C2r) = −B(r) (3.82)

(see figure 19(b) for the (3 + 1)-D field configuration). Moreover, assume the field

is commensurate with the Fermi wave numbers so that the magnetic flux per unit

length across the xy layer between adjacent wires (see figure 19(c)) is

ΦB

L
=
φ0

2π
b (3.83)

where L is the wire length, φ0 = hc/e is the magnetic flux quantum. Equivalently,

the average magnetic field strength in the normal z-direction between adjacent wires

is |Bz| = |B|/
√

2 = (~c/ea)b, where a is the displacement between adjacent counter-

propagating wires. One can choose the vector potential Ax(y, z) = [(−1)y + (−1)z −
1]|Bz|a/2 and Ay = Az = 0 along the (y, z)th wire.

Along a wire on the xy plane where z = 0, the three electronic Dirac channels are

now bosonized by

ψ1,2
y (x) ∼ ei[(−1)y(k1,2

F x+bx/2)+φ̃1,2
y (x)], (3.84)

ψ3
y(x) ∼ ei[(−1)y(k3

F x+bx/2)−φ̃3
y(x)],

where the momenta are shifted by kjF → kjF + (e/~c)Ax. The phase oscillation eikx

is canceled in an interaction term only when momentum is conserved, or otherwise

the interaction would drop out after the integration over x. It is straightforward to

check that the Majorana fermions (3.67), which contain the operators e±iφ
σ
, have zero

momentum because of the Fermi wave number commensurate condition (3.79). In

addition, the boson backscattering cos(4φAy+1 − 4φBy ) in (3.68) preserves momentum

because the magnetic field is also commensurate (see (3.80) and (3.83)).
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3. Interaction-enabled antiferromagnetic Dirac semi-metal

So far in this section, the discussion has been following the gapping of the Dirac

semi-metal while preserving the AFTR and C2 symmetries. In this subsection, it will

focus on a different aspect of the symmetric many-body interaction – the enabling of

a semi-metallic phase that is otherwise forbidden by symmetries in the single-body

setting. In subsection III B 1 it was noticed that the pair of momentum-separated

Weyl points in figure 10 is anomalous. In fact, it is well-known already that Weyl

nodes7,59,78–80, if separated in momentum space, must come in multiples of four in

a lattice translation and time reversal symmetric three-dimensional non-interacting

system.

This no-go theorem can be rephrased into a feature.

1. If the low energy excitations of a time reversal symmetric lattice semi-metal in

three dimensions consist of one pair of momentum-separated Weyl nodes, then

the system must involve many-body interaction.

This time reversal and lattice translation symmetric strongly-correlated system will

be referred to as an interaction-enabled topological Dirac semi-metal. Assume the

Weyl nodes are fixed at two time reversal invariant momenta, and therefore they

are stable against symmetry-preserving deformations. Otherwise, if the Weyl nodes

are not located at high symmetry points, they can be moved and pair annihilated.

Also, as explained at the beginning of section III B and contrary to the more common

contemporary terminology, the semi-metal is referred to as “Dirac” here rather than

”Weyl” because of the doubling. Perhaps more importantly, consider the following

conjecture.

2. Beginning with the interaction-enabled Dirac semi-metal, any single-body

symmetry-breaking mass must lead to a (3 + 1)-D gapped topological phase

that cannot be adiabatically connected to a band insulator.

It may be possible that this statement can be proven by a filling argument similar to

that of Hasting-Oshikawa-Lieb-Schultz-Mattis211–213, and may already be available in

Ref. 214 by Watanabe, Po, and Vishwanath. This conjecture applies to the coupled
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wire situation where the gapped phase is long-range entangled and supports frac-

tional excitations. Its topological order is out of the scope of this thesis but will be

presented in a future work215. In a broader perspective, this type of statements may

provide connections between strongly-interacting and non-interacting phases and help

understanding quantum phase transitions of long-range entangled (3 + 1)-D phases

from that of single-body band insulating ones.

Before discussing the three-dimensional case, a connection to a few known interaction-

enabled topological phases with or without an energy gap in low dimensions is

explored. First, zero energy Majorana fermions γj = γ†j in a true zero-dimensional

non-interacting (spinless) time reversal symmetric system must bipartite into an equal

number of positive chiral ones T γjT −1 = +γj and negative chiral ones T γlT −1 = −γl.
Fidkowski and Kitaev showed in Ref. 216 that under a combination of two-body in-

teractions, eight Majoranas with the same chirality can acquire a time reversal

preserving mass and be removed from low energy. This leaves behind a collection

of zero energy Majoranas that have a non-trivial net chirality of eight. Second, all

(1 + 1)D time reversal symmetric topological BDI superconductors62,68,69,206,207,217

must break inversion because the zero energy Majorana boundary modes must have

opposite chiralities at opposite ends. The Fidkowski-Kitaev interaction, however,

allows one to construct a non-trivial (1 + 1)D topological model that preserves both

time reversal and inversion but at the same time supports four protected Majorana

zero modes at each end218. Third, a single massless Dirac fermion in (2 + 1)D is

anomalous in a (spinful) time reversal and charge U(1) preserving non-interacting

lattice system. On the other hand, it can be enabled by many-body interactions.

For instance, when one of the two opposing surfaces of a topological insulator slab is

gapped by symmetry-preserving interactions41–44, a single massless Dirac fermion is

left behind on the opposite surface as the only gapless low energy degrees of freedom

of the quasi-(2 + 1)D system. Similar slab construction can be applied to the super-

conducting case, and interactions can allow any copies of massless Majorana fermions

to manifest in (2 + 1)D with the presence of (spinful) time reversal symmetry.

On the contrary, there are anomalous gapless fermionic states that cannot be en-

abled even by strong interactions. Chiral fermions that only propagate in a single
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direction cannot be realized in a true (1 + 1)D lattice system. They can only be sup-

ported as edge modes of (2 + 1)D topological phases such as quantum Hall states33

or chiral px + ipy superconductors219,220. Otherwise, they would allow heat trans-

fer34,221,222 from a low-temperature reservoir to a high temperature one, thereby vio-

lating the second law of thermodynamics. Similarly, a single massless Weyl fermion

can only be present as the (3 + 1)-D d boundary state of a (4 + 1)-D topological

bulk75–77,206,207. It cannot exist in a true (3 + 1)-D lattice system73,74, or otherwise

under a magnetic field there would be unbalanced chiral fermions propagating along

the field direction that constitute the ABJ-anomaly50,71,72.

t1t2

t2t1

U

U

fractionalize

Chiral Dirac

Chiral Pfaffian

C2

T11T1̄1

into-
plane

out-of-
plane

anomalous (3+1)D 
massless Weyl fermion pair

(4+1)D weak topological insulator

many-body interacting
gapped (3+1)D boundary

(a)

(b)

} interaction-enabled
(3+1)D Dirac (semi)metal

FIG. 20. (a) A quasi-(3+1)-D interaction-enabled Dirac semi-metal constructed by a (4+1)-

D d slab of WTI. (b) Coupled wire model of an anomalous Dirac semi-metal enabled by

interaction with C2 rotation and both AFTR T11, T1̄1 symmetries.

This section focuses on the simplest anomalous gapless fermionic states in (3+1)-D

that can be enabled by interactions. As eluded in section III B 3, a weak topological

insulator in (4 + 1)-D can support the anomalous energy spectrum in figure 10 on

its boundary so that a pair of opposite Weyl points sit at two distinct time reversal

invariant momenta on the boundary Brillouin zone. A (4 + 1)-D weak topological

insulator slab, where the fourth spatial dimension is open, and the other three are

periodic, has two (3 + 1)D boundaries and each carries a pair of Weyl fermions. The

coupling between the two pairs of Weyl fermions is suppressed by the system thickness

and bulk energy gap. By introducing symmetry-preserving gapping interactions on

the bottom surface, the anomalous gapless fermionic state is left behind on the top

surface and is enabled in this quasi-(3 + 1)D setting (see figure 20(a)).
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Inspired by this construction, here is a proposition for a true (3+1)D coupled wire

model, which has the the anomalous energy spectrum in figure 10 and preserves the

AFTR symmetries in both T11 and T1̄1 directions as well as the C2 (screw) rotation

symmetry. The model is summarized in figure 20(b). It consists of a checkerboard

array of electronic wires, where each wire has two chiral Dirac channels propagat-

ing into-paper and another two propagating out-of-paper. Contrary to the model

considered in section III B, here the net chirality on each wire cancels and therefore

the wires are true (1 + 1)D systems without being supported by a higher dimen-

sional bulk. Using the splitting scheme described in section II C 2, along each wire,

one can fractionalize a group of three Dirac channels • • × (× × •) into a pair of

co-propagating chiral Pfaffian channels �� (resp. ++). The two Pfaffian channels

then can be backscattered in opposite directions using the many-body interaction U
(dashed purple lines) described in section III C 1. This introduces an excitation energy

gap that removes three Dirac channels per wire from low energy. Lastly, single-body

backscattering t1, t2 (solid directed blue lines) among the remaining Dirac channels

•× described in (3.16) and figure 9 give rise to the low-energy Weyl spectrum in

figure 10. Since the many-body interaction U and single-body backscattering t1, t2

preserve the C2 rotation and both AFTR symmetries T11 and T1̄1, the model de-

scribes an interaction-enabled anomalous semi-metal that is otherwise forbidden in a

non-interacting non-holographic setting.

The non-local anti-ferromagnetic nature of the time reversal symmetry is built-in in

the present coupled wire model. Perhaps a local conventional time reversal symmetric

Dirac semi-metallic phase consisting of a single pair of momentum-space-separated

Weyl nodes may also be enabled by interaction. On one hand, the AFTR symmetry

could be restored to a local time reversal symmetry by “melting” the checkerboard

wire array. On the other hand, there could also be an alternative wire configuration

that facilitates a coupled wire model with a local conventional time reversal symmetry.

Lastly, the interaction-enabled Dirac semi-metallic model (figure 20) can be gapped

by a symmetry-breaking single-body mass. This can be achieved by introducing

electronic backscattering terms that dimerize the remaining Dirac channels •×, and

were described by (3.37) in section III B 2. The resulting state is an insulating (3+1)D
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topological phase with long-range entanglement. For instance, each diagonal layer

gapped by the many-body interaction U has the identical topological order of the

T -Pfaffian surface state of a topological insulator.

4. Fractional surface states

In section III B 5 and III B 4, the surface states of the single-body coupled Dirac

wire model (3.16) are discussed (see also figure 9). In particular, it was shown in

figure 17 that an AFTR symmetry preserving surface hosts open chiral Dirac channels,

which connect and leak into the (3 + 1)-D semi-metallic bulk. Earlier in this section

there was a discussion about the effects of many-body interaction, which leads to two

possible phases: (a) a gapped topological phase (see section III C 1) that preserves

one of the two AFTR symmetries, say T11, and (b) a gapless interaction-enabled

Dirac semi-metal (see section III C 3) that preserves the C2 rotation and both AFTR

symmetries T11 and T1̄1. Here is a description of the boundary states of the two

interacting phases on a surface closed under the symmetries.

(a) (b)

T11

T1̄1

C2

= Pfaffian channels

= Dirac channels

= Dirac channels into bulk

= Dirac channels out-of bulk

yz

x

T11

FIG. 21. Fractional surface states of (a) a (3 + 1)-D Dirac insulator gapped by many-

body interaction that preserves T11, and (b) a (3 + 1)-D gapless interaction-enabled Dirac

semi-metal that preserves T11, T1̄1 and C2.

First, consider the coupled wire model with the many-body interaction (3.68) (see

also figure 18) and a boundary surface along the yz-plane perpendicular to the wires.

The surface network of fractional channels is shown in figure 21(a). Assume the bulk

chiral Dirac wires (×•) are supported as vortices of Dirac mass in the bulk (recall

(3.2)), where the texture of the mass parameters is represented by the underlying
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vector field. The model is juxtaposed along the yz- boundary plane against the

trivial Dirac insulating state Hvacuum = ~vk · ~sµz +m0µx, which models the vacuum.

The line segments on the surface plane where the Dirac mass m0µx changes sign host

chiral Dirac channels (c.f. subsection III B 5).

Unlike the single-body semi-metallic case in figure 17 where the surface Dirac

channels connect with the bulk ones, now the many-body interacting bulk is insulating

and does not carry low-energy gapless excitations. Thus, the surface Dirac channels

here cannot leak into the bulk and must dissipate to other low-energy degrees of

freedom on the surface. The many-body interwire backscattering interaction in (3.68)

(and figure 18) leaves behind chiral Pfaffian channels on the surface. These fractional

channels connect back to the surface Dirac channels in pairs. The surface network of

chiral channels preserves the AFTR T11 symmetry. However, the low-energy surface

state is not protected. Electronic states can be localized by dimerizing the Pfaffian

channels in the z (or 1̄1) direction.

Second, consider the interaction-enabled Dirac semi-metallic model summarized

in figure 20(b) in section III C 3 and again let it terminate along the symmetry pre-

serving yz-plane perpendicular to the wires. The surface gapless channels are shown

in figure 21(b). Here, the semi-metallic bulk preserves C2 as well as the two AFTR

symmetries T11 and T1̄1. The bulk array of wires are true (1 + 1)D systems and are

not supported as edge modes or vortices of a higher dimensional bulk. The pair of

into the paper Dirac modes is bent into the pair of out-of-paper ones along each wire

at the terminal. Similar to the previous case, the many-body bulk interwire backscat-

tering interaction leaves behind surface chiral Pfaffian channels. Through the mode

bending at the wire terminal, these Pfaffian channels join in pairs and connect to the

chiral Dirac channels in the bulk that constitute the Dirac semi-metal. In this case,

the surface state is protected by C2, T11 and T1̄1, and is forced to carry fractional

gapless excitations as a consequence and signature of the anomalous symmetries. For

instance, the charge e/4 Ising-like quasiparticle and the charge e/2 semion can in

principle be detected by shot noise tunneling experiments. These gapless fractional

excitations, however, are localized on the surface because the Dirac semi-metallic bulk

only supports gapless electronic quasiparticles.
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D. Conclusion and Discussion

Dirac and Weyl semi-metals have generated immense theoretical and experimental

interest. On the experimental front, this is fueled by an abundant variety of material

classes and their detectable ARPES and transport signatures. On the theoretical

front, Dirac/Weyl semi-metal is the parent state that, under appropriate perturba-

tions, can give birth to a wide range of topological phases, such as topological (crys-

talline) insulators and superconductors. In this work, there was an exploration of the

consequences of a specific type of strong many-body interaction based on a coupled-

wire description. In particular, a few things were shown. First, a (3 + 1)-D Dirac

fermion can acquire a finite excitation energy gap in the many-body setting while

preserving the symmetries that forbid a single-body Dirac mass. Second, interac-

tions can enable an anomalous antiferromagnetic time-reversal symmetric topological

semi-metal whose low-energy gapless degrees of freedom is entirely described by a

pair of non-interacting electronic Weyl nodes separated in momentum space. A brief

conceptual summary was presented in section III A 1 and will not be repeated here.

Instead, what follows is a discussion of possible future directions.

First, coupled wire constructions can also be applied in superconducting settings

and more general nodal electronic systems. For example, a Dirac/Weyl metal can

be turned into a topological superconductor206,207,217 under appropriate intra-species

(i.e. intra-valley) s-wave pairing223. Pairing vortices host gapless chiral Majorana

channels223–225. An array of these chiral vortices can form the basis for modeling

superconducting many-body topological phases in three dimensions. On the other

hand, instead of considering superconductivity in the continuous bulk, inter-wire

pairing can also be introduced in the coupled Dirac wire model and lead to new

topological states204.

Dirac/Weyl semi-metals are a specific type of nodal electronic matter. For ex-

ample, nodal superconductors were studied in states with dx2-y2 pairing226, He3 in

its super-fluid A-phase227,228, and non-centrosymmetric states229,230. Weyl and Dirac

fermions were generalized in time reversal and mirror symmetric systems to carry

Z2 topological charge231. General classification and characterization of gapless nodal
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semi-metals and superconductors were proposed62,228,232–237. It would be interesting

to investigate the effect of strong many-body interactions in general nodal systems.

Second, in section III B, a coarse-graining procedure of the coupled wire model

that resembles a real-space renormalization and allows one to integrate out high

energy degrees of freedom was described. While this procedure was not required

in the discussions that follow because the many-body interacting model considered

was exactly solvable, it may be useful in the analysis of generic interactions and

disorder. The coarse-graining procedure relied on the formation of vortices, which

were introduced extrinsically. Like superconducting vortices, it would be interesting

as a theory and essential in application to study the mechanism where the vortices of

Dirac mass can be generated dynamically. To this end, it may be helpful to explore the

interplay between possible (anti)ferromagnetic orders and the spin-momentum locked

Dirac fermion through antisymmetric exchange interactions like the Dzyaloshinskii-

Moriya interaction238,239.

Third, the symmetry-preserving many-body gapping interactions considered in

section III C have a ground state that exhibits long-range entanglement. This entails

degenerate ground states when the system is compactified on a closed three dimen-

sional manifold, and fractional quasi-particle and quasi-string excitations or defects.

These topological order properties were not elaborated in our current work but will

be crucial in understanding the topological phase215 as well as the future designs of

detection and observation. It would also be interesting to explore possible relation-

ships between the coupled wire construction and alternative exotic states in three

dimensions, such as the Haah’s code3,240.

Fourth, the many-body inter-wire backscattering proposed in section III C 1 were

based on a fractionalization scheme described in II C 2 that decomposes a chiral Dirac

channel with (c, ν) = (1, 1) into a decoupled pair of Pfaffian ones each with (c, ν) =

(1/2, 1/2). In theory, there are more exotic alternative partitions. For instance, if

a Dirac channel can be split into three equal parts instead of two, an alternative

coupled wire model that put Dirac channels on a honeycomb vortex lattice could be

constructed by backscattering these fractionalized channels between adjacent pairs

of wires. Such higher order decompositions may already be available as conformal
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embeddings in the conformal field theory context. For example, the affine SU(2)

Kac-Moody theory at level k = 16 has the central charge c = 8/3, and its variation

may serve as the basis of a ”ternionic” model.

IV. SURFACES AND SLABS OF FRACTIONAL TOPOLOGICAL INSU-

LATOR HETEROSTRUCTURES

A. Introduction

Topological insulators (TI)77,241–243 are time reversal and charge U(1) symmet-

ric electronic band insulators in three dimensions that host massless surface Dirac

fermions. The topologically protected surface Dirac fermion can acquire a single-

body ferromagnetic or superconducting mass by breaking time reversal or charge

U(1) symmetry respectively, as described in the introduction chapter. Alternatively

it can acquire a many-body interacting mass while preserving both symmetries, and

exhibit long-ranged entangled surface topological order41–44. Interfaces between dif-

ferent massive surface domains host exotic massless quasi-(1 + 1)-D electronic chan-

nels198,223,244, and consequently, from the bulk-boundary correspondence, topological

insulator slabs with distinct gapped surface orders lead to a variety of quasi-(2 + 1)D

topological phases. On the other hand, fractional topological insulators (FTI)245–251

are long-range entangled topologically ordered electronic phases in (3+1) dimensions

outside of the single-body mean-field band theory description. They carry fractional

quasi-particle and quasi-string excitations that cannot be adiabatically connected to

the electron. They carry time reversal and charge U(1) symmetries, which enrich its

topological order (local excitation spectrum) in the sense that a symmetric surface

must be anomalous and cannot be realized non-holographically by a true 2+1 d sys-

tem. This paper describes the topological properties of various massive surface states

and quasi-(2+1)-D slabs of a series of a fractional topological insulator. In particular,

it focuses on the quasi-particle structure.

This paper considers a series of fermionic fractional topological insulators, labeled

by integers n, whose magneto-electric response is characterized by the θ-angle θ =
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FIG. 22. Summary of the quasiparticle and gauge flux content in fractional topological

insulator slabs. A pair of Pf∗ fractional topological insulator slabs are merged into a frac-

tional Chern insulator slab F by gluing the two time reversal symmetric T -Pf∗ surfaces.

Directed bold lines on the front surface are chiral edge modes of the Pf∗ and F fractional

topological insulator slabs.

π/(2n+1) (modulo 2π/(2n+1)) that associates an electric charge of e∗/2 = e/2(2n+1)

to each magnetic monopole252, for e the electric charge of the electron. In particu-

lar, this paper considers fractional topological insulators that support deconfined

fermionic parton excitations ψ in the bulk, each carrying a fractional electric charge

of e∗ = e/(2n + 1). This assumes the electron can be written as 2n+1 parts, i.e.

ψel ∼ ψ1 . . . ψ2n+1. The (3 + 1)-D topological order is based on a discrete Z2n+1 gauge

theory247. This is necessary because these particles do not exist outside of the insula-

tor, and so must glue together. This gauge theory ensures that, and there are several

ways to do this. Here just one option is explored. The theory supports electrically

neutral string-like gauge flux Φ so that a monodromy quantum phase of e2πig/(2n+1)

is obtained each time ψ orbits around it. In other words, ψ carries the gauge charge

g that braids with the gauge flux. The integer g and 2n + 1 are relatively prime so

that all local quasiparticles be combinations of the electronic quasiparticles ψel and

hence must carry integral electric charges and trivial gauge charges.

Generalizing the surface state of a conventional topological insulator, define the

surface of a fractional topological insulator to host massless Dirac partons coupling

with a Z2n+1 gauge theory. These anyons are bosons. Unlike its non-interacting coun-
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terpart whose gapless Dirac surface state is symmetry protected in the single-body

picture, a fractional topological insulator is strongly interacting to begin with, and

there is no topological reason for its surface state to remain gapless. This paper fo-

cuses on three types of gapped surface states – ferromagnetic surfaces that break time

reversal, superconducting surfaces that break charge U(1), and symmetric surfaces

which generalize the T -Pfaffian surface state of a conventional topological insulator

and is denoted by T -Pf∗. The topological order for fractional topological insulator

slab with these surfaces are discussed in Sec. IV B, IV C and IV D respectively. In

Sec. IV E, using an anyon condensation picture, there is a discussion on the gluing

of a pair of T -Pfaffian surfaces. The conclusion is in Sec. IV F with remarks on a

complementary way to understand these topological order253.

B. Ferromagnetic Heterostructure

This section begins with a slab that has opposite time reversal breaking ferromag-

netic surfaces. In the ferromagnetic surfaces, in addition to the single-body Dirac

mass m for the surface parton, the Z2n+1 gauge sector also shows a time reversal

breaking signature. The Z2n+1 gauge theory is only present inside the fractional

topological insulator. When a flux line Φ terminates at the surface, the time reversal

breaking boundary condition confines an electrically neutral surface gauge quasipar-

ticle, denoted by ζa, with gauge charge a at the flux-surface junction (see Fig. 22).

This gauge flux-charge composite, referred to as a dyon δ = Φ× ζa, carries fractional

spin hδ = a/(2n + 1) because a 2π-rotation about the normal axis braids a gauge

charges around Φ and results in the monodromy quantum phase of e2πia/(2n+1). Time

reversal conjugates all quantum phases so, a 6≡ 0 modulo 2n+ 1 breaks time reversal.

The one-dimensional interface between two time reversal conjugate ferromagnetic

surface domains hosts a fractional chiral channel. For example, the interface between

two ferromagnetic domains with opposite ferromagnetic orientations on the surface

of a conventional topological insulator bounds a chiral Dirac channel198,223,244, where

electrons propagate only in the forward direction. Alternatively, a topological insula-

tor slab with opposite time reversal breaking ferromagnetic surfaces is topologically
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identical to a quasi-(2 + 1)-D Chern insulator53,254 and supports a chiral Dirac edge

mode. Similarly, in the fractional topological insulator case, the low-energy content

of the fractional chiral channel between a pair of time reversal conjugate ferromag-

netic surface domains can be inferred by the edge mode of a fractional topological

insulator slab with time reversal breaking ferromagnetic surfaces that is topologically

identical to a quasi-(2 + 1)-D fractional Chern insulator255–258 or fractional quantum

Hall (FQH) state17. The chiral (1 + 1)-D channel is characterized by two response

quantities15,34,221,222,259–263 – the differential electric conductance σ = dI/dV = νe2/h

that relates the changes of electric current and potential, and the differential thermal

conductance κ = dIT/dT = c(π2k2
B/3h)T that relates the changes of energy current

and temperature. In the slab geometry, they are equivalent to the Hall conductance

σ = σxy, κ = κxy. ν = Ne/Nφ is also referred to as the filling fraction of the fractional

topological insulator slab and associates the gain of electric charge (in units of e)

to the addition of a magnetic flux quantum hc/e. c = cR − cL is the chiral central

charge of the conformal field theory (CFT)12 that effectively describes the low-energy

degrees of freedom of the fractional chiral channel.

Since the top and bottom surfaces of the fractional topological insulator slab are

time reversal conjugate, their parton Dirac masses m and gauge flux-charge ratio a

have opposite signs. The anyon content is generated by the partons and gauge dyons.

When a gauge flux passes through the entire slab geometry from the bottom to the

top surface, it associates with total 2a gauge charges at the two surface junctions.

This dyon is denoted by γ = Φ × ζ2a, which corresponds to an electrically neutral

anyon in the slab with spin hγ = 2a/(2n + 1). If a is relatively prime with 2n + 1,

the primitive dyon generates the chiral Abelian topological field theory Z(2a)
2n+1

264,265,

which consists of the dyons γm, for m = 0, . . . , 2n, with spins hγm = 2am2/(2n + 1)

modulo 1 and fusion rules γm × γm′ = γm+m′ , γ2n+1 = γ0 = 1. In particular, when

a = −1, γn now has spin −2n2/(2n+ 1) ≡ n/(2n+ 1) modulo 1, which is identical to

that of the fundamental quasiparticle of the SU(2n+1) Chern-Simons theory at level

1264,265. This identifies the Abelian theories Z(−2)
2n+1

∼= Z(n)
2n+1 = SU(2n+ 1)1, which has

chiral central charge cneutral = 2n.

Z(n)
2n+1 = {el : l = 0, 1, . . . , 2n} is the anyon content of the Abelian Chern-Simons
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SU(2n + 1)1 theory with Lagrangian density L2+1 = 1
4π

∫
2+1

KIJα
I ∧ dαJ , where αI

for I = 1, . . . , 2n are U(1) gauge fields, and

KSU(2n+1)1 =



2 −1

−1 2 −1

−1 2
. . .

2 −1

−1 2


(4.1)

is the Cartan matrix of SU(2n+ 1)1.

The fractional topological insulator slab also supports fractionally charged partons

ψ, each carrying a gauge charge g. The electrically charged sector can be decoupled

from the neutral Z(2a)
2n+1 sector by combining each parton with a specific number of

dyons λ = ψ × γ−n2ug, where ua + v(2n + 1) = 1 for some integer u, v, so that the

combination is local (i.e. braids trivially) with any dyons γm. λ has fractional electric

charge qλ = e∗ and spin hλ = 1/2 + n3ug2/(2n + 1) modulo 1. The 〈charge〉 sector

consists of the fractional Abelian quasiparticle products λm, where λ2n+1 ∼ ψ2n+1 ∼
ψel corresponds to the local electronic quasiparticle. In particular, when a = −1

and g = −2, hλ = 1/2(2n + 1) and therefore λ behaves exactly like the Laughlin

quasiparticle of the fractional quantum Hall state U(1)(2n+1)/2 with filling fraction

ν = 1/(2n+ 1) and chiral central charge ccharge = 1, which is described by the Chern-

Simons Lagrangian (K/4π)α ∧ dα with K = 2n + 1. Combining the neutral and

charge sectors, the fractional topological insulator slab with time reversal breaking

ferromagnetic surfaces has the decoupled tensor product topological order

F = 〈charge〉 ⊗ Z(2a)
2n+1, (4.2)

and in the special case when a = −1 and g = −2, it is identical to the Abelian

state U(1)(2n+1)/2 ⊗ SU(2n + 1)1, which has a total central charge c = 2n + 1. In

general, the filling fraction and chiral central charge are not definite and are subject

to surface reconstruction, i.e. adding electronic Dirac fermions. For example, the

fractional topological insulator slab can be combined with a Chern insulator of filling

N , and this will modify the two response quantities by an equal amount ν → ν +N ,
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c→ c+N . Restricting to the case when the top and bottom ferromagnetic surfaces

are time reversal conjugate and fixing θ, the modification N must be even because

the number of additional electronic Dirac fermions on each surface must be even.

Hence the rational index ν− c is topological information characterizing the fractional

topological insulator in addition to the magneto-electric θ angle.

C. Superconducting Heterostructure

Next, the conversation moves to superconducting heterostructures. Consider the

fractional Chern fractional topological insulator slab F in (4.2) and introduce weak

superconducting pairing, perhaps induced by proximity with a bulk superconductor,

without closing the bulk energy gap. In the simplest scenario, this condenses all par-

ton pairs ψ2m, which form a Lagrangian subgroup266 – a maximal set of mutually local

bosons – containing the Cooper pair ψ2
el = ψ2(2n+1). Since the parton pair ψ2 carries

gauge charge 2g, which is relatively prime with 2n+1, the condensate confines all non-

trivial dyons γm, which are non-local and have non-trivial monodromy with ψ2. As the

neutral sector Z(2a)
2n+1 is killed by pairing, the superconducting fractional topological in-

sulator slab with time reversal conjugate ferromagnetic surfaces has a simple fermionic

topological order. It, however, it still carries chiral fermionic edge modes with the

same chiral central charge cF . On the other hand, these fermionic channels also live

along the line interface between time reversal conjugate ferromagnetic domains on the

surface of a weakly superconducting fractional topological insulator. When the line

interface hits a time reversal symmetric superconducting surface island (c.f. Fig. 22

by replacing the T -Pf∗ surfaces by superconducting surfaces), these chiral channels

split and divide along the pair of superconducting surface-ferromagnetic surface line

interfaces. Both of these channels are electrically neutral as charge U(1) symmetry

is broken by the superconductor, and each of them carries half of the energy current

of F and has chiral central charge cF/2. For example, the superconducting surface-

ferromagnetic surface heterostructure on a conventional topological insulator surface

holds a chiral Majorana channel with c = 1/2 along the line tri-junction198,244. In

the specific fractional case when a = −1 and g = −2, each superconducting surface-
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ferromagnetic surface line interfaces holds 2n + 1 chiral Majorana fermions and is

described by the Wess-Zumino-Witten SO(2n + 1)1 conformal field theory with the

central charge c = (2n+ 1)/2. Analogous to the conventional superconducting topo-

logical insulator surface267, the superconducting surface of the fractional topological

insulator supports a zero energy Majorana bound state (MBS) at a vortex core. Now

that the condensate consists of parton pairs, vortices are quantized with the magnetic

flux hc/2e∗ = (2n + 1)hc/2e. Each pair of Majorana bound states forms a two-level

system distinguished by parton fermion parity.

D. Generalized T -Pfaffian* surface state

Lastly, the generalized T -Pfaffian surface state that preserves both time reversal

and charge U(1) symmetries of the fractional topological insulator is described. Gen-

eralizing the T -Pfaffian symmetric gapped surface state of a conventional topological

insulator described in Ref.41, the fractional topological insulator version – referred

here as T -Pfaffian∗ – consists of the Abelian surface anyons 11j and Ψj, for j even,

and the non-Abelian Ising-like anyons Σj, for j odd. The index j corresponds to the

fractional electric charge qj = je/4(2n + 1). The surface anyons satisfy the fusion

rules

11j × 11j′ = Ψj ×Ψj′ = 11j+j′ , 11j ×Ψj′ = Ψj+j′ ,

Ψj × Σj′ = Σj+j′ , Σj × Σj′ = 11j+j′ + Ψj+j′ , (4.3)

and the spin-statistics

h11j = hΨj −
1

2
=
j2

16
, hΣj =

j2 − 1

16
modulo 1 (4.4)

so that 11j,Ψj are bosonic, fermionic or semionic, and Σj are bosonic or fermionic.

The fermion Ψ4 is identical to the super-selection sector of the bulk parton ψ, which is

local with respect to all surface anyons and can escape from the surface and move into

the bulk. Time reversal symmetry acts on the surface anyons the same way it acts on

those in the T -Pfaffian state for conventional topological insulator41,253. For example,

the parton combinations ψ2j+1 = Ψ8j+4 (and ψ2j = 118j) are Kramers doublet fermions
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(respectively Kramers singlet bosons), while Ψ8j (118j+4) are Kramers singlet fermions

(respectively Kramers doublet bosons). Moreover, for identical reasons as in the

conventional topological insulator case, the T -Pfaffian state is anomalous and can

only be supported holographically on the surface of a topological bulk. For instance,

the bosonic topological order of the T -Pfaffian state after gauging fermion parity

would necessarily have a non-trivial chiral central charge which would violate time

reversal symmetry. There are alternative surface topological order that generalize

those in Refs.42,43. However here the focus is on the generalized T -Pfaffian state.

The fractional topological insulator slab with a time reversal symmetric generalized

T -Pfaffian top surface and a time reversal breaking bottom ferromagnetic surface

carries a novel quasi-(2 + 1)-D topological order. Its topological content consists

of the fractional partons coupled with the Z2n+1 gauge theory in the bulk and the

generalized T -Pfaffian surface state (see Fig. 22). All surface anyons are confined to

the time reversal symmetric surface except the parton combinations ψ2j+1 = Ψ8j+4

and ψ2j = 118j. Moreover, the time reversal breaking boundary condition confines

a gauge quasiparticle ζa per gauge flux Φ ending on the ferromagnetic surface. On

the other hand, there is no gauge charge associated with a gauge flux ending on

the generalized T -Pfaffian surface because of time reversal symmetry. Thus a gauge

flux passing through the entire slab corresponds to the dyon δ = Φ × ζa with spin

hδ = a/(2n + 1) modulo 1. The generalized T -Pfaffian state couples non-trivially to

the Z2n+1 gauge theory as the parton ψ = Ψ4 carries a gauge charge g. The general

surface anyons Xj, for X = 11,Ψ,Σ, must carry the gauge charge z(j) ≡ n2gj modulo

2n + 1 and associate to the monodromy quantum phase e2πiz(j)/(2n+1) when orbiting

around the dyon δ. For instance, as 2n ≡ −1 modulo 2n + 1, z(4j) ≡ gj counts the

gauge charge of the parton combination ψj.

The topological order of this fractional topological insulator slab is therefore gen-

erated by combinations of the generalized T -Pfaffian anyons and the dyon δ. The

composite anyon is denoted by

X̃j,z = Xj ⊗ δz+n
3ugj, (4.5)

where X = 11,Ψ for j even or Σ for j odd, z = 0, . . . , 2n modulo 2n + 1, and
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ua+ v(2n+ 1) = 1. They satisfy the fusion rules

1̃1j,z × 1̃1j′,z′ = Ψ̃j,z × Ψ̃j′,z′ = 1̃1j+j′,z+z′ ,

1̃1j,z × Ψ̃j′,z′ = Ψ̃j+j′,z+z′ , Ψ̃j,z × Σ̃j′,z′ = Σ̃j+j′,z+z′ ,

Σ̃j,z × Σ̃j′,z′ = 1̃1j+j′,z+z′ + Ψ̃j+j′,z+z′ . (4.6)

They follow the spin statistics

h(1̃1j,z) = h(Ψ̃j,z)−
1

2
= h(Σ̃j,z) +

1

16

=
j2

16
+
az2 − n6ug2j2

2n+ 1
modulo 1. (4.7)

The j, z indices in (4.5) are defined in a way so that X̃j,0 are local with respect to

the dyons δz = 1̃10,z and decoupled from the dyon sector Z(a)
2n+1. The generalized

T -Pfaffian surface anyons belong to the subset Xj = X̃j,−n3ugj, which is a maximal

sub-category that admits a time reversal symmetry. The electronic quasiparticle

belongs to the super-selection sector ψel = Ψ̃4(2n+1),0, which is local with respect

to all anyons. If one gauges fermion parity and includes anyons that associate −1

monodromy phase with ψel, i.e. if one includes 1̃1j,z, Ψ̃j,z for j odd and Σ̃j,z for j

even, the 〈Ising〉 sector generated by 1 = 1̃10,0, f = Ψ̃0,0, σ = Σ̃0,0 is local with and

decoupled from the 〈charge〉Pf∗ sector generated by 1̃1j,0. The topological order of

the fractional topological insulator slab thus takes the decoupled tensor product form

after gauging fermion parity

Pf∗ = 〈charge〉Pf∗ ⊗ 〈Ising〉 ⊗ Z(a)
2n+1. (4.8)

Gauging fermion parity is not the focus of this paper. However, there are inequivalent

ways of fermion parity gauging, and in order for the Pf∗ theory to have the appropriate

central charge, (4.8) needs to be modified by a neutral Abelian SO(2n)1 sector253.

However, the tensor product (4.8) is sufficient and correct to describe the fermionic

topological order of the fractional topological insulator slab (with global ungauged

fermion parity) by restricting to super-selection sectors X̃j,z that are local with respect

to the electronic quasiparticle ψel. This fermionic topological order is referred to

henceforth as a generalized Pfaffian state.
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E. Gluing T-Pfaffian* surfaces

The chiral channel F in (4.2) between a pair of time reversal conjugate ferromag-

netic surface domains divides into a pair of fermionic Pf∗ in (4.8) at a junction where

the two ferromagnetic surface domains sandwich a time reversal symmetric gener-

alized T -Pfaffian surface domain (see Fig. 22). Conservation of charge and energy

requires the filling fractions and chiral central charges to equally split, i.e. 2νPf∗ = νF

and 2cPf∗ = cF . For instance, in the prototype case when a = −1 and g = −2,

νPf∗ = 1/2(2n + 1) and cPf∗ = (2n + 1)/2. Similar to the aforementioned F case,

these quantities are subjected to surface reconstruction ν → ν +N , c→ c+N .

In addition to the response quantities, the topological order of F for the fractional

topological insulator slab with time reversal conjugate ferromagnetic surface is related

to that of the fermionic Pf∗ by a relative tensor product

F = Pf∗ �b Pf∗. (4.9)

This can be understood by juxtaposing the time reversal symmetric surfaces of a pair

of Pf∗ fractional topological insulator slabs and condensing surface bosonic anyon

pairs on the two generalized T -Pfaffian surfaces. This anyon condensation47,268,269

procedure effectively glues the two fractional topological insulator slabs together along

the time reversal symmetric surfaces (see Fig. 22). The relative tensor product �b

involves first taking a decoupled tensor product ⊗ when the two Pf∗ fractional topo-

logical insulator slabs are put side by side, and then condensing a set b of bosons.

The anyons of the decoupled tensor product take the form X̃A
j,z ⊗ X̃B

j′,z′ , where A,B

refers to the two slabs. Our set b consists of electrically neutral anyons in the subset

(T -Pf∗)A⊗ (T -Pf∗)B where A,B refers to the two slabs to preserve symmetries. Now

the details of precisely which bosons should be condensed are elaborated.

First, notice that dyon combinations γz ≡ 1̃1
A

0,z 1̃1
B

0,z are not confined. A particle

with charge “j” has gauge charge n2gj, so any neutral pairs have gauge charge n2gj⊗
−n2gj. Thus the braiding phase with these dyons is zn2gj − zn2gj = 0.

Our parton should continuously move from slab A to slab B, so a logical step is

to condense ΨA
4 ΨB
−4, the parton creation annihilation operator. Anything that braids

with it is confined. The braiding statistics once more can be derived with the ribbon
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formula, θA,B = hA×B − hA − hB. The braiding phase from the anyon combination

X̃A
ja,zaX̃

B
jb,zb

around ΨA
4 ΨB
−4 is is the same as (δA)za+n3ugja(δB)zb+n

3ugjb around ΨA
4 ΨB
−4,

since these are just the dyonic parts of X̃A
ja,zaX̃

B
jb,zb

from definition 4.5. The parton

carries “g” gauge charge so this phase is g(za+n3ugja−zb−n3ugjb). This is zero if the

dyon number z + n3ugj is equal on the A and B particle. This ensures gauge fluxes

must continue through both A and B slabs, i.e., confines gauge magnetic monopoles.

This means that the combinations XA
jaX

B
jb
γz are left. It also identifies ΨA

4 ΨB
−4 with

the vacuum, which identifies

11Aja11Bjbγ
z ≡ ΨA

ja+4ΨB
jb−4γ

z ≡ 11Aja+811Bjb−8γ
z,

11AjaΨ
B
jb
γz ≡ ΨA

ja+411Bjb−4γ
z ≡ 11Aja+8ΨB

jb−8γ
z,

ΣA
jaΣ

B
jb
γz ≡ ΣA

ja+4ΣB
jb−4γ

z,

11AjaΣ
B
jb
γz ≡ ΨA

ja+4ΣB
jb−4γ

z ≡ 11Aja+8ΣB
jb−8γ

z

≡ ΨA
ja+12ΣB

jb−12γ
z.

Next the fermion pair ΨA
0 × ΨB

0 can be condensed. Σ braids with Ψ, so anything

with just one Σ is confined. This brings the identification to

11Aja11Bjbγ
z ≡ 11Aja+4j11

B
jb−4jγ

z ≡ ΨA
ja+4jΨ

B
jb−4jγ

z,

11AjaΨ
B
jb
γz ≡ 11Aja+4jΨ

B
jb−4jγ

z ≡ ΨA
ja+4j11

B
jb−4jγ

z,

ΣA
jaΣ

B
jb
γz ≡ ΣA

ja+4jΣ
B
jb−4jγ

z.

Next ΨA
2 11B−2 can be condensed, which when braided around 11Aja11Bjb or ΨA

ja11Bjb gives

4(ja − jb)/16 which is not confined if ja − jb = 0 mod 4. For ΣA
jaΣ

B
jb

gives 4(ja −
jb)/16 + 1/2 which is not confined if ja − jb = 2 mod 4. The identification is now

11Aja11Bjbγ
z ≡ 11Aja+4j11

B
jb−4jγ

z ≡ ΨA
ja+4jΨ

B
jb−4jγ

z

≡ 11Aja+2ΨB
jb−2γ

z ≡ 11Aja+2+4jΨ
B
jb−2−4jγ

z

≡ ΨA
ja+2+4j11

B
jb−2−4jγ

z,

ΣA
jaΣ

B
jb
γz ≡ ΣA

ja+2jΣ
B
jb−2jγ

z.
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The ΣΣ pairs now split into simpler Abelian components

ΣA
ja±1ΣB

jb∓1 = S+
ja±1,jb∓1 + S−ja±1,jb∓1, (4.10)

where each S± carries the same spin as the original Ising pair but differs from each

other by a unit fermion S±×ΨA/B = S∓. S+ and S− normally have non-trivial mutual

monodromy. The the electrically neutral S+
1,−1 and its multiples can be condensed,

which confines S−1,−1. This means ΣA
1 ΣB
−1 is condensed/confined. The Σ pair around

11Aja11Bjb gives a phase of 2(ja − jb)/16 which is zero if ja − jb = 0 mod 8. The Σ pair

around 11AjaΨ
B
jb

gives a phase of 2(ja − jb)/16 + 1/2 which is zero if ja − jb = 4 mod

8. The Σ pair around ΣA
jaΣ

B
jb

gives a phase of 2(ja − jb)/16 ± 1/4 which is zero if

ja − jb = 2 or 6 mod 8.

This then completes the full condensate, and the final identification is

11Aja11Bjbγ
z ≡ ΨA

ja,zΨ
B
jb,z
γz ≡ ΨA

ja+211Bjb−2γ
z

≡ 11Aja+2ΨB
jb−2,zγ

z ≡ S±ja±1,jb∓1γ
z

≡ 11Aja+411Bjb−4γ
z (4.11)

for ja ≡ jb mod 8 and ja, jb both even. This ends up being just the multiples of the

parton 11A0 ΨB
4 together with the dyons γz. Together they generate the theory F of a

fractional topological insulator slab with two conjugate TR breaking surfaces. At the

end of this calculations our set b of condensed bosons is

b =

 11A4j11
B
−4j,Ψ

A
4jΨ

B
−4j, 11

A
4j+2ΨB

−4j−2,

ΨA
4j+211B−4j−2,Σ

A
2j+1ΣB

−2j−1

 . (4.12)

Physically, this has ensured gauge fluxes and partons must continue through both A

and B slabs.

Equation (4.11) are just parton combinations. For instance, ψA = ΨA
4 11B0 ≡

11A4 ΨB
4 = ψB are now free to move inside both fractional topological insulator slabs

after gluing. The topological order after the gluing is generated by the partons and

dyons, which behave identically to those in F of (4.2). This proves (4.9). The anyon

condensation gluing of the pair of generalized T -Pfaffian states preserves symmetries

for the same reason it does for the conventional topological insulator case41,253.
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It is worth noting that a magnetic monopole can be mimicked by a magnetic flux

tube / Dirac string (with flux quantum hc/e) that originates at the time reversal

symmetric surface interface and passes through one of the two fractional topological

insulator slabs, say the A slab. In the prototype a = −2 and g = −1, the filling

fraction νPf∗ = 1/2(2n + 1) of the quasi-two-dimensional slab ensures, according

to the Laughlin argument15, that the monopole associates to the fractional charge

q = 1/2(2n + 1), which is carried by the confined generalized T -Pfaffian surface

anyons 11A2 or ΨA
2 . This surface condensation picture therefore provides a simple

verification of the Witten effect252 for θ = π/(2n+ 1).

Lastly, the band insulator case for n = 0, F in (4.2) reduces to the Chern insulator

or the lowest Landau level, and Pf∗ in (4.8) is simply the particle-hole symmetric

Pfaffian state37–39. The particle-hole symmetry is captured by the relative tensor

product (4.9), which can be formally rewritten into

Pf∗ = F � Pf∗ (4.13)

by putting Pf∗ on the other side of the equation. Here, the tensor product is relative

with respect to the collection of condensed bosonic pairs, and Pf∗ is the time reversal

conjugate of Pf∗. Equation (4.13) thus equates Pf∗ with its particle-hole conjugate,

which is obtained by subtracting itself from the lowest Landau level. In the fractional

case with n > 0, (4.13) suggests a generalized particle-hole symmetry for Pf∗, whose

particle-hole conjugate is the subtraction of itself from the fractional quantum Hall

state F .

F. Conclusion

To conclude, gapped fractional topological insulator surface states with (i) time

reversal breaking order, (ii) charge U(1) breaking order, as well as (iii) symmetry pre-

serving generalized T -Pfaffian topological order was studied. Fractional topological

insulators that support fractionally charged partons coupling with a discrete Z2n+1

gauge theory were considered. The fractional interface channels sandwiched between

different gapped surface domains were characterized by describing their charge and



99

energy response, namely the differential electric and thermal conductance. The low-

energy conformal field theory for these fractional interface channels corresponded to

the topological order of quasi-(2 + 1)-D fractional topological insulator slabs with the

corresponding gapped top and bottom surfaces. In particular, a fractional topolog-

ical insulator slab with time reversal conjugate ferromagnetic surfaces behaved like

a fractional Chern insulator with topological order (4.2), and in the specific case

when a = −1 and g = −2, its charge sector was identical to that of the Laughlin

ν = 1/(2n+1) fractional quantum Hall state. Combining the time reversal symmetric

generalized T -Pfaffian surface with the fractional topological insulator bulk as well as

the opposite time reversal breaking surface, this fractional topological insulator slab

exhibited a generalized Pfaffian topological order (4.8). Furthermore, the gluing of a

pair of parallel generalized T -Pfaffian surfaces, which are supported by two fractional

topological insulators on both sides was demonstrated. It was captured by an anyon

condensation picture that killed the generalized T -Pfaffian topological order and left

behind deconfined partons and confined gauge and magnetic monopoles in the bulk.

In Ref.253 the generalized T -Pfaffian state of the fractional topological insulator

from the field theoretic duality approach is constructed.

V. FUTURE DIRECTIONS

These two works are being continued. Further work is being done in two new

papers exploring the following questions.

1) What is the topological order in this new interacting Weyl phase215?

2) How can the ν = 1/2(2n + 1) state be derived from electron operators using a

coupled wire description 270?

This could be influential in describing a new sequence of quantum Hall states, and

as a useful tool for understanding Dirac, Weyl, and nodal semi-metals. Another pos-

sibility is that this is just one of many examples of a possible duality from symmetry

protected topological phases to long-rang many-body topological phases. In the first

avenue, the 3+1 d gapped topological phase could have excitations which are line-like

as opposed to point-like. This could lead to more exotic phases as well that cannot be
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differentiated by point like topological order. Defects in any of these theories would

be an interesting avenue to explore. They could be introduced as lattice defects for

example. On that note, the vortex lattice could have a different set of symmetries,

and running through the same procedure with different symmetry classes could give

a sequence of topological phases. It was shown that fractional topological insulators

that support partons need gauge degrees of freedom. These can be done in different

ways. It possible that this path of analyzing fractional topological insulators could

yield a large class of different states. Notably, the possible bulk crystal symmetries

in the fractional topological insulator case were not considered. If there are crystal

symmetries, the types of bulk excitations and hence types of long-range order could

differ and thus provide another possible path for research. Both of the papers use a

fractionalization scheme dependent on the ν = 1/2 Pfaffian state, but as mentioned

earlier, there are other ν = 1/2 states. These could yield other symmetric surface

states on the fractional topological insulator. In fact it could be possible to split

Dirac channels not in half but in other fractions. This could create other interaction

enabled phases, and yield more complex (3 + 1)-D topological phases.
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14 D. Sénéchal, eprint arXiv:cond-mat/9908262 (1999), cond-mat/9908262.

15 R. B. Laughlin, Phys. Rev. B 23, 5632 (1981).

16 X.-G. Wen, Quantum Field Theory of Many Body Systems (Oxford Univ. Press, Oxford,

2004).

17 M. E. Cage, K. Klitzing, A. Chang, F. Duncan, M. Haldane, R. Laughlin, A. Pruisken,

D. Thouless, R. E. Prange, and S. M. Girvin, The Quantum Hall Effect (Springer

Science & Business Media, Berlin, 2012).

18 L. Jacak, P. Sitko, K. Wieczorek, and A. Wójs, Quantum Hall Systems: Braid Groups,
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