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ABSTRACT

A significant amount of research and practice in the law enforcement arena focuses

on spatial and temporal event analysis. Although some efforts integrate spatial and

temporal analysis, the majority of the previous work focuses on modeling events

in one area across time periods or modeling multiple areas within single temporal

intervals. This dissertation attempts to close the gap between spatial and temporal

analysis by focusing on the challenges of integrating spatial and temporal features in

criminal site selection problems. Since the criminal environment contains multiple

actors intermingled in a spatial region, the challenge for the analyst is identifying

patterns both spatially and temporally based on the criminal’s site-selection criteria.

This dissertation uses a three-pronged approach to study (1) the identification and

inclusion of temporal distances into a feature-space model; (2) the application of

hierarchical modeling for temporal intervals; and (3) the consideration of a random

field construct for modeling site-selection event data. We evaluate each approach

on both a simulated data set and a sample data set from a small US city. We com-

pare results of the different methodologies using a test statistic based on measuring

performance across a space-time surveillance plot. We found that a two-stage ana-

lytical approach assists us in identifying when spatial-temporal modeling might offer

significant improvements in predictive performance. Additionally, the integration of

a hierarchical structure with the feature-space generalized linear model provides a

method that accounts for temporal considerations in the criminal’s site-selection

process. These temporal features can be “pulse events” that indicate temporary

shifts in spatial-temporal patterns or transitions at the discrete temporal interval

level that might account for low-level seasonality within the criminal’s site-selection

process. Finally the development of an expanded feature-space model provides ben-

efits similar to those of a Markov random field model without the computational

demands of the Bayesian construct for hierarchical modeling. These methods for

identifying and including temporal information into spatial analysis methodologies

offer benefits not only in the law enforcement and military communities, but also to

the business and environmental sectors.
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CHAPTER 1

Introduction

It is a capital mistake to theorize before one has data. Insensibly one begins to twist

facts to suit theories instead of theories to suit facts.

– Sherlock Holmes in The Five Orange Pips

1
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This chapter introduces the research conducted for this dissertation beginning with

one motivating scenario related to historical spatial-temporal modeling. From the

motivating scenario, we derive the problem statement and present the supporting

questions that formed the framework for the dissertation. The chapter concludes

with an overview of the contributions of the research and the structure found in the

remaining chapters of the dissertation.

1.1 Motivation

During the summer of 2007, the city of Charlottesville, Virginia, experienced a string

of criminal incidents involving similarly attired youth. These incidents included

violent attacks in the vicinity of the city’s “downtown mall” and disturbances at

major shopping venues. Although none of the events resulted in serious injury, they

did disrupt the public’s sense of peace and security. Public officials quickly released

statements claiming that the incidents may or may not have been related and that

these incidents did not portend an increase in criminal activity (Provence, 2007).

For the average citizen, these statements did not necessarily provide the reassurance

officials might have intended. Most citizens want to know information that includes

the following: How safe is the downtown mall? Does criminal activity increase

along the mall during the summertime? What about during special events such as

concerts? Does an athletic event on the other side of town make the mall a safer

place, or does criminal activity actually increase after the event concludes? Should

we avoid the east side of the mall on weekends? Is the parking area on the south

side of the mall safe during the weekdays? What about during the evening hours?

Although much work has been done in the geostatistical and environmental

sciences community on spatial-temporal prediction problems, the majority of this

previous research focuses on the non-intelligent, or physical elements, of spatial-
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temporal prediction problems (Jagger et al., 2002; Wickle, 2003; Lawson, 2009). The

scenario presented above is one example of spatial-temporal prediction problems that

are the result of an actor’s site-selection process. And although the site-selection

analytical community has a variety of tools available to answer questions regarding

spatial hotspots and temporal patterns of event rates, most of these tools lack a

methodical approach for analyzing and identifying spatial-temporal patterns. Inte-

grating temporal factors into current analytical methodologies offers the potential

for improved understanding of intelligent site-selection problems and an improved

capability to predict future incidents.

1.2 Problem Statement

Willie Sutton, an infamous bank robber in the 1930s, replied simply when asked

why he robbed banks: “because that’s where the money is.” Although the spatial

choice might seem obvious, what is less obvious is Mr. Sutton’s temporal preference

for robbing the banks early in the day to take advantage of the morning disorder

often present in business openings (FBI, 2010).

The main goal of this research is to improve our understanding of the spatial-

temporal patterns found within an actor’s site selection process. Using the defi-

nition of intelligent site-selection provided by Porter (2006), we consider processes

in which an actor decides to initiate an event at a specific time and at a specific

spatial location. For this dissertation, we focus on the criminal as the intelligent

actor and use the term introduced by Xue and Brown (2006), criminal site-selection

(CSS). We assume that today’s criminal executes a decision process based on pref-

erences associated with the spatial-temporal features of the incident, much like Mr.

Sutton’s preference to rob banks (where the money is) in the morning (perceived

higher probability of success). In reviewing the literature related to site-selection
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and crime analysis, we find that most work examining site selections as a discrete

choice problem focuses purely on the spatial components of an actor’s decision pro-

cess while assuming that the temporal density remains constant across the study

region for all actors. Even though previous research has shown that temporal pat-

terns exist in criminal activity (Rossmo et al., 2005; Groff, 2007), early studies on

CSS problems examined data aggregated across temporal intervals or within small

two-week or monthly windows (Brown and Liu, 1999; Liu and Brown, 2003; Brown

et al., 2004). To account for temporal patterns in the CSS process, we merge the

traditional feature-space model with a hierarchical specification to improve current

forecasting capabilities. The questions of “how can we include temporal information

into feature-space modeling?” and “how can we improve our understanding of dis-

crete choices in space and time?” are the motivating questions of the dissertation.

The final work should be particularly relevant for law enforcement activities and

resource-allocation planning.

1.3 Spatial-Temporal Events

We define a spatial-temporal event as a realization of a process in space and time.

Following the work of Liu and Brown (1998), we assume that the spatial-temporal

event is a realization of a stochastic spatial-temporal process Z observed at times

t1, . . . , tm ∈ T at locations s1, . . . , sn ∈ S. We further define the random variable

Y (s, t) as the observed realization of our spatial-temporal process Z. Work by

Brown et al. (2004) provides for the likelihood of a criminal event at a given location

given a crime occurs:

Pr (Ysi = 1|X) = logit−1 (β0 + β1Xi1 + . . .+ βkXik) (1.1)
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Building on this notation, we label the response Ysi = 1 for instances where an event

occurred at a location s. X is a vector of predictor variables of length k as used in

feature-space modeling, and β is a vector of coefficients that can be used to estimate

the criminal’s preferences on the selected features. The model above, and some of

the previous work, assumes that the temporal density remains constant over time.

In order to identify periods of study that might not hold to this assumption, we first

analyze the incident set temporally to identify cyclic changes at different temporal

resolutions (Chatfield, 1975). After identifying these distinct temporal resolutions,

we use hierarchical modeling to expand the feature-space model with the inclusion

of temporal intervals:

Pr (Ys,j = 1) = logit−1 (αj + βXs) , for s = 1, ..., n

αj ∼ N
(
µα + γj, σ

2
temporal interval

)
,

for j = range of temporal interval

(1.2)

This model provides a varying intercept model to examine the changing base likeli-

hood of criminal activity during a specific temporal period. The varying intercept

αj represents the intercept at each temporal unit j where j corresponds to the range

of the specified temporal resolution. The multilevel modeling approach allows the

analyst to explore spatial and temporal information in a “conditioned” approach in

order to hopefully improve both understanding and prediction (Schabenberger and

Gotway, 2005). Chapter 4 provides additional details on hierarchical modeling.

Although the hierarchical model allows us to look at the variation in a criminal’s

preference for certain temporal intervals periods, we lack the ability to account for

how certain temporal events might impact on the criminal’s site selection process

regarding a set of feature-space predictor variables in vector X. Using the cross-

correlation function (CCF) as a tool to determine the relationship between two time
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series, we identify temporal windows for further study (Chatfield, 1975).

Identifying potential pulse events enables us to expand the covariate selection

process to include a hierarchical component representing the temporal distance to

the pulsed events. Changing the notation slightly to reflect this new hierarchical

component for a varying-slope and varying-intercept model, we model the coeffi-

cients to determine the impact of the temporal proximity to special events on the

CSS process:

Pr (Ys,j = 1|X) = logit−1
(
αj + βj[k]Xs

)
,

for s = 1, ..., Sαj
βj

 ∼ N


µα
µβ

 ,

 σ2
α ρσασβ

ρσασβ σ2
β


 ,

for j = index for the temporal distance to pulse event

(1.3)

Hierarchical modeling provides us a method for including temporal features in

the feature-space model. Doing so allows us to account for spatial-temporal patterns

within the CSS process process. Equation 1.3 uses a set of features X as a vector

of length k for each location s in order to estimate β, a vector of coefficients that

represents the criminal’s preference for executing a crime at a location with the

selected spatial features. For this dissertation, we assume that the feature vector X

remains constant over time, but the criminal’s preferences for those features adjust

based on the temporal proximity to the special event.

Finally, the challenge of looking at the criminal’s decision-making as a contin-

uous process adds additional theoretical and computational challenges. Chapter 6

expands the discussions of neighborhood structures and introduces the feature-space

model for examining criminal preferences across a continuous temporal horizon.

Chapter 6 outlines the assumptions of the MRF and the computational construct



7

used to estimate the coefficients and to provide insight on the impact of temporal

variables within the CSS process.

The considerations for including temporal components in feature-space model-

ing help provide the main questions answered by this dissertation:

• How do we identify temporal features that might be significant to an actor’s

decision process?

– Do temporal patterns related to the actor’s decision process exist in the event

data?

– Do other event patterns cause shifts in the criminal’s “normal” spatial-

temporal decision process?

• How do we include this temporal information in feature-space modeling?

– How can we modify the feature-space model to account for identified temporal

patterns?

– How can we model the impact of temporal “pulse events” on the criminal’s

spatial-temporal decision process?

• How do we model an actor’s spatial-temporal preferences for site-selection across

a continuous temporal horizon?

– In the feature-space model, can we model the impact of neighborhood pat-

terns to account for local activity on the criminal’s spatial-temporal decision

process?

– Can we model the impact of the recent past to account for local temporal

patterns on the criminal’s spatial-temporal decision process?
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1.4 Contributions and Organization

This dissertation contributes to the understanding of the spatial-temporal patterns

related to criminal site selection (CSS). Contrary to work in geostatistics and dis-

ease mapping that focuses on exclusively on spatial or temporal patterns found

in event data, this dissertation examines the interactions of spatial and temporal

features that are the part of an actor’s decision process for event initiation. This

research develops three methods for considering temporal data as part of modeling

and forecasting CSS processes. Previous research has shown that temporal patterns

exists in criminal data (Rossmo et al., 2005; Groff, 2007), we merge the traditional

feature-space model with a hierarchical specification to improve current forecasting

capabilities. Conditioning the base feature-space model with a hierarchical com-

ponent built at a distinct temporal resolution gives law enforcement personnel a

method to account for seasonality in the CSS process.

However, just as crime patterns change in conjunction with a certain amount

of seasonality, changes in crime patterns are also associated with the temporal prox-

imity to special events (Cohen et al., 2003, 2007). In this dissertation, we use the

cross-correlation function (CCF) as a tool to determine the relationship between

crime patterns and a time series accounting for special events within the study re-

gion. Incorporating the temporal distance to the special event as a hierarchical

component for the base feature-space model assists the analyst with understanding

how the temporal proximity to a special event impacts on the CSS process. This

method also offers significant improvement for law enforcement resource planning

during the temporal windows surrounding these special events.

Finally, considering criminal events within a MRF construct presents an op-

portunity to combine the spatial-temporal influence of a neighborhood structure

with the benefits of the spatial-choice model. We investigate two approaches to
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account for the impact of spatial and temporal recency on the CSS process. Explor-

ing the hierarchical feature-space model through a Bayesian framework provides a

methodology for analyzing event initiations at higher spatial resolutions while re-

ducing uncertainty in the feature preferences. The second approach uses temporal-

and neighborhood-indicator functions with the base feature-space model to rapidly

examine the CSS process across a continuous temporal horizon. Although both ap-

proaches develop accurate predictions that assist law enforcement personnel with

adjusting staffing and asset allocation to meet the most likely patterns of criminal

activity, the use of indicator functions with the base feature-space model requires

less computation time than the Bayesian approach.

Chapter 2 begins with an overview of spatial and temporal analysis. It considers

historical and current research regarding pure-spatial and pure-temporal analysis. A

review of integrated spatial-temporal analysis in environmental sciences provides an

introduction to the potential applicability of hierarchical modeling and further illus-

trates the complexities and computational challenges involved with spatial-temporal

modeling. Finally, the transition to integrated spatial-temporal analysis allows us

to review the theoretical foundation of the discrete choice-problem with applications

to CSS problems. It also provides a brief review of feature-space event prediction

that serves as an introduction to the proposed methodology.

Chapter 3 introduces the three approaches used for this research. It provides

an initial description of the hierarchical-modeling framework for including temporal

information in the feature-space model. It also discusses the flexibility of the hier-

archical framework to account for seasonality in the CSS process through temporal

conditioning and to account for the temporal proximity to special events that affect

the criminals’ spatial-temporal preferences. Additionally, it reviews the construction

of an MRF for modeling aggregated data across irregular lattices. Considering the

CSS problem within the construct of an MRF allows us to account for the continuous
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evolution of an actor’s decision process over time.

Chapters 4 and 5 provide a more detailed description of the two-stage spatial-

temporal analysis and the hierarchical-modeling framework used in this dissertation.

Chapter 4 considers techniques for identifying spatial-temporal clustering and condi-

tions the feature-space model on temporal intervals of specific temporal resolutions.

This hierarchical feature-space model (HFSM) gives analysts a method to account

for seasonal patterns in the CSS process. It also introduces a small, agent-based sim-

ulation to create an environment in which we can control the CSS process of criminal

agents. Using an agent-based model helps us account for the probabilistic nature

of crime while introducing known temporal patterns into the criminal agent’s rule

set. We analyze data from the simulation using both the base-feature space model

and the HFSM. Using the simulated data set with weekly seasonality, the HFSM

provides a 13% improvement over the base FSM without temporal information.

Chapter 5 introduces spatial-temporal “pulse events” as events that change the

CSS process for a short duration, or window, of time. We adjust the hierarchical

component of the feature-space model to account for the temporal proximity to these

pulse events. Modifying the agent based simulation from Chapter 4, we introduce a

series of pulse events in the criminal agents’ site-selection process. We build a series

of training and tests from the simulation and compare the predictive performance of

the HFSM against the base FSM. Against the simulated data, the HFSM provides an

18% improvement in predictive performance against the base FSM without temporal

information.

Chapter 6 gives further details on the Bayesian construct for examining spatial-

temporal intensity rates across areal units. An examination of an irregular lattice

structure of neighbors within a limited spatial-temporal study region provides both a

theoretical and practical approach for identifying an actor’s spatial-temporal feature

preferences. Additionally, an expanded feature-space model (EFSM) that includes
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variables from neighborhood and temporal indicator functions is presented as a

computational alternative to the Bayesian construct of the feature-space model.

Chapter 7 provides an application of the proposed methodologies on a crime-

event dataset. We model the spatial-temporal patterns of various crime types across

Charlottesville using both HFSM and a Bayesian hierarchical feature-space model

(BHFSM). A non-nested structure for different temporal intervals provides the most

detailed understanding of the changes to the hierarchical model across both space

and time. Using data aggregated at the census block-group level for a medium

temporal resolution, the BHFSM allows us to model an actor’s spatial-temporal

preferences within a limited temporal period. Incorporating elements of the feature-

space methodology into the hierarchical MRF construct allows us to blend the ben-

efits gained from understanding multiple covariates in the actor’s spatial-temporal

decision process with the basic elements of geographic recency and spatial depen-

dence found in hotspot modeling. The enhanced feature-space model (EFSM) with

neighborhood and temporal indicators provides a computationally efficient and suf-

ficiently accurate alternative.

The final chapter summarizes the contributions of this research. It reviews

the dissertation’s development of three techniques for consideration when model-

ing and forecasting spatial-temporal events. Using the CCF as a tool to determine

the relationship between two time series, we can identify special events to include

as spatial-temporal features in the HFSM to improve current forecasting capabil-

ities. The more general application of the HFSM includes non-nested temporal

intervals at varied resolution in order to account for daily, weekly, or other seasonal

patterns. From a more theoretical perspective, the development of a BHFSM for

CSS problems combines the spatial dependence information gained from a neighbor-

hood structure with the feature-space construct to better identify an actor’s spatial-

temporal preferences. The combination of hierarchical modeling with the MRF
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provides a methodology for analyzing event initiations at higher spatial resolutions.

For a more computationally efficient method, we use temporal and neighborhood

indicator functions within an expanded feature-space model to examine an actor’s

spatial-temporal preferences rapidly with acceptable accuracy. The EFSM provides

significant improvement over traditional modeling in terms of providing a decision

maker with information about events within a space-time continuum. Across a long

study horizon, the EFSM provides a 16% improvement in predictive performance

over a model without temporal information. Across a smaller study horizon, the

BHFSM provides slight improvement in predictive performance, but the increased

computational requirements hinder the application of the BHFSM for “just-in-time”

modeling. Understanding a criminal’s spatial-temporal preferences offers a strate-

gic benefit with regard to resource allocation decisions. We expect that hierarchical

modeling of criminal events will improve resource-allocation strategies for both crime

management and response.



CHAPTER 2

Literature Review

Knowledge is of two kinds. We know a subject ourselves, or we know where we can

find information on it.

– Samuel Johnson

13
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What is a spatial-temporal event? Can we predict criminal or other events using

only spatial information? Can we model or forecast crimes using only temporal

data? What are the limitations to event prediction using one approach without the

other? What other research efforts integrate spatial and temporal information into

event prediction? Prior to examining new methods of spatial-temporal analysis, this

chapter attempts to answer the above questions and provide a literary foundation

for the methodology proposed.

This chapter briefly reviews the mathematical constructs of spatial-temporal

processes introduced in Chapter 1 and explores some of the analytical methods used

to examine crime patterns and criminal site selection. Section 2.2 reviews some of

the fundamental considerations and applications of spatial event modeling. Event

modeling falls short, however, when we consider only the spatial aspects of crime.

Some cases of temporal analysis of crime date back over a 100 years, but recent the-

oretical and computational advances offer potential for advancing beyond “point in

time” crime analysis and considering temporal patterns as part of the criminal’s site-

selection process (Townsley and Pease, 1997; Gorr et al., 1999; Groff and LaVigne,

2002; Ratcliffe, 2002). Section 2.3 provides a look into the challenges of temporal

analysis and some of the recent advances in crime studies and other actor-initiated

events. After examining the spatial and temporal analytical processes separately,

we proceed to look at other fields that consider the integration of space and time for

modeling processes in geostatistics, disease mapping, and environmental sciences.

Why borrow from the fields of environmental sciences and geostatistics? We believe

the focus in these disciplines on modeling environmental events as realizations of a

binary space-time process across a long temporal horizon offer benefits in adapting

the work on feature-space modeling to better model the temporal considerations of

the criminal’s site-selection process (CSS). Section 2.4 also provides more details on

CSS and feature-space modeling including an introduction to Markov random fields
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and their applicability to crime modeling.

2.1 Spatial-Temporal Events

As noted in Chapter 1, we assume that a spatial-temporal event is a realization

of a stochastic spatial-temporal process Z observed at times t1, . . . , tm ∈ T and

at locations s1, . . . , sn ∈ S. We further define the random variable Y (s, t) as the

observed realization of our spatial-temporal process Z (s, t) (Liu and Brown, 1998).

We represent the spatial-temporal event mathematically as follows:

Y (s, t) , s ∈ D ∈ Rd, t ∈ T (2.1)

where Y is a process observed at a location s at a point in time t. Y (s, t) is a

random variable that represents the observed value of a process in both time and

space (Chen et al., 2006).

For this work on crime modeling, we expand on some of the initial work of

feature-space modeling and view Equation 2.1 as a binary random variable (Liu and

Brown, 1998; Brown et al., 2004). Given a crime occurs, we model the likelihood of

a criminal event at a given location and time:

Pr (Ys,t = 1|X) = logit−1 (α + β1Xs,1 + . . .+ βkXs,k) (2.2)

Building on the above notation, we label the response Ys,t = 1 for instances where

a crime occurred at a location s at a point in time t. X is a matrix of predictor

variables of length k and width S that represents each location’s feature-space de-

scription, and β is a vector of coefficients that can be used to estimate the criminal’s

preference on the selected features.
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Prior to modeling crimes as a spatial-temporal process, many analysts conduct

a two-stage analysis of the events. Following the two-stage methodology for this

dissertation, we first analyze the spatial components of the crime during a single

temporal interval. Second, we analyze the temporal process of crime rates at a single

spatial location (Schabenberger and Gotway, 2005). The next two sections examine

each stage with particular focus on the considerations, challenges, and analysis of

criminal events.

2.2 Spatial Analysis

Spatial analysis is the application of statistics to data that contain a spatial element.

In the study of events, whether crime, disease outbreaks, or traffic accidents, a

geographic location is always present even if this location is not always known. This

research focuses on events with a known or reported location and considers spatial

analysis as the exploration of “relationships, patterns, and processes” of trends or

events that have a geographic component (Dangermond, 2003).

Several early works set the stage for the spatial analysis conducted today. This

collection introduces a statistical framework for examining spatial data (Clifff and

Ord, 1973; Getis and Boots, 1978; Cliff and Ord, 1981), reviews the integration of

cartography and quantitative analysis (Unwin, 1981), and stresses the importance of

examining the data visually and statistically (Ripley, 1981). Cressie’s work (1993)

collected the efforts of a decade earlier to provide a concise treatment of the three

types of spatial data: geostatistical, lattice data, and point patterns. Since this

disseration focuses on criminal events, we will primarily limit our discussion to point

processes. However, subsequent sections will review challenges associated with data

collected or aggregated at the areal - or regular - lattice level .

To expand on the notation presented in Chapter 1, we re-examine the spatial-
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temporal process minus the temporal component. We represent a spatial process

mathematically as follows:

Z (s) , s ∈ D ∈ Rd (2.3)

where s is a location within a space D of dimension d. For every location s, we

define Y (s) as an observed random variable and a representation of the physical

process being modeled (Christensen, 1991).

2.2.1 Spatial Considerations

Spatial View

Prior to continuing the discussion of spatial analysis, we first consider the concept

of space with regard to analysis and modeling. Most research today conceptualizes

space in either a field or object view (Haining, 2009). Environmental studies use

the field view to conceptualize attributes that are continuous across a surface. This

dissertation, however, uses the object view to model the real world as a series of

well-defined spaces represented as points, lines, or polygons. We represent the crim-

inal events in this dissertation as points on a geographic space. However, some of

the demographic data used to analyze the criminal’s preferences for certain spaces

represent point collected data aggregated at the areal or polygon level. We add

surfaces to the object view in order to provide volumetric representation of these

demographic variables (Demers, 2005). In Chapters 4 and 6, we examine two meth-

ods for minimizing the loss of information from the aggregation of data collection.

We present the calculated incident rates as threat surfaces representing the prob-

ability of an actor choosing a specific location and time for initiating a criminal

event.

Within the object view of spatial analysis, we need measurement levels for the

attributes related to spatial data. We use three basic classification of data: nominal,
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ordinal, and interval / ratio (Unwin, 1981; Rogerson, 2006). Table 2.1 provides an

overview of the different types of mapped data. This dissertation focuses mainly

on nominal point data representing the presence or absence of crime at a certain

space. We use both point and line ordinal data to identify an actor’s preference for

certain spaces based on distances to the feature. We also include population and

other demographic data aggregated at the areal level and recorded as interval/ratio

data.

TABLE 2.1: Types of Mapped Data (Unwin, 1981)

Measurement
Level

Point Line Area Surface

Nominal Event Road Name of Area Soil Type
Ordinal Large

City
Major
Road

County
Rankings

Soil
Classification

Interval / Ratio Temper-
ature

Traffic
Flow

Per Capita
Income

Precipitation
in cm

Spatial Categories of Clustering

Using a given collection of observed crime events, we categorize the spatial distribu-

tion using event clustering (Townsley et al., 2000). Event clustering examines the

distribution of events within the study area and provides the initial foundation for

developing spatial models. Figure 2.1 depicts three spatial categories: dispersed,

clustered, and hotspot (Chainey and Ratcliffe, 2005).

A dispersed spatial pattern has no discernable pattern of observed activity at

the examined spatial resolution. This does not mean that there are no patterns

in the examined spatial resolution; rather, it means that the spatial clustering is

not significant enough for forecasting and resource allocation. A clustered spatial

pattern presents blocks of activity that are more or less focused in specific areas

rather than dispersed across the spatial region. A hotspot is an acute clustering of
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FIG. 2.1: Spatial Categories (Ratcliffe, 2004)

event activity in the vicinity of a specific point within the spatial study region. For

example, the number of alcohol-related crimes might peak around a sporting arena

or in the vicinity of popular nightclubs. As seen in Figure 2.1, a point mapping

of activity within a study region offers a visual depiction of the spatial categories

(Chainey and Ratcliffe, 2005).

2.2.2 Spatial Challenges

The spatial components of event data answer the most basic question with regard

to spatial analysis: “where is it?” (Bivand et al., 2008). However, the spatial

components also present some challenges for spatial analysis. Since the incident data

and demographic data considered in this dissertation come from various sources, we

must consider how variations within the data could affect our efforts for increased

knowledge discovery. Dalton (2005) provides a short essay on the challenges of

temporal data. We cover this essay in Section 2.3.2. The following sections use

Dalton’s construct to consider six challenges of spatial analysis.
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Collection of Spatial Data

Prior to beginning spatial analysis of criminal event data, we ask several questions

regarding the spatial data:

• How were the data collected?

• Are the attributes applied to the spatial data continuous or discrete values?

• When were the data recorded?

These questions are important since often users of spatial data may not know

the specifics related to the collection of the data. In order to provide spatial data

users with a common method for answering these questions and others, the US Fed-

eral Geographic Data Committee (FGDC) established the metadata standards for

spatial products in the United States. These metadata standards define the char-

acteristics of a given dataset; enable the discovery of spatial libraries for research

and analysis; and assist with the evaluation of a dataset’s appropriateness for the

intended analysis (Goodchild, 1998). Many geospatial communities have not fully

adopted the FGDC metadata standards (Dalton, 2005), resulting in challenges for

sharing data across different organizations within law enforcement communities. For

this dissertation, we use a variety of data sources: the 2000 US Census demographic

data, the Topologically Integrated Geographic Encoding and Referencing (TIGER)

system, and local law enforcement criminal-incident databases. Using the available

metadata, we are able to make the appropriate data transforms to move from dif-

ferent geographic projections and make the appropriate assumptions related to the

sensitivity of modifiable areal units (Rogerson, 2006). As mentioned above, some of

the demographic data used to analyze the criminal’s preferences for certain spaces

represent point-collected data aggregated at the areal or polygon level. We will

cover techniques related to minimizing the loss of information through dense point
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lattices and interpolation of random field neighborhood structures in Section 2.2.2

and later in Chapter 6.

Aggregation of Spatial Data

One of the reasons for the growth of spatial analysis in the last thirty years is the use

of geographic information systems (Chainey and Ratcliffe, 2005; Goodchild, 2010).

A geographic information system (GIS) allows an analyst to include data from a

wide variety of sources. However, each of these sources might record attributes of

spatial data at different levels. Although a modern GIS can transform event data

from street addresses to grid coordinates based on spatial components, researchers

are often left on their own for considering and dealing with the changes of spatial

resolution across the numerous datasets. We observe one of the challenges in merg-

ing data across datasets when the zoning system used to aggregate the spatial data

influences the results of the statistical analysis. Often referred to as the modifiable

areal unit problem (MAUP), aggregating point-collected data to a human developed

boundary such as city limits or census blocks can lead to false pattern identifica-

tion (Rogerson, 2006). For this dissertation, we conduct sensitivity analysis by

modeling the processes at different aggregations in order to determine whether the

relationships hold or if the results are dependent on the areal unit selected for study.

Oftentimes, the level of aggregation affects the correlation between the spatial data

sets. For instance, at larger areal units, the ability to accurately identify an ac-

tor’s preferences for certain features is reduced (Cressie, 1993). The other challenge

related to data aggregation is commonly called the ecological fallacy which occurs

when we make stereotypical decisions from aggregated data (Demers, 2005). Mul-

tiple partitioning and indexing schemes are available to assist with facilitate data

access, retrieval, and comparison of analysis at multiple spatial resolutions (Yuan,

2009).
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Retention of Spatial Data

Spatial data have a complex structure of geographic information, attribute infor-

mation, and relationship data that is not well suited for relational database man-

agement systems. To store this data requires software capable of using specific

structures and classes for spatial data and hardware capable of storing the large

volume of data that has a spatial component such as satellite and other overhead

imagery (National Research Council, 2003). The development of geographic in-

formation systems to collect, store, retrieve, transform, and display spatial data

equipped researchers and law enforcement personnel with the ability to retain large

amounts of spatial data for real-time analysis and long-term studies (Burrough and

McDonnell, 1998).

However, these long-term studies produce another challenge for data retention.

As spatial information changes in the “real” world, the changes to the spatial rep-

resentations inside a GIS will probably require a change as well. But how should a

GIS retain the original information? The spatial components analyzed in the appli-

cation portion of this dissertation consist of incident data, demographic data, and

feature data. While the incident data occur, are recorded and stored, the possibility

exists that when the analyst examines the spatial data, some of the feature data

considered by the criminal could be different than that contained in the geographic

information system. For example, the street layer and building data collected in

2000 might change over a decade. Zoning conditions for residential and business

districts often change based on the needs of the local population. For a law en-

forcement official conducting long term analysis, the GIS used must be capable of

retaining and documenting the changes to specific spatial features such as new con-

struction, street network changes, and zoning area changes (residential versus retail

areas). Rollback and transaction recording features of large scale databases are only
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recently making appearances inside geographic information systems (Ormsby et al.,

2001; Dalton, 2005). 1

Visualization of Spatial Data

MacEachren et al. (1992) defined visualization as “first and foremost an act of cog-

nition, a human ability to develop mental representations that allow us to identify

patterns and create or impose order.” Advances in geographic information systems

have improved the analyst’s ability to identify patterns in spatial data. ESRI’s

relatively recent (the last 10 years) release of ArcGIS geostatistical analysis offers

law enforcement personnel a tool-specific methodology for exploratory spatial data

analysis (Johnston et al., 2001). The R open-source statistical software community

offers specific spatial classes and packages to provide the well-trained law enforce-

ment analyst a nearly limitless range of possibilities for conducting spatial analysis

(Bivand et al., 2008).

When thinking about spatial analysis, we must consider which graphical meth-

ods are appropriate for the data. Figure 2.2 depicts a unique plot that shows the

potential intersections between data and visualization as a comprehensive classifi-

cation system of graphical data representations (Keim and Ward, 2003).

The software applications mentioned earlier allow the analyst to produce dis-

plays across the three-dimensional space as introduced by Keim and Ward (2003).

For initial data investigation, we use a combination of brushing and linking for

multidimensional data on standard two-dimensional displays as a visual means for

identifying potential criminal event patterns. Final visual displays of predictive sur-

faces are hierarchical displays projected on a multidimensional view of the study

1Fortunately, even though retaining this large volume of spatial data consumes large amounts
of storage, the spatial analysis communities have seen the cost of collecting and storing digital data
fall drastically over the last decade (Miller, 2009).
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FIG. 2.2: Three-Dimensional Space of Graphical Displays (Keim and
Ward, 2003)

region.

FIG. 2.3: Sample Results from Brushing and Linking

The images in Figure 2.3 present a flat two-dimensional view of sample results

from brushing and linking. By changing the source of the incident data, we can

identify a change in the spatial distribution from the left map to the right map.

The image in Figure 2.4 depicts a three-dimensional view of a criminal-incident

predictive surface projected over the study area. Notice the height and color shift
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FIG. 2.4: Sample Predictive Surface

in the center of the image indicating an increased probability of crime. Section 2.3

provides more details related to visualizing temporal data.

Investigation of Spatial Data

One of the primary benefits in today’s geographic information systems is the abil-

ity to examine or investigate statistically the spatial changes of event data. One

contribution to exploring spatial data is a combination of visual exploration with

geocomputation to produce a Self-Organizing Map (SOM). The SOM uses data-

mining techniques to compress multidimensional data onto a two-dimensional lat-

tice to produce a series of small planes that enable visual discovery of potential

relationships between attributes (Demsar, 2009). A less computationally intensive

method would use Tufte’s small multiples to compare either varying spatial plots

or bivariate matrices across the study space and span (Tufte, 1997). For the initial

spatial-data investigation in this dissertation, we use a variation of the method-

ology introduced by Johnston et al. (2001). Beginning with a visual exploratory

data analysis using small multiples to examine spatial patterns over time, we iden-

tify areas warranting further investigation using statistical-based analysis. Multiple

queries assist in developing an understanding of underlying spatial patterns, corre-

lation, and other interactions in the site-selection process. These queries begin with

a simple spatial query and extend to more complex region and relationship queries

Yuan (2009). Specific methods related to identifying spatial clustering and exploring
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spatial autocorrelation are discussed in Chapters 4 and 5. Section 2.4 discusses the

investigation of spatial-temporal data and the challenges inherent to dealing with

the more complex spatial-temporal models.

2.2.3 Spatial Applications

The literature includes extensive coverage of the use of geographic information sys-

tems and statistical methods to study spatial point data. Fotheringham, Brunsdon,

and Charlton (2000) describe clustering techniques borrowed from the field of data

mining and applied in the context of spatial data. A more general, statistical ap-

proach involves testing the hypothesis that spatial event data is clustered against

the hypothesis that the data is distributed in a spatially random manner. This

clustering of events could reflect aggregation around a point source or along a linear

source rather than simply clustering in general. With regard to criminal event data,

alcohol-related incidents tend to be clustered within districts zoned for entertain-

ment or drinking establishments. However, clustering of residential break-ins is by

definition spatially aligned with residential areas. Gatrell (1994) reviews the lessons

learned from early disease-mapping studies that identified the importance of estab-

lishing a reference distribution with which to compare the data that are the focus

of the study. For instance, patterns of criminal events and disease outbreaks often

mirror the spatial pattern of the population density within the study area.

Several techniques are available for determining the presence of clusters com-

pared with the baseline population distribution (Baily and Gatrell, 1995). Roger-

son (2006) recommends using proportional sampling, if possible, during the data-

collection phase. Lawson (2009) provides for the inclusion of a population variable

in the modeling phase. We use Lawson’s method in Chapter 6 to account for the

criminal’s preferences for site selection within spatial areas based on the population
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densities. In the context of our problem, this method has the potential to help in

determining whether there is an abnormal concentration of attacks — for exam-

ple, along a particular road or in the vicinity of a particular municipal or religious

landmark.

All of these methods are accomplished through the specification of an inten-

sity function of events that is dependent on the distance from the alleged source

point. Diggle and Ribeiro (2007) examine spatial statistics focusing on “spatially

continuous phenomenon” and Christensen (1991) provides an introduction to the

application of linear modeling for spatial data.

2.2.4 Spatial Analysis of Crime Incidents

Of primary concern to this dissertation is the use of spatial analysis to support

law enforcement operations. Many law enforcement offices include computational

statistics and analysis as part of their community police operations (Townsley et al.,

2000; Chainey and Ratcliffe, 2005). At the basic level, analysts predict future events

on the basis of the geographic location of past events; to do so, they use a method

often referred to as “hotspotting” (Eck et al., 2005; Cliff and Haggett, 1998). The

assumption for hotspotting is that the crimes of tomorrow will occur near the crimes

of today (Groff and LaVigne, 2002). Early research demonstrates how spatial anal-

ysis can identify clusters, or “hotspots”, of automobile theft and assist police with

allocating resources into suspected trouble areas (Rengert, 1997). Later research ex-

plores the relationship between criminal hotspots with patterns of criminal behavior

related to recidivism and spatial limits on criminal behavior (Townsley et al., 2000;

Block et al., 2007).

With the increasing availability of geographic information systems and compu-

tational capability, more advanced methods use artificial neural networks to predict
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the future locations of crime (Olligschlaeger, 1997). Although the predictive per-

formance of these models exceed basic hot spot methods (Olligschlaeger and Gorr,

1997), the use of neural networks fails to provide the analyst with a clear under-

standing of what spatial features are providing the most impact on the predictions

(Groff and LaVigne, 2002). In order to improve on the predictive power of hot

spotting while also gaining insight into which spatial features are important, we

modify the discrete choice theory from economics (McFadden, 1986) to model the

criminal’s site-selection process (Liu and Brown, 1998; Xue and Brown, 2003; Smith

and Brown, 2004; Bernasco and Block, 2009).

The commercial sector and academia have contributed several applications re-

lated to spatial data analysis in support of law enforcement efforts. The ArcGIS

software produced by ESRI is one of the most popular applications for larger or-

ganizations (Johnston et al., 2001). While not specific to crime analysis, the S+

SPATIALSTATS module provides law enforcement agencies with a means for con-

ducting exploratory spatial data-analysis and for modeling point patterns as well

as areal and geostatistical data (Kaluzny et al., 1997). Similarly, the open-source

statistical software R provides researchers and other professionals with capabilities

for robust statistical analysis of spatial data (Bivand et al., 2008). Two research ini-

tiatives started in the academic community deserve special mention. Developed at

the University of Virginia, the Regional Crime Analysis Program (ReCAP) provides

local law enforcement agencies with a collection of spatial-analysis and data-mining

tools to assist with understanding criminal patterns (Brown, 1998). The National

Institute of Justice (NIJ) sponsored research that led to the development of CrimeS-

tat, which allows law enforcement agencies to conduct spatial analysis and “journey

to crime” modeling (Levine, 2009). We examined several spatial analysis platforms

for this dissertation, but most of the modeling was done using the R and ArcGIS

platforms.
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As the operational demands for law enforcement agencies increase and resource

budgets decrease, decision makers depend more on spatial analysis to support re-

source allocation and law enforcement policing strategies. Spatial analysis offers

benefits to all levels of services in the law enforcement community. By understand-

ing environmental issues related to certain types of crime, law enforcement and

community officials have options for changing the physical environment to reduce

the preference of criminals for certain areas. Understanding spatial crime patterns

allows the law enforcement field to adjust policing patrols both to make certain areas

less desirable to criminals and to reduce the local community’s fear of certain types

of crimes (Chainey and Ratcliffe, 2005). Additional details on these and other ap-

proaches with respect to criminal analysis can be found in (Xue and Brown, 2003),

(Boba, 2005), (Eck et al., 2005), (Tseloni, 2006), (Gorr and Kurland, 2011), and

(Mohler et al., 2011).

2.3 Temporal Analysis

The previous section focused on the spatial analysis of events. However, every event

happens not only in space but also in time. An alternative analytical approach

switches the focus from the spatial components to the temporal patterns that might

exist in event series. Ignoring the spatial portion, we can mathematically represent

a temporal process as a group of random variables

{Y (t) , t ∈ T}

where T is a set of time points that can be defined as continuous or discrete. For

every time t, Y (t) is an observed value of the process being modeled (Chatfield,

1975).
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2.3.1 Temporal Considerations

Before discussing temporal analysis, we must first clarify how this dissertation will

define time. The literature overflows with definitions of time, for example, as a

quantity of movement, a dimension, a line without endpoints, and even an illusion.

Galton identifies the fundamental components of time as duration and direction.

A segment of duration can be considered an interval. The ordering of these inter-

vals provides a representation of direction. Finally, the consolidation of measured

intervals into temporal blocks can represent discrete time (Galton, 1997). This dis-

sertation uses temporal intervals as the initial application of temporal considerations

for spatial event prediction.

Accepting time as discrete temporal intervals requires additional considerations

when integrating space and time in current geographic information systems. Lan-

gran’s work stands as one of the core components in the literature regarding time

within spatial-analysis tools. One of Langran’s key contributions is the concept

of “cartographic time.” Langran defines cartographic time as a method of distill-

ing “the characteristics of time that are essential for representing spatiotemporality

in the most pragmatic and general fashion” (Langran, 1992). The following table

provides a brief overview of the major components of cartographic time.

Temporal Categories of Clustering

Much like spatial patterns, temporal patterns can exist in a series of event occur-

rences. We define three types of temporal patterns: diffused, focused, and acute

(Ratcliffe, 2004). A diffused temporal pattern has no discernable pattern to activity

at the examined temporal resolution. This does not mean that there are no differ-

ences in the examined temporal blocks, just that the differences are not significant

enough for forecasting and resource allocation. A focused temporal pattern presents
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TABLE 2.2: Components of Cartographic Time (Langran, 1992)

Component Synopsis
Fourth
cartographic
dimension

Integrates with the dimensionality aspects of spatial
analysis

Non-interacting
time and space

More useful applications for considering time and
space being recorded independently

Temporal
boundaries

Exist when change occurs

Language of
temporal maps

Similar to linguistic concept of tense: present, past,
future

Temporal
objects and
topology

The sequences of states

Facets World time represents real time while database time
represents the time when information was recorded

Constant
identify

The challenge of maintaining changing temporal
information to the associated entry

FIG. 2.5: Temporal categories (Ratcliffe, 2004)

a block of time that is more or less active than the others for event activity. An

acute temporal pattern is an increase of event activity within a smaller block of the

examined temporal resolution. For example, the number of alcohol-related crimes

might peak during sporting events or after the closing times of nightclubs. As seen

in Figure 2.5, a histogram of event occurrences for a specific temporal resolution

offers a visual depiction of the temporal categories (Chainey and Ratcliffe, 2005).
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2.3.2 Temporal Challenges

Dalton provides a clear synopsis of the challenges with considering time in the

analysis of spatial events. Since most data is not exclusively spatial or temporal, the

intersection of these data types provides an area for increased knowledge discovery.

The sections below briefly summarize the six challenges of dealing with the temporal

component of event analysis (Dalton, 2005).

Collection of Temporal Data

How old are the data? When were the data recorded? At what time have the data

changed? Questions of time are important since users of GIS often have data with-

out a time attribute. But in reality, all data has a temporal component — either a

date of creation or a date of recording. For law enforcement personnel, crime event

data must be tagged with a temporal component, even if the tagging of the data

is not “timely” (Ackerman, 2006). Much like with the standards for spatial data

discussed in Section 2.2.2, the Federal Geographic Data Committee’s metadata stan-

dards developed for geographic information systems contain standards for storing

temporal data (Dalton, 2005). Metadata offers the opportunity to store the most

basic temporal component—date of creation. Additional metadata schemas offer

the opportunity to expand upon the temporal aspects of the dataset. However, the

recording metadata is not consistent across the global community. In several sys-

tems, furthermore, the metadata is not embedded in the spatial dataset which offers

the opportunity for data loss when transferring or exchanging among users (Dalton,

2005). Advances in standardized reporting assist in reducing, but not eliminating,

errors resulting from varied reporting practices (Mosher et al., 2011).

Part of the challenge with the collection of temporal data is in establishing

and maintaining the “temporal consistency” (Guptill, 1995) required for operations
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involving multiple agencies and organizations from a broad spectrum of resource

providers (Dalton, 2005). As awareness of an event filters through the organizations,

each level has an “awareness time” in addition to the event times, observation times,

and transaction times defined by Guptill (1995). Gutpill’s expansion of Langran’s

facets – seen in Table 2.2 – recommends that time consists of three types: event time

– when did the event occur?; observation time – when did the collector record the

information?; and transaction time – when was the information added or updated in

the database? These three times are normally not identical and may be expressed as

a time of occurrence or in a relative sense (Guptill, 1995). This dissertation assumes

that the time being considered is the event time—when the event occurred. Specific

discussion on estimating event time based on observation times can be found in

(Ratcliffe and McCullagh, 1998; Ratcliffe, 2000, 2002). For the application portion

of this dissertation (Chapter 7), we assume that the temporal value of the criminal

incident recorded in police call records is the actual temporal value.

Aggregation of Temporal Data

Another issue stems from the use of data collected from multiple sources. Each

source might be recorded at a different point of time. Although modern software

applications can transform data based on spatial components, researchers are often

left on their own to consider and deal with changes of time across the numerous

datasets. Industry efforts for embedding temporal information into spatial layers

provide researchers and law enforcement personnel with one mechanism for deal-

ing with this challenge (Dalton, 2005). Aoristic analysis offers another solution for

dealing with the challenges of various temporal components associated with multiple

series of events recorded at different times. Aoristic analysis allows for the calcula-

tion of the probability of event occurrence when the specific time of the event is not

known but a time span of when the event occurred is (Ratcliffe, 2000, 2002). As
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mentioned above, in this dissertation we assume that the temporal value recorded in

police call records is the actual temporal value. We use that temporal value as the

basis for aggregating events into specific temporal intervals for hierarchical modeling

introduced in Chapter 4. The dynamics of event data require the spatial-temporal

researcher to consider scale, quantity, and representation during both the collection

and aggregation phases. Accounting for the distribution of event data across the

space-time continuum also impacts the storage, or retention, requirements (Good-

child, 2010).

Retention of Temporal Data

As information changes, the changes to the spatial representations inside a GIS will

probably require a change as well. However, how should a GIS retain the original

information? Dalton stresses several applications in which modification of spatial

data conditions without tracking of temporal changes could impact decision mak-

ing: school choice, police patrol assignments, and legislative representation (Dalton,

2005). Earlier work on temporal databases examined efforts to define appropri-

ate data structures for the time domain. The representational alternatives and

data models presented by Snodgrass are varied and some have passed their “time.”

The basic discussion of querying, transaction storage, and temporal indexing serve

as a cornerstone for today’s applications (Snodgrass, 1992). The “rollback” and

transaction-recording features of large scale databases are only recently making ap-

pearances inside GIS (Dalton, 2005). However, increased storage requirements for

these transaction-recording features complicate the required indexing schemas for

efficient searches across the multiple temporal versions of spatial data (Yuan, 2009).
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Visualization of Temporal Data

Even though most of us often consider time in terms of discrete instances, we also

recognize that time is continuous. The initial challenge for an analyst is not only to

store and retain the attribute of time but also to display it inside the visualization

component, whether static or dynamic (Dalton, 2005). After analysis, the remaining

challenge is presenting the results in a manner the reader can understand. Several

researchers have developed unique approaches to this second challenge: small mul-

tiples (Tufte, 1997), movies (Jesse, 2000), and three-dimensional displays (Booth,

2000). Each of these methods offers some benefit to the analyst; however, the abil-

ity to incorporate any or all of the above is not native to the spatial-analysis tools

commonly available to law enforcement personnel (Dalton, 2005).

An expansion of Tufte’s small multiples was the inspiration for a recent effort

between the research and intelligence communities that resulted in the development

of a GIS “superset.” Starlight is a visual-information-analysis system that provides

improved visualization not available in every GIS. Starlight can act as an exten-

sion for the user’s base GIS. Combining data that has textual origins with spatial

and temporal data from a GIS, Starlight allows the analyst to examine data valid-

ity, qualitative spatial information, and other data within an environment familiar

to GIS users (Rex and Rasmussen, 2000). As visually impressive as the Starlight

application might be for examining temporal changes across spatial areas, the com-

putational and other resource requirements are beyond the capability of most users.

Much like Starlight, WebTAS is another government-sponsored software tool

that not only replicates the basic capabilities for a GIS, but also includes the ability

to examine temporal, spatial, and entity information (Jesse, 2000). WebTAS does

have a downside for the hardcore GIS user, however; the focus for WebTAS is more

on the fused analytical product and not the purely spatial functionality. Current
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research has contributed several additional add-on and integrated components to

assist analysts with investigating patterns in both space and time (Morgan, 2009;

Hadlak et al., 2010; Shaw, 2010; Gorr and Kurland, 2011).

Investigation of Temporal Data

Another component some GIS tools lack is the ability to examine or investigate

statistically the temporal changes of the spatial information. Several areas of study

(target recognition, traffic monitoring, and wildlife management) require a corre-

lated spatio-temporal model. Studying processes that are jointly dynamic in time

and space require not only this correlated spatio-temporal model but also the afore-

mentioned retention challenge (Dalton, 2005). Continuous improvements in the ana-

lytical capabilities of geographic information systems, in addition to the data storage

and manipulation requirements of temporal information, will benefit research and

application. Improvements in spatiotemporal indexing schemes in conjunction with

refined temporal data models assist analysts with understanding event dynamics

and correlation (Yuan, 2009).

2.3.3 Temporal Applications

There has been some unique coverage in the literature of time series analysis with

respect to violent events. Work by Midlarsky et al. introduced the examination of

the temporal aspects of terrorism and initiated an increasing focus on data collection

and analysis (1980). Mickolus’s work and commentary presents considers datasets

and analytical techniques on the basis of the selected data (1987). Enders and

Sandler have consistently published analysis based on international trends (2000),

patterns (2002), and the impact of terrorism (2006). Their work on transnational

terrorism serve as a template for this dissertation in examining temporal issues of
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criminal activity.

The use of temporal analysis is not limited to the study of violent events, how-

ever. The benefit of temporal analysis can be seen in environmental research and

economic studies. Combining regression models with time-series models improves

multiseason forecasts for hurricane activity. Using Monte Carlo simulations to gen-

erate sea surface temperatures, researchers sample from that posterior distribution

to forecast hurricane counts across a given temporal resolution (Elsner et al., 2008).

The use of Bayesian regression minimizes the disadvantage of the reduced preci-

sion in historical data to more accurately forecast hurricane landfalls six months in

advance (Elsner et al., 2006).

2.3.4 Temporal Analysis of Crime Incidents

Of primary concern to this dissertation is the integration of temporal considerations

with spatial analysis in support of law enforcement operations. A significant amount

of research activity focuses on analyzing temporal elements of crime data to provide

information on the behavior and patterns of criminals (Townsley and Pease, 1997;

Townsley et al., 2000; Ratcliffe, 2000; Clark and Eck, 2005). The routine-activity

theory explains that crimes occur at certain times and places that match the crim-

inal’s and the victim’s daily routines (Rossmo et al., 2005). Additional research

examines the impact of seasonal weather patterns on criminal behavioral patterns

(Jacob et al., 2007). A motivating factor within a large portion of crime research

is improving resource allocation within police departments on the basis of temporal

forecasting (Gorr et al., 1999; Groff and LaVigne, 2002).

Creating a temporal study of event data requires the collection of location,

attribute, and time data (Langran, 1992). Using time-series methods for forecasting

crime rates, researchers have shown improvements over the basic police practice of
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“yesterday” forecasting (Deadman and Pyle, 1997; Gorr et al., 2003). Short-term

forecasting allows crime analysts to predict more accurately crime rates one month

ahead using smoothing algorithms with seasonality. The choice of a smoothing

parameter is important in crime-series forecasting because while a small parameter

will produce estimates that are too erratic for resource allocation, a larger parameter

might miss important temporal pattern shifts (Faraway, 2006). Using a rolling-

horizon design (Makridakis et al., 1982), one study examines crime across a 36-month

temporal horizon with a variety of forecast methods, most of which use the previous

60 days to predict against the next 30 (Gorr et al., 2003). Although this dissertation

does not examine the application of smoothing algorithms, it does incorporate the

use of seasonality indexes into the feature-space model in Chapter 3.

To enhance event prediction, other research considers temporal data as a tem-

poral feature. Temporal features are an attempt to capture temporal information

for modeling and predicting criminal activity. Temporal features can include time-

of-day, event time, and relational time. Kerchner’s examination of temporal features

begins with a discussion of temporal resolution. If the goal is to forecast daily op-

erations at a police department, examining annual crime patterns may not provide

the most useful information. However, once the level of resolution has been selected,

the temporal data can be analyzed as a component of “feature-space.” The feature-

space methodology allows the analyst to include temporal information—not just as

a component of time series-analysis, but rather as a component of the multidimen-

sional criminal site selection process (Kerchner, 2000). In Chapter 5, we expand

the feature-space model to focus on more than a specific temporal interval. Using

a hierarchical framework, the analyst can now examine how the temporal distance

from a select temporal reference point affects the criminal site selection process. The

concept of temporal features allows the analyst to move away from purely spatial

or temporal analysis and closer to an integrated analysis.
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As a means of examining criminals’ temporal preferences, analysts take “snap-

shots” of time in order to create temporal criminal hotspots. The snapshots vary in

temporal resolution from hours to days to months or seasons. Many researchers use

event density maps as temporal snapshots. These temporal surface density maps

may then be compared to similar historical snapshots in order to assist with identi-

fying temporal trends or making predictions for upcoming time periods (Eck et al.,

2005).

However, since data are not exclusively spatial or temporal, the intersection of

these data types provides an area for increased knowledge discovery. The following

section reviews several alternative methods for analyzing spatial-temporal data.

2.4 Spatial-Temporal Analysis

Spatial-temporal analysis is the application of statistics to data that contain both

spatial and temporal elements. In the study of events, the spatial-temporal compo-

nents are always present even if they are not known. The integration of space and

time information into a spatial-temporal data model allows us to pursue the ques-

tion of “what happens where when?” (Bivand et al., 2008). As noted in Chapter 1,

we represent a spatial-temporal event mathematically by adding a temporal index

to the spatial process of Equation 2.3 such that

Y (s, t) , s ∈ S ∈ Rd, t ∈ T

where Y is a process observed at a location s at a point in time t. Y (s, t) is a

random variable that represents the observed value of a process in both time and

space (Chen et al., 2006).
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2.4.1 Spatial-Temporal Considerations

Criminal Site Selection

Site-selection is the process by which actors select the time and space to execute

events on the basis of their preferences (Porter, 2006; Xue and Brown, 2006). Early

research on site-selection defines the actor’s site selection process as one of spatial

choice. Spatial choice models assume an actor will select a site (e.g., for migration,

retail establishment, or criminal event) on the basis of the perceived utility or the

worth of that site from a set of alternatives (Ewing, 1976; McFadden, 1986). This

view of behavioral geography assumes that spatial-point processes involving actors

are based on the actors’ mental processes and perceptions (Burnett, 1976).

More recent work in criminology views this spatial choice as “rational criminal

theory.” Rational criminal theory assumes that individuals have specific reasons for

committing a crime at a certain time and a certain location (Clark, 1980). By ex-

amining the historical criminal activity data within a spatial region, we can discover

patterns that might indicate criminals’ preferences for executing crimes at certain

locations (Brantingham and Brantingham, 1984). Spatial choice models assume an

actor will select a site (e.g., for migration, retail establishment, or criminal event)

based on the perceived utility, or worth, of that site from a set of alternatives (Ew-

ing, 1976; McFadden, 1986). The use of spatial choice models nests well within

the rational criminal theory since it assumes that spatial point processes involving

actors are a result of the actors’ mental processes and perceptions (Burnett, 1976).

Consider a criminal who wants to steal a car. Will he choose a parking garage at

the center of town with restrictive traffic flows or will he choose the mall parking

lot near a major freeway on the outskirts of town? Previous work has shown that

the car thief will take the car from the mall since features surrounding a location

are as critical as the location itself (Rengert, 1997). Brown et al. (2001) showed
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that data mining previous criminal events provides insight to what spatial features

might be considered by a criminal in selecting a location to commit a crime. We

define this set of spatial considerations to be the feature-space. An expansion of

this rationality consideration for terrorist site-selection can be found in Brown et al.

(2004) and Enders and Sandler (2006).

This dissertation expands on the spatial choice problem to examine the impact

of both geographic and temporal features on the criminal’s site-selection process.

The preferred location for an individual to execute an event might change from

populated to unpopulated areas and could change depending on the time of day or

the day of week (Rossmo et al., 2005). Rather than using a latitude and longitude to

describe each location in a study region, we use spatial distances to environmental

features — such as schools, streets, or stadiums — and spatial representations of

social demographics — such as population, percent rental properties, and household

income — to examine which locations are preferred by criminals for certain types

of crimes (Bannatyne and Edwards, 2003; Liu and Brown, 2003; Huddleston and

Brown, 2009).

Random Fields

This dissertation’s third effort is in exploring criminals’ temporal considerations for

initiating crimes at specific times and places. Although much theoretical work has

been done on the use of Markov random fields for geostatistics, the application

within the construct of the CSS problem has been limited. Markov random fields

(MRFs) for spatial-temporal events specify that a variable is only dependent on its

neighborhoods and its previous temporal state. This dissertation explores the use of

the MRFs as a means of modeling event data. A review of neighborhood structure

forms the basis for understanding this modeling application for both marked-point

and areal processes within a specific spatial-temporal zone. Reviewing the theo-
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retical and computational work from disease-mapping and environmental studies,

we examine how a Bayesian hierarchical model (BHM) might apply for modeling

criminal site-selection problems. The BHM reviewed in Chapter 6 includes elements

of feature-space information in a logistic regression model with an auto-regression

on the state of the neighboring locations across a regular or an irregular lattice at

discrete temporal intervals.

Neighborhood Structure

To examine a spatial random field, we specify a neighborhood system within a lat-

tice structure. Following the work of (Besag, 1974; Rue and Held, 2005; Marin and

Robert, 2007), we define a random field as a set of conditional densities across a

neighborhood system. For the purpose of this dissertation, the lattice consists of ir-

regular regions based on administrative boundaries with discrete variables measured

across specific temporal blocks. Given a lattice I of sites, we can consider a site

i ∈ I. We use ∼ to denote the neighbor relationship, and we force the relationship

to be symmetric such that if i ∼ j then j ∼ i and i is not a neighbor of itself (Marin

and Robert, 2007). We define a site si to be a neighbor of sj if the conditional

distribution of Y (si) depends on Y (sj) for j 6= i (Cressie, 1993). The neighborhood

set of site i is now defined as

Ni ≡ {j : j is a neighbor of i} (2.4)

and a clique is the set of sites that are neighbors of each other. At the most basic

level of a Markov field—a one dimensional Markov chain—it is easy to show the

neighborhood relationships such that the Pr (yi|Ni) is dependent upon the value at

yj if i ∼ j (Besag, 1974). Figure 2.6 depicts this one-dimensional structure. A

collection of sites with an established neighborhood specification generates a class
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FIG. 2.6: First-Order Markov Chain (Besag, 1974)

of stochastic schemes called Markov random fields (Besag, 1974). In order to take

advantage of the Hammersley-Clifford theorem concerning local and global Markov

properties and define the joint distribution, we need only to identify the probability

structure for each of the sites along with these neighborhood relationships (Besag,

1974). For spatial statistics, the use of a regular lattice structure matches well

with the accepted practices related to spatial sampling. Figure 2.7 depicts several

common neighborhood structures used in imagery analysis and geostatistics for a

regular lattice structure (Higdon, 2007). For this dissertation, we focus on using

(a) Four - Queen’s rook (b) Eight (c) Twelve

FIG. 2.7: Neighborhood Structures

an irregular lattice such that the second-order neighbor structure is based on edge

or vertex adjacency. We know that most administrative boundaries create a region

with shared borders (Rue and Held, 2005), so we concentrate our MRF exploration

at the United States Census block-group level. Figure 2.8 presents a study region

using block-group consolidation with the second-order neighbors highlighted. Once

we have an established neighborhood structure, the next step in preparing to model

spatial-temporal events using an MRF methodology is creating an undirected graph
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FIG. 2.8: Irregular Lattice with Second-Order Neighbors. An example
of the study region used in Chapter 7 depicting the lattice structure
based on census block-groups. In this figure, the red block-group
is the focus area with the green block-groups depicting the second-
order neighbors.

(Rue and Held, 2005). The undirected graph with nodes from an irregular lattice

allows us to represent the conditional independence structure required for a Gaussian

MRF. Following the notation of Rue and Held, we introduce an undirected graph

Γ as a tuple with Γ = (V,E) where V is the set of nodes and E is the set of edges

{i, j} where i, j ∈ V and i 6= j. Figure 2.9 depicts an undirected labeled graph of

the study region used in the simulation portion of this dissertation. Constructing

this undirected graph with a defined neighborhood structure sets the conditions for

examining the formal definition of an MRF in Chapter 6.

2.4.2 Spatial-Temporal Challenges

Combining spatially referenced explanatory variables with the MRF probability

structure can yield poor estimates of the regression coefficients and produces com-

putational challenges related to multicollinearity (Lawson, 2009). We can remove

some of the explanatory variables to reduce the impact of the intercorrelation, es-

pecially if the variables demonstrate spatial correlation (Kutner et al., 2004). This
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FIG. 2.9: Undirected Labeled Graph for Simulation Region. The graph
does not represent the spatial layout of the study region but rather
shows 16 nodes and the relationships built upon shared borders for
a total of 84 neighbors.

dissertation does not fully explore feature selection but rather refers the reader to

more intensive reviews found in (Riese, 2001; Smith and Brown, 2004; Huddleston

and Brown, 2009).

2.4.3 Spatial-Temporal Applications

As noted earlier, the use of temporal analysis is not limited to the study of crime

events; similarly, the use of spatial-temporal modeling extends beyond crime anal-

ysis. A large portion of the work on spatial-temporal analysis is seen across the

environmental sciences, from weather patterns to disease outbreaks. Several works

on modeling weather patterns start with the two-stage analysis methodology pro-

posed by Schabenberger and Gotway (2005). Using the two-stage approach for

temperature prediction, we first examine temporal patterns at one spatial point to

identify patterns of trend or seasonality. Including the temporal patterns into a

spatial Gaussian random field model shows performance benefits similar to other

purely spatial correlation models but also includes the benefit of modeling season-
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ality (Benth et al., 2005).

The benefit of spatial-temporal modeling is also seen in using Poisson space-

time models for modeling hurricane activity in the North Atlantic. Using hurricane

counts aggregated across a distinct regular lattice, the truncated Poisson space-time

autoregressive (TPSTAR) model incorporates spatial and temporal information to

improve annual forecasting along known hurricane tracks (Jagger et al., 2002). For

the crime study in Chapter 7, we use the space-time model constructs of the TP-

STAR model related to neighbor associations and first order autogressive selection

but substitute a binary function to represent the results of the criminal’s decision

to initiate or not initiate a criminal event at a certain time and place. Figure 2.10

depicts the space-time model construct for modeling event activity as a function of

previous state and neighborhood activity. Several works on disease mapping use an

FIG. 2.10: Space-Time Neighborhood Framework for Modeling Event
Activity (Jagger et al., 2002)

MRF specification to model disease outbreaks and spread in space and time. Using

logistic regression across areas on a regular lattice framework, researchers added a

regression and temporal component to one of Besag’s models to accurately model
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outbreaks of pine beetle infestations in North Carolina (Zhu et al., 2006). In Section

7.1, we mimic the study’s use of data aggregation with the application of thresholds

for determining a binary response in administrative areas.

Another study using random fields models spatial distributions of hickory trees

in both continuous and discrete settings. Using a true Poisson cluster process as

the basis of the random field model fails to consider other potential variables that

affect the distribution, however, we see the benefit of using the discrete case for

dealing with aggregated data such as crimes within census blocks (Wolpert and Ick-

stadt, 1998). We may also use an MRF construct within an autologistic regression

model. The linear regression model provides a method for incorporating potential

explanatory variables while the autologistic portion accounts for the spatial depen-

dence. Incorporating a temporal component within the autologistic portion assists

in modeling disease outbreaks and spatial distributions of ecological species (Huffer

and Wu, 1998; Zhu et al., 2006). The use of Akaike’s information criterion (AIC)

for model selection assists with finding the right balance of explanatory variables

without over fitting (Zhu et al., 2008).

Hierarchical modeling supports efforts in integrating the multilevel feature-

space modeling across the irregular space of the study area (Rue and Held, 2005).

Rue and Follestad’s work (2003) reviewed the basics of Gaussian MRFs and pre-

sented several case studies across multiple disciplines. Space-time fields using a

Bayesian approach offer potential solutions for reducing the computational chal-

lenges that come with modeling large spatial-temporal datasets (Banerjee et al.,

2004; Le and Zidek, 2006). Of three approaches to inference and modeling of bi-

nary data across a lattice, pseudolikelihood provides the easiest implementation and

fastest performance on medium-sized lattices ( n <1000 ). Bayesian and traditional

maximum-likelihood approaches perform well on smaller spatial regions with little

spatial dependence (Hughes et al., 2011).
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The feature-space model introduced in Section 2.4.4 has application outside

crime-event modeling as well. Extracting feature-space information from over 500

historical events, researchers used spatial-preference, logistic-regression, and merged

approaches to adapt the feature-space model for predicting the likelihood of terrorist

events. Given available spatial and demographic data, analysts are able to broaden

their understanding of the site-selection process used by terrorists (Brown et al.,

2004). For this dissertation, we improve our ability to model criminal events with

temporal-patterns by adapting the spatial logistic-regression model to include tem-

poral features such as temporal intervals and temporal distances to specific events.

2.4.4 Spatial-Temporal Analysis of Crime Incidents

Feature-Space Modeling

This dissertation continues the work related to feature-space modeling of criminal

events. Similar to the work on economic spatial choice (McFadden, 1986), it as-

sumes that criminals choose to execute crimes at specific points and specific times

and that their choices are based on a spatial-temporal analytical process (Branting-

ham and Brantingham, 1984). The feature-space approach includes cultural infor-

mation obtained through census data with distances to significant geographic areas

as predictor variables for modeling event likelihood. Significant geographic features

include man-made features—such as buildings, streets, police stations, or banks—

and natural features—such as rivers or mountains. These variables, or “features”,

help model an actor’s target preferences and enable analysts to see a wide variety

of possible event locations, not just past locations. This feature-space model is then

used to derive spatial clustering, or hotspot, information that is based on past events

and augmented with the spatial and cultural features obtained from the empirical

analysis. Figure 2.11 depicts the original feature-space model developed by Liu and
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Brown (1998). Each event occurs within geographic space is related to a set of

spatial or cultural features, and each occurs along a time axis.

FIG. 2.11: Original Feature-Space Model (Liu and Brown, 1998)

While Figure 2.11 depicts the theoretical construct, the advances in geographic

information systems enable the practical application of feature-space information to

modeling crime data (Brown and Liu, 1999). Since our initial focus is on criminal

events as a point process, we create a null grid layer across the study region to

represent the lack of events within the space (Chawla et al., 2001; Liu and Brown,

2003; Brown et al., 2004). We measure spatial distances from both the null grid

and incident layer to various features within the study region. Demographic values

are assigned to points on the basis of the containing or nearest polygon’s values.

Figure 2.12 provides an expanded view of the GIS layers used to model feature-

space. Using the feature-space methodology, we estimate crimes at the census-

block level in two-week intervals with mixed models. By reducing the temporal

horizon to two weeks for model building and forecasting, we capture changes in the

temporal transition patterns of the criminal site-selection process (Brown and Liu,
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FIG. 2.12: Geographic Information System View of Feature-Space

1999; Liu and Brown, 2003). To identify distinct spatial choices among an unknown

number of criminals, we use cluster analysis to identify areas of preferences for

certain individuals or groups of criminals. Within a two-month temporal window,

a Gaussian mixed model performs as well or better than traditional kernel models

(Brown et al., 2001; Xue and Brown, 2003, 2006). Hierarchical correlation clustering

also benefits analysts focused on exploring linkages between known or unknown

groups and observed crimes. This methodology groups similar variables and marks

the variables noted as “interesting” to represent each data cluster. Recent work

indicates that this method is more robust and has better predictive capabilities

than traditional hotspotting models (Smith and Brown, 2004).

Multinomial-choice modeling helps identify a narrowed data set chosen by the

decision maker to increase the utility of the developed model (Smith and Brown,

2004). Reducing the modeling scope can make significant insurgent attacks (those

causing large numbers of casualties) stand out. In addition, by identifying choice-

modeling patterns, an analyst can identify events linked to a specific group (Hud-

dleston and Brown, 2009). The analyst can also use predictor variables—such as
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incident relation to specific features or temporal events—to help build the model.

With this information and additional background knowledge of the target groups

involved, predicting insurgency attacks or criminal activity can be simplified.

Other Spatial-Temporal Crime Modeling

A significant amount of research focuses on analyzing crime data in space and time

to improve understanding of criminal patterns and allocation of law enforcement

resources. Since resource allocation is a concern for law enforcement personnel,

several methods have been developed to analyze crime data at the precinct or patrol

level. Using aggregate crime counts within each spatial unit, researchers condition

their crime forecast using traditional time series methods with crime data aggregated

either by precinct or census blocks or across a regular grid cell draped across the

spatial region (Gorr et al., 1999; Cohen et al., 2003; Gorr et al., 2003). In Chapter 4,

we expand the feature-space model with a hierarchical framework based on temporal

conditioning. Adding the hierarchical framework to the feature-space model enables

analysts to better understand the impact of temporal intervals on the criminal site-

selection process.

For other studies at the precinct or patrol level, analysts have correlated specific

weather events and cultural events with crime rates in efforts to enhance forecasts

of criminal activity (Cohen et al., 2007). Chapter 5 introduces a methodology

for identifying the impact of special events on the criminal site selection process.

Applying the hierarchical framework to the feature-space model on the basis of

temporal distances to special events assists us not only with correlating special

events to crime patterns but also in understanding the temporal shifts in criminal

site-selection with regard to these cultural events.

Building on the theory of repeat victimization, researchers model the time

courses—or temporal distance between incidents—for spatial hotspots of crime ac-
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tivity to identify near repeats. The term near repeats describes the occurrence of

similar crimes happening within a short temporal window near a previous crime

location (Townsley et al., 2000). Chapter 6 expands the base feature-space model

to include indicator functions as one method for accounting for near repeats within

the criminal site selection process.



CHAPTER 3

Methodology

To make sense of an observation, everybody needs a model . . . whether he or she

knows it or not. It is difficult to imagine another method that so effectively fosters

clear thinking about a system than the use of a model written in the language of

algebra.

– Marc Kery

53
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Building upon previous work in spatial and temporal crime analysis and recent

advances in geostatistics, this chapter introduces this dissertation’s three primary

approaches for exploring temporal considerations in the analysis of criminal site-

selection (CSS) problems. First, we combine elements of hierarchical modeling with

the feature-space model to examine temporal patterns in the CSS process. Next, we

modify the hierarchical framework by replacing temporal intervals with temporal

distances to special events in order to account for the impact of these special events

on the CSS process. Finally, we borrow from studies on disease-mapping and in-

corporate elements of the feature-space model into a Bayesian hierarchial model to

examine the CSS process across a continuous temporal horizon. For the continuous

temporal horizon analysis, we also borrow from studies on leading indicators and

neighborhood patterns to add indicator functions to the base feature-space model.

We conclude the chapter with a discussion of measuring model accuracy using three

performance measures: the surveillance plot, area under the curve (AUC), and the

performance-limit ratio (PLR). We use each measure to examine how including

temporal information to account for temporal considerations in the CSS process

improves the feature-spaces model’s predictive performance across the study region

and study horizon.

3.1 Overview of Methodology

Just as models can help us make sense of observations (Kery, 2010), maps can help

us make sense of our journeys. Figure 3.1 provides a pictorial map of the method-

ology used in this dissertation. Beginning with the model formulation of event

occurrence at a certain time and place, we apply traditional spatial and temporal

analysis to the event space horizon in order to identify patterns of spatial clustering

that occur within focused temporal periods. We then explore the temporal horizon
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to identify temporal intervals with spatial clustering. Identifying the appropriate

temporal resolution for intervals with spatial clustering sets the condition for model-

ing the CSS process with temporal conditioning. Temporal conditioning places the

basic feature-space generalized linear model (GLM) into a hierarchial framework in

order to account for seasonality or other temporal patterns that might be part of a

criminal actor’s site selection process. For acute temporal intervals that accompany

spatial shifts in event hotspots, we introduce the idea of temporal “pulse events.”

The temporal pulse event methodology continues to use the hierarchical framework

around the base feature-space model but rather than examining patterns of season-

ality, we examine how temporal distances to or from special events impacts on the

criminal’s propensity for executing events at certain times and locations.

The final approach considers the challenge of including temporal information

as part of the CSS process across a continuous temporal horizon with a diffused

temporal pattern and a dispersed spatial patterns. For the final methodology we

transition from the traditional point process approach used for feature-space anal-

ysis and model criminal events within spatial regions. By adapting theoretical and

computational work from disease mapping and environmental studies, we develop

a Bayesian hierarchical feature-space model for the criminal event prediction prob-

lem in order to examine both parameter estimation and predictive inference. For

all three methodologies, we compare model performance by examining the perfor-

mance of the hierarchical models against the base feature-space model using the

surveillance plot, the AUC, and the PLR.

3.2 Spatial and Temporal Analysis

Schabenberger and Gotway (2005) introduced three basic lines of analytical ap-

proach for dealing with spatial-temporal processes. The first two approaches are
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FIG. 3.1: Overview of Dissertation Methodology
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conditional in that they condition the spatial analysis for each time interval or con-

dition the temporal analysis for a distinct spatial location. These two conditional

approaches serve as the baseline for the first two methodologies of this dissertation.

Analyzing the data spatially and temporally allows us to identify both spatial and

temporal patterns for further investigation and modeling. As seen in Figure 3.2, the

intersection of acute temporal patterns with spatial clustering or hotspots offers an

expected area for exploration (Ratcliffe, 2004).

FIG. 3.2: Appropriateness of Hierarchical Modeling (Ratcliffe, 2004)

When focusing on predictive models, the expectation is that hierarchical mod-

eling offers the most benefit when both spatial and temporal patterns exist. A series

of events with a diffused temporal pattern does not offer enough distinction between

the temporal interval rates to cause the estimate between intervals to differ from

a spatial analysis without temporal information. Similarly, a series of events with

dispersed spatial patterns might not offer enough deviation to differ from a temporal
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analysis without spatial information.

To identify temporal features that might be significant to an actor’s decision

process, we first search for temporal patterns in the event data. A visual analysis

of the histograms of event occurrences for a specific temporal resolution offers a

method for examining the variation between temporal intervals (Chainey and Rat-

cliffe, 2005). Visual analysis alone is not enough, however, to test the hypothesis of

significant temporal patterns within the event data. In Chapter 4, we discuss the

autocorrelation and partial autocorrelation functions as statistical methods to iden-

tify the appropriate resolution of temporal intervals to examine diffused patterns in

the CSS process. In Chapter 5, we use the cross-correlation function to identify po-

tential relationships between special events and windows of acute temporal activity.

As mentioned in Chapter 2, several research efforts have focused on the impact of

special events to crime rates in cities (Rengert, 1997; Gorr et al., 2003; Cohen et al.,

2003). Section 3.5 expands on the study of these special events as temporal pulse

events.

After identifying an appropriate temporal resolution for modeling, we then

examine these temporal intervals within a spatial context. In Chapter 4, we use

both the nearest-neighbor statistic and a comparison of the geographic mean center

within the examined temporal intervals to identify potential shifts in the spatial

preferences of the criminal site selection process.

3.3 Hierarchical Feature-Space Modeling

This dissertation considers that the event data are observed across an irregular

lattice at sites S1, ..., Sn. We define a spatial-temporal event as a realization of

a process in space and time. Following the work of Liu and Brown (1998) and

Chen et al. (2006), we assume that the spatial-temporal event is a realization of
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a stochastic spatial-temporal process Z that is observed at times t1, . . . , tm ∈ T

at locations s1, . . . , sn ∈ D. We can further define the random variable Y (s, t) as

the observed realization of our spatial-temporal process Z (s, t). As discussed in

the previous chapter, the works of Liu and Brown (1998), Xue and Brown (2003),

and Brown et al. (2004) provide a method for calculating the likelihood of future

criminal events across a spatial region given a dataset of previous criminal events.

To calculate the likelihood and to estimate the criminal’s spatial preferences,

we mathematically represent the criminal’s site-selection process as a binary random

variable Ys,t ∈ 0, 1 where Pr (Ys,t = 1|X) is the probability that a crime occurred

at a location s at a point in time t given a set of features X. We now model

the likelihood of a criminal event at a given location and time as a function of the

criminal’s preferences for each set of features:

Pr (Ys,t = 1|X) = logit−1 (β0 + β1Xs1 + . . .+ βkXsk) ,

for s = 1, ..., S and

for t = 1, ..., T .

(3.1)

Equation 3.1 uses a set of features X as a vector of length k for each location s in

order to estimate β, a vector of coefficients that represents the criminal’s preference

for executing a crime at a location with the selected spatial features. For this article,

we assume that the feature vector X remains constant over time. Rather than using

a latitude and longitude to describe each location in a study region, we use spatial

distances to environmental features — such as schools, streets, or stadiums — and

spatial representations of social demographics — such as population, percent rental

properties, and household income — to examine which locations are preferred by

criminals for certain types of crimes (Bannatyne and Edwards, 2003; Liu and Brown,

2003; Huddleston and Brown, 2009). Analyzing previous criminal event data enables
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us to model the criminal’s preferences for selecting a certain location in feature-space

for executing a crime (Brown et al., 2001). However, just as the preferred location

for an individual to execute an event might change from populated to un-populated

areas, the CSS process can also change depending on the time of day or the day of

week (Rossmo et al., 2005). Although Equation 3.1 assumes that the preferences

represented by β remain constant over time, after reviewing temporal patterns in

the next section, we will expand Equation 3.1 to account for temporal patterns

within the CSS process using hierarchical modeling.

In practice most crime analysis has assumed a constant temporal density during

spatial analysis or a constant spatial density for temporal analysis. But many of the

questions asked by law enforcement personnel depend on examining criminal events

both spatially and temporally:

• Within a specific spatial region, are incident rates higher during specific seasons

or months?

• Do daily patterns exist in event likelihood for different spatial areas with similar

attributes?

• If temporal patterns exist in the event data, can we assume that changes in

temporal patterns match changes in the CSS process?

• Do other event patterns cause shifts to the criminal’s “normal” spatial-temporal

decision process?

A normal method for examining changes in spatial event patterns is to build discrete

models of events at discrete temporal intervals. Hierarchical modeling provides a

method for examining event processes on the basis of varying intercept and vary-

ing slope models (Gelman and Hill, 2007). Using hierarchical modeling, we can

examine how the impact of seasonality across temporal intervals might affect the
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CSS process. Hierarchial modeling also provides a method for examining how the

temporal proximity to special events affects the criminal spatial-choice process for

short durations.

In order to identify periods of study that might not hold to the constant tem-

poral density assumption, we first analyze the incident set temporally to identify

cyclic changes at different temporal resolutions (Chatfield, 1975). After identifying

these temporal intervals, we use hierarchical modeling to expand the feature-space

model with the inclusion of distinct temporal resolution intervals:

Pr (Ys,j = 1|X) = logit−1 (αj + β1Xs1 + . . .+ βKXsK) ,

for s = 1, ..., S and

αj ∼ N
(
µα + γj, σ

2
temporal interval

)
,

for j = range of temporal intervals

(3.2)

This simple model provides a varying intercept to examine the changing base

likelihood of criminal activity during a specific temporal interval. We slightly mod-

ify the notation from Equation 3.1 and label the response Ys,j = 1 for instances

in which an event occurred at a location s during temporal interval j. We have

replaced the temporal index t = 1 . . . T with a range of temporal intervals such as

hour of day or day of week. The varying intercept, αj, represents the intercept at

each temporal unit j where j is equal to a specified temporal resolution. X remains

a vector of predictor variables of length k as used in the feature space modeling and

β is a vector of coefficients that can be used to estimate the criminal’s preference for

the selected features. We are now modeling how the criminal agent’s site selection

process changes based on the specific temporal interval during which the crime oc-

curred. This hierarchical feature-space model (HFSM) uses the temporal interval as

the hierarchical component. The hierarchical modeling approach allows the analyst



62

to explore spatial and temporal information in a conditioned approach in order to

improve both the understanding of the criminal site selection process and the pre-

diction of crime patterns in time and space (Schabenberger and Gotway, 2005). In

Chapter 4, we will expand Equation 3.2 to model the dynamic (changing in time)

preferences for certain spatial features on the basis of the temporal interval.

3.4 Of Seasonality and Patterns – Temporal Con-

ditioning

As mentioned in Chapter 2, a significant amount of research focuses on analyzing

crime data in space and time in order to better understand criminal patterns and

allocate law enforcement resources appropriately. Two primary concerns of resource

allocation are daily patrol assignments and seasonal manning. Researchers tradi-

tionally apply time series methods to forecast crime rates at either precinct- or

patrol-block levels (Gorr et al., 1999; Cohen et al., 2003; Gorr et al., 2003).

Using the autocorrelation and partial autocorrelation functions, we identify

temporal intervals with focused patterns of seasonality. Applying the hierarchical

framework to the feature-space model gives us a means to understand the crimi-

nal’s spatial considerations at a refined spatial resolution while including potential

temporal considerations of the CSS process. As seen in Equation 3.2, we are “con-

ditioning” the base feature-space model by incorporating a dynamic intercept that

accounts for changes in the CSS process across a range of discrete temporal intervals

(Schabenberger and Gotway, 2005). Chapter 4 explores the two-stage analysis as a

method for identifying appropriate temporal intervals and applies the hierarchical

feature-space model to data simulated with distinct temporal patterns.
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3.5 Of Indicators and Interactions – Temporal Pulse

Events

Given the research that has focused on the impact of special events to crime rates

within cities (Rengert, 1997; Gorr et al., 2003; Cohen et al., 2003), how can we model

the impact of these increased temporal intervals of opportunity on the CSS? An ex-

pansion of the conditioning approach further modifies the feature-space methodology

to include temporal features as measures of temporal distances from known special

events.

Spatial-temporal pulse events are special events that are correlated with changes

in the crime rates within a spatial region for a limited temporal interval. Pulse events

may be known one-time events such as elections, school openings, or major concerts.

Additionally, pulse events may also include recurring events such as sporting events

or weekly prayer meetings. Whether a recurring or one-time event, a pulse event is

correlated with a shift in the spatial distribution of crimes across the region for a

brief temporal interval. Analyzing the impact of special events on the CSS process

proceeds from the work of Enders and Sandler (2006) in defining the impact of

intervention to patterns of terrorism.

Since the special events are temporary in duration, we would expect the impact,

or pulse, of the event would be temporary as well. However, the impact of the

pulse event on the spatial distribution and rates of crime might be seen prior to

the occurrence for expected events and after the occurrence of unexpected events.

Chapter 5 expands the two-stage analysis to identify periods of acute temporal

patterns and applies the hierarchical feature-space model to data simulated with

spatial-temporal pulse events that affect the criminal site-selection process.
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3.6 Of Neighbors and Recent Past

While much theoretical and practical work has been done on the use of Bayesian hier-

archical modeling for geostatistics and disease clustering, the application within the

construct of the criminal site selection problem has been limited. The last method-

ology for this dissertation focuses on modeling spatial-temporal events with the

inclusion of a neighborhood structure and a temporal component. We compare two

approaches for including information about the recent past in the feature-space mod-

els for the CSS process. First, we merge the feature-space model of Liu and Brown

(1998) with the Markov random field construct of Zhu et al. (2006) to model the

criminal’s preference for initiating a crime within a specific spatial-temporal zone.

By adapting theoretical and computational work from disease mapping and environ-

mental studies, we develop a Bayesian hierarchical feature-space model (BHFSM) for

the criminal event prediction problem in order to examine both parameter estima-

tion and predictive inference. The second approach modifies the base feature-space

model used for analyzing CSS problems to include temporal and neighborhood in-

dicator functions. The following sections provide a quick review of neighborhood

structures, Markov random fields, and generalized linear models. Chapter 6 pro-

vides more details on the Bayesian approach used with the hierarchical model and

defines the temporal and neighborhood indicator functions.

3.6.1 Accounting for Neighbors

Looking at the criminal’s decision methodology as a continuous process, however,

adds both theoretical and computational challenges. Building on the work of Zhu,

Huang, and Wu (2006), we include a neighborhood structure such that

Ni ≡ {j : j is a neighbor of i} (3.3)
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Chapter 6 expands on the formulation of neighborhood structures used in this disser-

tation. For now we consider our criminal incident modeled as a random variable Yi,t,

which is a binary indicator on a lattice where Yi,t ≡ Y (si, t) = 0 or 1, and i is an

index for sites on the lattice from 1, 2, ..., n and time is indexed as t from 1, 2, ..., T.

Zhu, Huang and Wu (2006) provide a full conditional distribution

Pr (Yi,t = 1|Yi,t−1 : (j, t) ∈ Ni,t)

= logit−1

(
p∑

k=1

βkXk,i,tYi,t +
∑
j∼i

βp+1Yi,t (2Yj,t − 1) + βp+2Yi,t (2Yj,t−1 − 1)

)
(3.4)

where βp+1 is the spatial autogression coefficient and βp+2 respresents the temporal

coefficient. The spatial-temporal model shown in Equation 3.4 builds upon the

construct of an MRF since the response observed at site si at time t is conditional

on the state of the neighbors at time t and the state of si at time t− 1. Chapter 6

provides details on the assumptions of the MRF and an alternative computational

construct used to estimate the coefficients and provide insight to the impact of

certain variables that follow a temporal pattern as part of the CSS process.

3.6.2 Accounting for the Past

Generalized linear models (GLMs) provide an extension to the basic linear model

that is the core of regression analysis. Introduced by Nelder and Wedderburn (1972),

GLMs provide a means for analyzing binary data. Extensive discussions of GLMs

are found in McCulloch and Nelder (1989), Faraway (2006), and Gelman and Hill

(2007). The two basic components of GLMs are a response from the exponential

family and a link function that provides the relationship between the response and

the predictors (Faraway, 2006). For this dissertation, we use binary data, a zero or

one, to represent the criminal’s decision to initiate or not initiate a criminal event
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at a certain time and place. The feature-space model reviewed in Section 2.4.4 is an

example of a GLM applied to criminal event data. Chapter 6 provides additional

details on the temporal indicator function extensions to the base feature-space GLM.

3.7 Significance Testing

How do we measure the performance of the methods reviewed above? We return

to our problem formulation and consider that our event data remain a collection

of observations process across a regular lattice where Yi,t ∈ {0, 1} with i = 1, ..., N

for N points on the lattice and t = 1, ..., T for T time steps in the study horizon.

Figure 3.3(a) depicts a simple 5× 5 lattice in 2 dimensions.

(a) Sample Space-Time Lattice in
Two-Dimensions

(b) Sample Space-Time Lattice in
Three-Dimensions

FIG. 3.3: Sample Space-Time Lattice Structures

This graphic of a simple lattice, however, fails to account for time. The lattice

in Figure 3.3(a) is one realization of the lattice across a continuous time horizon.

If we plot event points on a strict two-dimensional lattice, we can not distinguish

how including temporal information into a model impacts predictive performance.

Figure 3.3(b) provides a slightly better view of our expanded lattice through four
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temporal intervals.

If the lattice in Figure 3.3(b) represents a space-time decision domain, a criminal

has 64 possible space-time blocks to consider for event initiation. For our dataset in

Chapter 7, we consider a space with approximately 2,500 points on the space lattice

across 1,000 time points. Figure 3.4 depicts the flattened space-time domain for our

application data. The dark points indicate the occurrence of a crime.

FIG. 3.4: Flattened Space-Time Lattice for Study Domain. The ar-
rangement of spatial regions along the y axis might falsely iden-
tify spatial clusters, however, the temporal horizon along the x axis
does allow for visual identification of temporal clusters for assaults
within the study region. When using the surveillance plot for mea-
suring model performance, we iteratively evaluate all spatial loca-
tions within each temporal interval.

3.7.1 Receiver Operating Characteristic Curves

One of the challenges for spatial-temporal data is selecting an appropriate statis-

tical measure for examining model performance. Originally used to assess radar

performance in World War II, the receiver operating characteristic (ROC) curve is

particularly useful for evaluating the ability of a model to predict the occurrence

of an event accurately while minimizing the number of false positive predictions

(Bradley, 1997; Swets et al., 2000).



68

TABLE 3.1: Contingency Table

True Condition

Test Result Positive Negative Measures

Positive TP FP TP + FP

Negative FN TN FN + TN

Measures TP + FN FP + TN

3.7.2 Surveillance Plots

Similar to the ROC curve, the surveillance plot provides a method for evaluating

model performance in spatial-temporal classification problems. The surveillance

plot gives the analyst a method for monitoring the amount of area within the study

region that needed to be observed in order to identify the highest percentage of

crimes (Huddleston and Brown, 2009; Kewley and Evangelista, 2007). Using a

contingency table, or decision matrix, similar to Table 3.1, we record the possible

outcomes of prediction estimated with the model being considered against the true

conditions observed in the test set. We build the surveillance plot by plotting the

rate of accurate crime predictions against the rate of crime incidents predicted when

crimes did not occur. The surveillance plot depicts the percentage of area observed

compared with the percentage of total incidents observed. In practical terms, the

surveillance plot assists law enforcement by showing which predictive model is more

accurate over the smallest percentage of the observed area. Using the predictive

model with the steepest plot within the first 20 % of area observed allows law

enforcement personnel to focus patrols and surveillance resources on the smallest

spatial footprint to observe the largest number of potential crimes.
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3.7.3 Area Under the Curve

Although the surveillance plot provides an appropriate measure for comparing model

performance visually, translating the surveillance plot into a numerical measure

provides a method for comparing the performance of multiple models against a

common test set. Returning to the ROC curve, we can calculate the area under the

curve (AUC) to provide a simple measure of each model’s accuracy. A model with

high accuracy — predicting all the crime locations perfectly — would have a ratio

of all true positives versus zero false positives while a model with an equal ratio of

true positives and false positives is basically guessing (Bradley, 1997; Swets et al.,

2000).

3.7.4 Performance Limit Ratio

The performance limit ratio (PLR) measures the model’s trade off in accuracy and

precision by focusing on the model’s better-than-chance ratio (Gorr, 2009b) of cor-

rectly predicting crimes out of a test set of size n. A model that is more accurate

in predicting crimes across the space-time surface will have a higher PLR.

PLR =
n× TP

(TP + FN)× (TP + FP )
(3.5)

Using the formulation suggested by Gorr (2009b), we build Equation 3.5 using the

results from our contingency table. Rather than focusing on the entire area under

the curve, we reduce the focus to the first 20% of the space-time surface observed

while discounting the area under the curve that accounts for random guessing.



CHAPTER 4

Method 1 – Of Seasonality and

Patterns

Sometimes the best map will not guide you

Jimmy Buffet, “Pacing the Cage”

. . . but I don’t care. It’s five o’clock somewhere.

Jimmy Buffet and Alan Jackson, “It’s Five O’Clock Somewhere”
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The initial query of this dissertation is how to identify temporal features that might

be significant to a criminal’s decision process. And once a method is identified,

how can we combine the temporal features with spatial information to enhance an

analyst’s understanding of event patterns and improve the predictive performance

of current criminal site-selection (CSS) event models? The following sections re-

view the base model, expand on the methodology for identifying relevant temporal

patterns, and develop the hierarchical structure used for incorporating temporal in-

tervals in the feature-space model. The discussion in this chapter expands on the

two-stage analysis for spatial-temporal event prediction discussed in Schabenberger

and Gotway (2005). We use the two-stage analysis to identify the appropriate tem-

poral resolution for inclusion into the hierarchical feature-space model (HFSM) and

to identify spatial shifts in the distribution of crimes across discretely defined tem-

poral intervals. The HFSM provides a method to account for seasonality in the

criminal actor’s site selection process. After introducing an agent-based crime sim-

ulation, we conclude the chapter with an examination of the methodology against

a simulated data set.

4.1 Formulation

Hierarchical modeling offers a method for incorporating the temporal information

into the feature-space model by accounting for temporal shifts in the CSS process

at a specific temporal resolution. Hierarchical modeling is a regression technique

that enables modeling across groups or hierarchies. Traditional methods for dealing

with hierarchical data include building separate models for each distinct group—and

risk missing common factors among groups—or build one model for all groups—and

risk missing any variations among the groups. Hierarchical modeling bridges these

two techniques by pooling the factors and variations from all groups (Gelman and
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FIG. 4.1: Method 1 – Temporal Conditioning. Beginning with a series
of observed crimes, we analyze the data to identify spatial cluster-
ing during temporal intervals with focused rates of criminal activ-
ity. Using both the base feature-space model and the hierarchical
framework, we model historical data and develop predictive threat
surfaces for future events. Finally, we compare the models using the
surveillance plot and the AUC.
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Hill, 2007; Huddleston and Brown, 2009). For this dissertation, we use temporal

intervals as the hierarchical component. Adapting the feature-space model to a

hierarchical framework provides a method to account for temporal variations in

the CSS process. Previous research using hierarchical modeling includes health

sciences (Banerjee et al., 2004), disease mapping (Lawson, 2009), voting analysis

(Gelman and Hill, 2007), and crime studies involving gang activity (Huddleston and

Brown, 2009). However, just as the preferred location for an individual to execute

an event might change from populated to un-populated areas, the CSS process can

also change depending on the time of day or the day of week (Rossmo et al., 2005).

After reviewing temporal patterns in the next section, we expand Equation 3.1 to

account for temporal patterns within the CSS process using hierarchical modeling.

4.2 Methodology

4.2.1 Two-stage Analysis

Section 3.4 introduced the formulation for conditioning the feature-space model on

the basis of discrete temporal intervals. Prior to applying the hierarchical framework

to a feature-space model, we conduct a preliminary analysis of the event data to

identify temporal intervals with shifts in the CSS process. The preliminary analysis

gives us an understanding of the spatial and temporal patterns that might exist

in the data. Recall from Chapter 2, the underlying assumption of feature-space

modeling is that there are patterns to the historical criminal activity data within

a region. If criminal activity is truly random, predictive modeling is impossible

(Kerchner, 2000). Sequentially analyzing the data across time and space allows

us to identify both spatial and temporal patterns in the CSS process that we can

account for using a hierarchical feature-space model.
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Figure 3.2 provides our introductory look at the intersection of spatial and

temporal categories. For this dissertation, we begin with a visual analysis of the

histograms of event occurrences at distinct temporal resolutions. The visual analysis

highlights variations between temporal intervals at a given resolution (Chainey and

Ratcliffe, 2005). As introduced by Ratcliffe (2004), crime series can have several

types of temporal patterns. A diffused temporal pattern has no discernable pattern

of activity at the examined temporal resolution. This does not mean that there

are not differences in the examined temporal intervals. Instead the differences are

simply not significant enough for forecasting and resource allocation. A focused

temporal pattern presents an interval of time that is more or less active than the

other time intervals for event activity. An acute temporal pattern is an increase

of event activity within a smaller interval of the examined temporal resolution.

For example, the number of alcohol related crimes might peak around sporting

events or closing times of nightclubs. But an acute temporal pattern alone is not

enough for determining the application of hierarchical modeling. The intersection

of focused temporal patterns with spatial clustering offers our first expected area

for exploration (Ratcliffe, 2004). In order to identify temporal patterns within a

spatial region, we examine a series of events across several temporal resolutions

to identify an appropriate temporal interval to use in constructing a hierarchical

model. As an example of this approach, Figure 4.2 presents histograms from the set

of crimes analyzed in our sample data study. We examine the crime counts across

three separate temporal resolutions; hourly, daily, and monthly. The horizontal

line in each plot represents the mean value for number of crimes per temporal

interval across the observed study period. Given the construct of a hierarchical

model, we are looking to identify parameter estimates that are unique to specified

temporal intervals rather than using the same parameter estimates across the entire

temporal range. Selecting temporal intervals with greater variation, either acute
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(a) acute - focused

(b) focused - diffused

(c) diffused

FIG. 4.2: Graphical Depiction of Events at Different Temporal Reso-
lutions. A visual analysis of the histograms across several temporal
resolutions aids in identifying potential temporal intervals to use in
constructing the hierarchical model (Chainey and Ratcliffe, 2005).
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temporal patterns or focused temporal patterns, offers the best potential for model

development. In Figure 4.2(a), the hourly incident plots offer an acute pattern

within the late evening hours. The day-of-week crime plot in Figure 4.2(b) depicts

a focused temporal pattern with clear distinction during the weekend interval. In

Figure 4.2, the hourly incident plots offer an almost acute pattern in the late evening

hours. For computational simplicity, however, we can build the basic hierarchical

model using the daily variation between temporal intervals to capture the varying

intercept. Since the most significant difference in daily incident rates is evident

between Tuesday and Friday, we hypothesize that the predictive surface between

those two time periods would offer the most distinction. Figure 4.3 highlights how

the likelihood surface can change in specific areas by conditioning on the temporal

intervals.

(a) Tuesday (b) Friday

FIG. 4.3: Sample Daily Prediction Surfaces

As introduced in Chapter 3, visual analysis alone does not provide the analyst

an understanding of spatial distributions within specified temporal intervals. Using

the notation provided by Schabenberger and Gotway (2005), we utilize a nearest-

neighbor test statistic such that given hi as a distance from an event at one point
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to the nearest other event and an indicator function I (hi ≤ h) that returns 1 when

evaluated as true, the function

Ĝ (h) =
1

n

n∑
i=1

I (hi ≤ h) (4.1)

is now an estimate of the nearest-neighbor distribution function. Using the Average

Nearest Neighbor index, we calculate the ratio of the observed mean distance be-

tween crime events and an expected mean distance from a pattern of events that are

completely spatially random. If the ratio is close to one, then we expect clustering

of events to be unlikely. If the ratio is significantly less than one, we have strong

support of clustering within the examined temporal interval (Gorr and Kurland,

2011).

Although identification of clustering is important for more traditional crime

analysis, we are not interested in the clusters themselves but rather in examining if

the temporal shifts in clusters are a result of temporal shifts in the CSS process. We

use the geographic mean center to compare the distribution of the crime clusters

across the identified temporal intervals. Temporally aligned shifts in the geographic

mean center further supports the hypothesis that temporal patterns exist in the CSS

process. We estimate the mean center of criminal events by calculating the mean x

and y using the spatial coordinates of the event data (Unwin, 1981). If the spatial

distribution of criminal activity shifts across temporal intervals in relation to the

overall geographic mean center, we hypothesize that a temporal shift is present in

the CSS process.

4.2.2 Hierarchical Modeling

Graphically, we adjust the original Liu and Brown feature-space model to reflect an

environment in which a criminal is more likely to select a spatial location with a
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specific set of features within certain temporal intervals (Liu and Brown, 1998):

FIG. 4.4: Feature-Space Model of Temporal Intervals. Based on original
graphic developed in Liu and Brown (1998). We replace the contin-
uous time horizon with a set of discrete temporal intervals. For each
temporal interval depicted, the preferences in the CSS process shift
from features X1, X3, and X4 on Monday to features X2 and X5 on
Tuesday. During all other temporal intervals, the criminal prefers
locations with features X6 and X7.

As seen in Figure 4.4, each temporal interval has a series of events that occurs

in distinct feature-space clusters. In Equation 3.2, we wrap the straight logistic

regression of Equation 3.1 inside a hierarchical framework to model the variations

in the base line CSS process across temporal intervals at a specific temporal reso-

lution. Equation 3.2 does not account for dynamic (changing in time) preferences

for certain spatial features based on the temporal interval j. Following the work of

Gelman and Hill (2007), we further expand the base feature-space model to include

both an intercept and a series of coefficients that varies according to a specific tem-

poral interval. Assuming that the regression parameters have independent Gaussian
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priors, we can specify the hierarchical structure as follows:

Pr (Ys,j = 1|X) = logit−1
(
αj + βj[k]Xs

)
, for s = 1, ..., Sαj

βj

 ∼ N


µα
µβ

 ,

 σ2
α ρσασβ

ρσασβ σ2
β


 , for j = 1, ..., temporal interval

(4.2)

We label the response Ys,j = 1 for instances in which an event occurred at a location

s and during time interval j and Ys,j = 0 if no event occurred. X is a vector

of length k of predictor features such as the distance to entertainment districts or

the distance to police stations from the location s. β is a vector of length K that

models the dynamic (changing in time) preferences for certain spatial features on

the basis of the temporal interval j. We are now modeling how the criminal agent’s

site selection process changes during discrete temporal intervals. By examining the

resulting coefficients, we identify which features might attract or repel crime during

certain temporal intervals. Features with negative-value coefficients can be seen as

criminal attractors (areas that make crime more attractive for criminals). Features

with positive values are areas less desirable to a criminal. Changes in a coefficient

value across temporal intervals might indicate that certain areas become more or

less desirable to a criminal at certain times. The hierarchical modeling approach

allows the analyst to explore spatial and temporal information in a “conditioned”

approach in order to improve both the understanding of the criminal site selection

process and the prediction of crime patterns in space and time (Schabenberger and

Gotway, 2005).
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4.3 Simulated Data

Previous work has shown the applicability of using simulations to model criminal

behavior (Gunderson and Brown, 2000; Liang, 2001; Liu et al., 2005). For this

dissertation, we use a simulation to generate data to test both the two-stage anal-

ysis methodology and the applicability of hierarchical feature-space modeling for

analyzing crime data where definitive spatial-temporal patterns exist in the CSS

process.

4.3.1 Introduction of Crime Simulation

Beginning with an agent-based model used to examine relationships between cit-

izens, violent actors, and protectors (Huddleston et al., 2008), we create a small

spatial region using the simulation software NetLogo to simulate temporal patterns

within a criminal’s CSS process. Within the spatial region, we identify six variables

x1, ..., x6 as distances to spatial features of interest. We populate the spatial region

with only two breeds of agents: criminals and citizens. We base the ratio of criminals

to citizens on empirical results from previous criminal studies with an adjustment

in scale to match the limited spatial region of the simulation (Meeker et al., 2002).

Agents

We begin each simulation run with the citizen agents randomly distributed across

the region with assigned home, work, and entertainment locations. Throughout

the simulation, each citizen agent moves from their home location to their work, or

entertainment, location with varied temporal patterns. The criminal agents begin

each simulation in four distinct regions. Each criminal agent has a specified length

of time for moving amongst the population. Within each daily temporal interval,

the interaction between a criminal and citizen agent triggers the criminal agent’s
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site selection process. If the criminal agent is sharing a location with more than one

citizen, no crime will occur. Multiple citizen agents collocated at one location serve

as defacto guardians. However, if a criminal agent shares a location with only one

citizen, the criminal agent is more likely to initiate a crime if the location matches

his preferences.

Simulation Scenarios

Although the criminals have separate spatial regions, they have a similar site se-

lection process related to event initiation. During the week, the business districts

serve as attractors to criminal activity. Given a convergence event between a crimi-

nal agent and a solo citizen, the criminal agents are more likely to initiate a crime if

they are closer to the business districts. During the weekend interval, the business

districts serve as repellers to criminal activity and the entertainment districts serve

as attractors. In practical sense, if criminal agents encounter solo citizens on a Sat-

urday in the simulation, they are more likely to commit a crime if they are closer

to the entertainment districts.

Figure 4.5 offers a visual depiction of one simulation run including the prefer-

ence for a spatial-temporal shift to the entertainment districts during the weekend

intervals of the simulation. The white squares indicate crime events occurring on

the seventh day of the weekly pattern. The black squares indicate criminal events

that occur during the remainder of the weekly interval.

4.3.2 Two-Stage Analysis

We aggregate the simulated crime event data and plot conditioned upon the daily

temporal intervals. Although Figure 4.6 provides a clear depiction of the acute
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FIG. 4.5: Sample Simulation Run with Weekly Crime Patterns

temporal pattern within the simulated crime dataset, we know that visual analysis

alone does not always provide an accurate identification of the temporal patterns.

Using the autocorrelation (ACF) and partial-autocorrelation function (PACF), we

examine the simulated crime data for correlation structure (Crawley, 2007). Since

we ran the simulation with a weekly temporal pattern for the criminal’s CSS process,

we would expect to see regular cycles at the seven day intervals on the ACF. Figure

4.7(a) provides clear evidence of a seven day cycle within the simulated crime data.

The partial autocorrelation plot in Figure 4.7(b) also shows distinct lags at the

seventh and fourteenth day, further confirming the existence of a weekly pattern

within the simulated event data.

Using the Average Nearest Neighbor index, we calculate the ratio of the observed

mean distance between crime events and an expected mean distance from a pattern

of events that are completely spatially random. If the ratio is close to one, then we

expect clustering of events to be unlikely. If the ratio is significantly less than one, we

have strong support of clustering (Gorr and Kurland, 2011). For the simulated crime

data, the nearest neighbor distance for daily crimes are significantly smaller than



83

FIG. 4.6: Count of Crimes Per Day of Week in Simulation
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(a) ACF

(b) Partial ACF

FIG. 4.7: Autocorrelation Plots – Simulated Crimes

Autocorrelation plots of crime counts from simulation. The ACF and PACF plots
of crime data aggregated at a daily temporal resolution identify strong correlation

at a seven day interval. Since we ran the simulation with a weekly temporal
pattern for the criminal’s CSS process, we would expect to see regular cycles at

the seven day intervals on the ACF.
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the expected mean distance indicating more clustering. Of course, this increased

clustering is expected since the business districts serve as attractors for criminal

agents and business district two and three are themselves clustered together.

Although Figure 4.5 provides visual evidence of spatial-temporal patterns, an

additional test using a daily geographic mean center calculation further supports the

hypothesis that spatial-temporal clustering is present in the simulated event data.

We use the geographic mean center to compare the distribution of the crime clusters

across the identified temporal intervals (Unwin, 1981). We estimate the mean center

of criminal events by calculating the mean x and y using the spatial coordinates of

the event data. If the spatial distribution of criminal activity shifts across temporal

intervals in relation to the overall geographic mean center, we hypothesize that a

temporal shift is present in the CSS process. Figure 4.8 depicts the three distinct

mean centers for crime clusters from the simulation based on the temporal patterns

of weekly periodicity, daily activity, and the overall mean center. The initial analysis

identifies potential space and time patterns in the criminal agents’ site selection

process. Taking the temporal patterns found with the correlation functions and

the spatial shifts identified with the nearest neighbor analysis and mean center

calculations, we adjust the hierarchical framework around the feature-space model

to account for the impact of daily temporal patterns in the CSS process.

4.3.3 Hierarchical Modeling

The two-stage analysis assists us in identifying temporal intervals with clustered

spatial patterns. Since the autocorrelation and partial autocorrelation plots depicted

such a strong weekly seasonality and the geographic mean center comparison showed

clear shifts in the spatial distribution of crime across temporal intervals, we can now
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FIG. 4.8: Geographic Mean Centers of Temporal Intervals from
Crime Simulation. The shift in the geographic mean center for
the two distinct temporal intervals indicates a shift in the crimi-
nal agent’s site-selection process on the basis of a temporal pattern.
Since the criminal agent rule set contains a shift in preference every
seven days in the simulation, the shift in geographic mean center is
expected.
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refine Equation 4.2 to model the CSS process at a daily temporal interval level.

Pr (Ys,j = 1|X) = logit−1
(
α[j] + βk[j]Xs

)
, for s = 1, ..., nαj

βj

 ∼ N


µα
µβ

 ,

 σ2
α ρσασβ

ρσασβ σ2
β


 , for j = 1, ..., 7

(4.3)

The varying-slope and varying-intercept model shown in Equation 4.3 continues to

include the spatial feature-space components of Liu and Brown (2003) and uses

the hierarchical structure from Gelman and Hill (2007) to model the impact of

temporal patterns in the CSS process. Within the spatial region, we identify six

variables x1, ..., x6 as distances to spatial features of interest. Table 4.1 provides an

overview of the variables contained within the simulated dataset.

TABLE 4.1: Predictor Variables for Simulation Dataset

Variable Name Description
DisEnt1 Distance from point to entertainment district one
DisEnt2 Distance from point to entertainment district two
DisEnt3 Distance from point to entertainment district three
DisBus1 Distance from point to business district one
DisBus1 Distance from point to business district two
DisTownCenter Distance from point to center of spatial region
Response Binary – did a crime occur? 0 – no crime 1 – crime

The predictive surfaces in Figure 4.9 represent the two distinct temporal pat-

terns in the CSS process. Although the base feature-space model (FSM) accurately

depicts the two distinct areas of crime hotspots, the HFSM, which is conditioned

on the seven-day temporal pattern, better accounts for the temporal shift in the

criminal agent’s spatial preferences.
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FIG. 4.9: Predictive Surfaces, aka Heatmaps, for Simulation Using
Base and Hierarchical Models. Areas with higher probability
of crimes are shown with darker colors. The HFSM accounts for
temporal patterns in the criminal site selection process and can be
used to develop threat surfaces for specific temporal intervals. A
more focused threat surface assists law enforcement personnel with
patrol planning and resource allocation.
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4.3.4 Significance Testing

The surveillance plot serves as a measure of the model’s performance. Figure 4.10

depicts a space-time surveillance plot measuring the percentage of the possible space-

time blocks covered within the study along the X-axis and recording the percentage

of incidents observed along the Y-axis. After using the first ninety days of simulated

data to train the model, we evaluate against a test set containing the final thirty days

of the simulated dataset. The test set represents a possible 48,000 possible space-

time blocks for a criminal agent to consider as part of their CSS process. The HFSM

is in red and clearly dominates the base FSM in black, especially within the first

20% of the space-time area. We quantify the difference in predictive performance

by calculating the area under the curve for the two surveillance plots (Sing et al.,

2005). Overall, the HFSM offers a 13% improvement over the base FSM without

temporal information.

4.4 Discussion

This chapter provides the first methodology for combining temporal features with

spatial information to enhance an analyst’s understanding of event patterns and

improve the predictive performance of feature-space models. Using the two-stage

analysis process proposed by (Schabenberger and Gotway, 2005), we examine the

event data for spatial areas of clustering aligned with focused temporal patterns

of activity. The ACF and PACF assist in identifying potential seasonality within

the crime event data and determining the right temporal resolution for examining

shifts in the spatial distribution of crimes. The geographic mean center conditioned

on the identified temporal intervals aids us in confirming the appropriate temporal

resolution for further investigation and inclusion in the hierarchial feature-space
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FIG. 4.10: Surveillance Plot for Simulated Crime Data – HFSM vs
FSM The surveillance plot depicts the percentage of area observed
compared with the percentage of total incidents observed. In prac-
tical terms, the surveillance plot assists law enforcement by showing
which predictive model is more accurate over the smallest percent-
age of the observed area. Using the predictive model with the
steepest plot within the first 20 % of area observed allows law en-
forcement personnel to focus patrols and surveillance resources on
the smallest spatial footprint to observe the largest number of po-
tential crimes.
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model.

We evaluate the methodology against a simulated data set. The agent-based

crime simulation replicates a small spatial region with criminal agents who have a

propensity to include a weekly temporal pattern in their intelligent site selection

process. The simulation closely approximates patterns found in other routine activ-

ity studies (Groff, 2007). More importantly, the simulation provides a method for

improving our understanding of how routine activities impact the population dy-

namics and affect the complex interactions that make up the site-selection process.

We compare the performance of the basic feature-space model against the HFSM.

Initial results indicate that the HFSM provides the best predictive performance.

Using the simulated data set, the HFSM provides a 13% improvement in predictive

performance over the base feature-space model without temporal information.



CHAPTER 5

Method 2 – Of Indicators and

Interactions

“Is there any other point to which you would wish to draw my attention?”

“To the curious incident of the dog in the night-time.”

“The dog did nothing in the night-time.”

“That was the curious incident.”

– Colonel Ross and Sherlock Holmes in The Adventure of Silver Blaze

92
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In addition to temporal intervals, what other temporal features can we identify

that might be significant to an actor’s decision process? And once identified, can

we combine the temporal features with spatial information to further enhance an

analyst’s understanding of event patterns and improve the predictive performance

of current event models? Figure 5.1 provides the pictorial map for this chapter.

The initial temporal and spatial analysis provides the basis for identifying pulse

events within the study horizon. Since pulse events are normally seen in periods of

acute temporal patterns, we use the cross-correlation function to compare time series

data of crime rates with a time series of potential special events. In order to identify

the potential spatial impact of these pulse events, we calculate the geographic mean

centers of events during temporal windows preceding, during, and after the proposed

temporal pulse events. After identifying potential temporal pulse events, we modify

the hierarchical structure of Equation 4.2 and replace the temporal interval with

a temporal distance to the identified pulse event. After modifying the rule set for

the agent-based crime simulation introduced in Chapter 4, we conclude with an

examination of the methodology against a simulated data set.

5.1 Formulation

In Chapter 4, we used the hierarchical framework with the base feature-space model

to include temporal intervals at specific temporal resolutions. Although temporal

intervals normally match the seasonal patterns of the criminal site-selection process,

how can we account for a criminal’s selection of a site during temporal intervals that

include specific special events associated with changes in a region’s normal activity

patterns? We again modify the original Liu and Brown feature-space graphic (seen

in Figure 2.11) to include a new input of special events that happen in distinct

spatial locations at distinct times.
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FIG. 5.1: Method 2 – Temporal Pulse Events. Beginning with a series
of observed crimes, we analyze the data to identify spatial hotspots
during temporal intervals with acute rates of criminal activity. We
compare time series of special events with temporal windows of acute
rates of criminal activity to identify “pulse events.” We adjust the
HFSM to include a temporal distance to the pulse events as the
hierarchical component. Finally, we compare the models using the
surveillance plot and the AUC.
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As mentioned in Chapter 3, the special events could include baseball games,

political rallies, or large-scale events such as the Cherry Blossom Festival in Wash-

ington, DC. Events of these types have both a temporal and spatial component.

Some large-scale events occur annually, while others, such as sporting events, are

held with some degree of temporal regularity. Regardless of their temporal occur-

rence patterns, special events also have a spatial component that contributes to

changes in a region’s normal activity patterns. Special events might be centered on

downtown locations, such as stadiums or arenas, or they might be located outside

of city limits, such as a fairground or raceway. A special event becomes a temporal

pulse event when the normal patterns of the criminal site-selection preferences are

shifted for the duration of the event. Figure 5.2 illustrates one such event. Along

the special event timeline, three distinct special events (c3, c6, and c9) all occur at

one spatial location (s2). Although the three special events do not occur with any

degree of seasonality, the criminal’s feature-space preference shifts to X2 for those

select temporal intervals. Identifying changes in criminal feature-space preferences

assists law enforcement personnel with developing resource allocation during special

events. In order to identify pulse events, we select several posterior and a priori spe-

cial events during the study horizon. These events occur within the local region of

the study area but perhaps not within the specific boundaries of the study area. The

posterior events are events that occurred without prior knowledge but that might

be assumed to have had an effect on criminal activity. An example might be storms

that impact electrical power availability or social-media-inspired gatherings (Cohen

et al., 2003). When considering the impact of environmental conditions, we would

measure the number of days from a posterior event, such as a storm that caused

power outages. The a priori events are events that had a scheduled occurrence and

that authorities believed might cause an increase in criminal activity. Examples in-

clude football games or other large-scale special events, such as the aforementioned
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FIG. 5.2: Feature-Space Model with Cultural Events

Cherry Blossom Festival. Each of these events would also have a spatial component

that could be included within the model. By including potential pulse events from

the periphery of the study area, we extend the hypothesis such that pulse events

in the greater metropolitan areas might impact the criminal activity in the smaller

cities.

5.2 Methodology

5.2.1 Two-stage Analysis

As in Chapter 4, we use Schabenberger and Gotway’s (2005) conditional approaches

for the first steps of spatial-temporal analysis. We are still looking for temporal pat-

terns, however, we want to see whether any acute temporal patterns are correlated

with temporal patterns of cultural events and whether these acute patterns deviate

from the regularly observed spatial patterns of the CSS process.

For temporal intervals, we used the autocorrelation functions calculated at
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different temporal resolutions to identify potential temporal patterns in the CSS

process. To identify potential temporal pulse events, we use the cross correlation

function (CCF) seen in Equation 5.1. The CCF quantifies the strength of the re-

lationship these special events might have with the CSS process. By comparing

the criminal-event time series with a time series built upon knowledge of special

events, we identify potential spatial-temporal shifts in the site selection process that

reflect increased opportunities for the criminal. The CCF is the statistical measure

of the relationship between these two time series. We mathematically define the

cross-correlation using the notation provided by Chatfield (1975):

ρwy (τ) =
γwy (τ)√

γww (0) γyy (0)
(5.1)

This function measures the correlation between our incident time series Yt and our

potential pulse event time series W (t+ τ).

But the CCF does not identify the spatial impact of a pulse event on the CSS

process. The second step in our methodology uses the geographic mean center

to compare the distribution of the crime clusters within the pulse event temporal

interval to previous temporal intervals (Unwin, 1981). We estimate the mean center

of criminal events by calculating the mean x and y using the spatial coordinates

of the event data. If during the temporal interval of the special event, the spatial

distribution of criminal activity shifts significantly from the normal geographic mean

center, we hypothesize that the presence of the special event causes a shift in the

CSS process.

5.2.2 Hierarchical Modeling

Given a positive (or negative) correlation between a criminal event time series and

a potential pulse event time series, we again use the hierarchical framework around
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the base feature-space model to account for temporal shifts in the CSS process.

In this case, we set the hierarchical component to be the distance to, or from, an

event at the resolution of the potential set. For instance, when considering sporting

events as a set of potential pulse events, we measure the number of days to an a

priori event such as a football game or racing event. After identifying these potential

pulse events, we modify the HFSM to account for the temporal distance to these

events:

Pr (Ys,j = 1|X) = logit−1
(
αj + βj[k]Xs

)
,αj

βj

 ∼ N


µα
µβ

 ,

 σ2
α ρσασβ

ρσασβ σ2
β


 ,

for s = 1, ..., S

for k = 1, ..., K

for j = 0, ...,max temporal distance - J

(5.2)

We continue to label the response Ys,j = 1 for instances in which an event occurred

at a location s and within a temporal distance j to the actual time of the pulse

event. A crime event that occurs on the same day as the cultural event has a

temporal distance equal to 0. X is a vector of length k of predictor features such

as the distance to business districts or the distance to places of worship from the

location s. β is a vector of coefficients that models the dynamic (changing in time)

preferences for certain spatial features on the basis of the temporal distance j to the

special event. We are now modeling how the CSS process changes on the basis of the

how close in time the criminal is to the special event. By examining the resulting

coefficients, we identify which features might attract or repel crime on the basis of

the temporal proximity to the special event.
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5.3 Simulated Data

5.3.1 Modification of Crime Simulation

Using the base simulation from Chapter 4, we introduce a series of special events

that shift the preference for certain locations away from the regular patterns of

the criminal agents. We retain the six variables in the spatial region x1, ..., x6 as

distances to spatial features. Additionally, we retain the weekly seasonality used in

Section 4.3.1.

Agents

We begin each simulation run with the citizen agents randomly distributed across

the region with assigned home, work, and entertainment locations. Throughout

the simulation, each citizen agent moves from their home location to their work, or

entertainment, location with varied temporal patterns. The criminal agents begin

each simulation in four distinct regions. Each criminal agent has a specified length

of time for moving amongst the population. Within each daily temporal interval,

the interaction between a criminal and citizen agent triggers the criminal agent’s

site selection process. If the criminal agent is sharing a location with more than one

citizen, no crime will occur. Multiple citizen agents collocated at one location serve

as defacto guardians. However, if a criminal agent shares a location with only one

citizen, the criminal agent is more likely to initiate a crime if the location matches

his preferences.

Simulation Scenarios

As in Section 4.3.1, the criminals still have separate spatial regions, and they retain

a similar site-selection process related to event initiation. During the week, the

business districts serve as attractors to criminal activity. Given a convergence event
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between a criminal agent and a solo citizen, the criminal agents are more likely

to initiate a crime if they are closer to the business districts. During the weekend

interval, the business districts serve as repellers to criminal activity and the en-

tertainment districts serve as attractors. For each simulation run, we introduce a

series of special events that serve as spatial-temporal pulse events to the criminal

agent’s site selection process. During the temporal intervals of the special events,

entertainment district three becomes the primary attractor for criminal activity. As

criminal agents encounter citizen agents without a guardian, they are more likely to

commit a crime if they are closer in distance to entertainment district three.

Figure 5.3 offers a visual depiction of one simulation run including the pref-

erence for a spatial-temporal shift to entertainment district three during temporal

intervals with special events. The white squares indicate crime events occurring

on the 7th day of the weekly pattern. The black squares indicate criminal events

that occur during the remainder of the weekly interval. The red squares indicate

the crimes that occur on the day of the simulated cultural events. Although the

majority of the events associated with the simulated special event happen in the

upper right quadrant vicinity entertainment district three, criminal agents still have

a probability of executing a crime in areas that match their site selection preference.

We establish three training and testing scenarios. For each simulation run, we

introduce four possible spatial-temporal pulse events across a simulated temporal

horizon of 120 days. We isolate the criminal events on each special event day to

include the preceding seven days. We use the eight day interval around the first

special event as the first training set. For each simulation run, we record a vector

Ys,t such that a value of 1 indicates the presence of a crime at a location s at

a point in time t while the value of 0 indicates the absence of a crime. Using

the hierarchical feature-space model from Equation 5.2, we estimate the criminal
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FIG. 5.3: Sample Simulation Run with Weekly Crime Patterns and a
Spatially Adjusted Crime Pattern During Temporal Inter-
vals with Special Events

agent’s preference for a series of predictor features. For this simulation, we continue

to use the six predictor features that include the distance to each entertainment

and business district and the distance to the center of the simulation surface. Table

4.1 provides an overview of the variables used with the simulated dataset. We then

evaluate each model against a test set using the eight day interval surrounding the

second special event. The second training set includes the simulated data from

both the first and second special events and predicts against the eight day period

that includes the third special event. We build the final training set using the

eight day windows preceding the first three special events and test against the final

special event. Each test set represents a possible 12,800 possible space-time blocks

for a criminal agent to consider as part of their site selection process in an eight

day period that includes the programmed special event. Much as the feature-space

model accounts for spatial preferences of the criminal agents by using distances to

specific features, we hypothesize that modifying the feature-space model to include

temporal distances from special events will account for the changes in criminal site
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selection motivated by the changes in activity surrounding the special event.

5.3.2 Two-stage Analysis

Aggregating the simulated crime event data at the daily level allows us to examine

the relationships between the presence of a-priori special events and the potential

spatial-temporal preferences within the criminal agent’s site-selection process. Fig-

ure 5.4(a) depicts a daily count of crimes from one run of the simulation with four

days acting as pulse events. The red line indicates the daily crime average over the

entire run of the simulation. The blue line shows the days of the simulation with the

special event near entertainment district three. Since we know the criminal agent

rule set contains a shift in spatial preference within the temporal window of the

special events, we hypothesize that the CCF will identify the relationship.

Using the CCF, we examine the relationship between our daily time series data

with the simulated special event time series data. Figure 5.4(b) depicts the visual

result for the CCF exploration of the simulated crimes with the pulse event time se-

ries. The distinct spike in the CCF strongly supports the hypothesis of a relationship

between the two time series. Although the CCF helps identify relationships between

potential pulse events and temporal shifts in the criminal’s site-selection preference,

we use the geographic mean center as a basic measure of central tendency to cal-

culate changes in the spatial distributions over the temporal intervals. Figure 5.5

depicts the three distinct mean centers for crime clusters from the simulation data.

Each geographic mean center is calculated on the basis of the corresponding tem-

poral window to include weekly periodicity, daily activity, and the spatial-temporal

pulse event.

The initial analysis identifies potential space and time patterns in the criminal

agents’ site selection process. Taking the temporal patterns found with the CCF and
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(a) Time Series for One Simulation Run

(b) Cross Correlation for Simulated Crimes with Pulse Events

FIG. 5.4: Time Series and Cross Correlation Plots
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FIG. 5.5: Geographic Mean Centers of Simulated Crime Clusters De-
picting Impact of Pulse Events on the CSS Process

the spatial component identified with the mean center calculations, we adjust the

hierarchical framework around the feature-space model to account for the impact of

the spatial-temporal pulse event.

5.3.3 Hierarchical Modeling

Returning to Equation 5.2, we set J = 8. The hierarchical feature space model

now uses the temporal distance in days as the hierarchical component. We are

now modeling how the criminal agent’s site selection process changes according

to the decreasing temporal distance to the pulse event. We continue to account

for the spatial component of the special event since we still have the distance to
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entertainment district three included as one of the six features:

Pr (Ys,j = 1) = logit−1
(
αj + βj[s]Xk

)
,αj

βj

 ∼ N


µα
µβ

 ,

 σ2
α ρσασβ

ρσασβ σ2
β


 ,

for s = 1, ..., S

for k = 1, ..., K

for j = 0, ..., 8

(5.3)

Using the HFSM, we generate predictive threat surfaces that offer promise for

improving resource allocation, especially for the day on which the pulse events occur.

Significant change is seen in the shift and area reduction of the high-threat space for

the HFSM for the day of the pulse event. Figure 5.6 provides a clear view of how the

HFSM adapts to the temporal patterns in the criminal agents’ site-selection process.

Although the base feature-space model (FSM) accurately identifies three primary

areas of high crime probability, the HFSM accounts for the temporal changes of

the criminal agent’s site selection process. The HFSM threat surface accurately

identifies the northwest quadrant vicinity entertainment district three as the most

likely area for crime on the day of the special event. Of special note is how the HFSM

also accounts for the periodicity patterns in the criminal agents’ site selection process

by identifying both the daily and weekly patterns.

5.3.4 Significance Testing

Figure 5.7 depicts a space-time surveillance plot and measures the percentage of the

possible space-time blocks covered within the study region across the study horizon.

The HFSM is in red and clearly dominates the base FSM (in black), especially

within the first 20% of the space-time area. We quantify the difference in predictive
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FIG. 5.6: Comparison of Threat Surfaces – HFSM and the Base FSM
without Temporal Features. Areas with higher probability of
crime are shown with darker colors. The HFSM provides law en-
forcement personnel with a more focused threat surface to assist
with resource allocation in high threat areas for specific temporal
windows associated with special events.

performance by calculating the area under the curve for the two surveillance plots

(Sing et al., 2005). Overall, the HFSM offers an 18% improvement in accuracy over

the base FSM without temporal information.

Using the surveillance plot, we further examine model performance by focusing

on how each model accurately identifies potential crimes in time and space. Using

the partial area under the curve measure for the first 20% of the space-time area, we

provide the law enforcement analyst with a measure that aids in resource allocation.

Similar to the false positive point of interest introduced by (Kewley and Evangelista,

2007), a high partial area under the curve measure of the surveillance plot identifies

a model which is more accurate in the higher threat areas. Given this information,

law enforcement personnel can select the model with the lowest threat surface for

the temporal interval surrounding the spatial-temporal pulse event.
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FIG. 5.7: Surveillance Plot – HSFM versus Base FSM without Tem-
poral Information

TABLE 5.1: Partial Area Under the Curve for Surveillance Plots

Training Events Base FSM HFSM
1 Event 0.034 0.041
2 Events 0.0163 0.0261
3 Events 0.0108 0.0326
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Table 5.1 depicts the accuracy of the HFSM across all three scenarios for a

sample simulation run. Regardless of the size of the training set, the HFSM offers

better predictive performance on each test set when compared to the base feature-

space without temporal information. And while the partial area under the curve

measure seems higher for the first test set, the greatest improvement in performance

is seen when using information from the three initial pulse events to predict against

the fourth pulse event window. On the final test set, the HFSM offers significant

improvement over the model built without considering temporal information. The

performance of the HFSM over the base FSM holds across multiple simulation runs

with varied special event locations and temporal patterns.

5.4 Discussion

This chapter expands the second methodology for combining temporal features with

spatial information in order to enhance an analysts understanding of the CSS pro-

cess. We continue to use the two-stage analytical process suggested by Schaben-

berger and Gotway (2005), however, we use the cross-correlation function to iden-

tify potential relationships between our crime time series and a time series of special

events. Using the geographic mean center conditioned on the temporal windows sur-

rounding the special event helps us in identifying changes in the spatial distribution

of criminal activity. We retain the basic hierarchical framework of the feature-space

model from Chapter 4 but integrate the temporal distance to the potential pulse

event as the hierarchical component of the model.

We modify the agent based simulation to include a series of special events that

serve as spatial-temporal pulse events on the regular patterns of the criminal agents

site selection process. Using a series of three training and test sets developed over

multiple simulations, we compare the performance of the base FSM with the HFSM.
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We review the performance of the model across three pulse-event scenarios: a pulse

event occurring every four weeks, a pulse event occuring every twenty-five days, and

a pulse event every thirty days. Although the HFSM outperforms the base model

across all three scenarios, the most significant gain comes with using training data

aggregated across multiple pulse-event windows to develop the model. Against the

simulated data, the HFSM provides an 18% improvement in predictive performance

against the base FSM without temporal information.



CHAPTER 6

Method 3 – Of Neighbors and

Recent Past

It is better to ask some of the questions than to know all the answers.

- James Thurber

110
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The final question of this dissertation is how to model the criminal site-selection

process across a continuous time horizon. While the two previous methods used

hierarchical modeling to account for temporal intervals and temporal distances, this

method merges the feature-space model of Liu and Brown (1998) with the Markov

random field construct of Zhu et al. (2006) to model the criminal’s preference for

initiating a crime across a continuous temporal horizon. By adapting theoretical

and computational work from disease mapping and environmental studies, we de-

velop a Bayesian hierarchical feature-space model (BHFSM) for the criminal event

prediction problem in order to examine both parameter estimation and predictive

inference. We also expand the base feature-space model with indicator functions

to answer the two primary questions for this chapter: How can we model the im-

pact of neighborhood patterns within the feature-space model to account for local

activity on the criminal’s spatial-temporal decision process? And can we model the

impact of the recent past events within the feature-space model to account for local

temporal patterns on the criminal site-selection process? The following sections re-

view a Markov random field (MRF) treatment of the feature-space model, modify

the base feature-space model with temporal and neighborhood indicator functions,

and expand on the application of the surveillance plot and the performance-limit

ratio (PLR) for measuring predictive performance across the space-time domain.

After discussing modifications to the agent based crime simulation, we conclude the

chapter with an examination of the two models against a simulated data set.

6.1 Formulation

Although much theoretical and practical work has been done on the use of Bayesian

hierarchical modeling for geostatistics and disease clustering, the application within

the construct of the criminal site selection problem has been limited. Random
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FIG. 6.1: Method 3 – Feature-Space Modeling Using Neighbors and
Recent Past. Beginning with a series of observed crimes with a
diffused rate of intensity across the temporal horizon, we aggregate
date at the census-block level and model the CSS process using a
Bayesian framework. We compare the Bayesian method against an
expanded feature-space model using temporal and neighborhood in-
dicator functions. We model historical data and develop predictive
threat surfaces for future events. Finally, we compare the models
using the surveillance plot, AUC, and PLR.
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space-time fields have been used to represent environmental processes such as oil

field development, environmental-hazard analysis, and disease outbreaks. Besag’s

work (1974) sets the baseline for studies of spatial situations. Besag establishes seven

illustrations of spatial-point processes and regions. The example of irregular regions

with discrete and continuous variables describes the study area for incident activity

used in this dissertation. While Besag’s point lattice lays the groundwork for the

spatial-temporal modeling in Chapters 4 and 5, the discussion of irregular lattice

systems more accurately portrays the study regions and efforts for this methodology.

Event data for which spatial occurrences can be arranged as a regular lattice in <d

is a close match to a time series of events observed at discrete intervals (Cressie,

1993).

Recent work on point processes depicts random fields as a secondary structure

that would result from an aggregation process of point counts or marked sums.

For count data, we construct the random field along a regular or irregular lattice

structure using the construct provided by Illian et al. (2008).

Y (xt) = N (B + xt)

The value of Y (xt) is simply the count of events within the defined spatial

structure during temporal interval t. The spatial structure is a sphere B at location

x with a defined radius (Illian et al., 2008). For this dissertation, we use both a

regular lattice draped across the study region and an irregular lattice defined by

political and cultural boundaries.

Adapting theoretical and computational work from disease-mapping and envi-

ronmental studies, we use a BHFSM on the criminal event prediction problem for

examining both parameter estimation and predictive inference. The BHFSM is a

limited feature-space information logistic regression model with an autoregression on
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the state of the neighboring locations across an irregular lattice at discrete temporal

intervals. As a means of comparison, we provide an alternative method for including

neighborhood and temporal information with the base feature-space model similar

to the proposal made by Diggle et al. (1998).

6.2 Methodology

Hierarchical models allow us to deconstruct complex problems into a series of smaller

tractable problems. Using the methodology developed by Wickle (2003), we formu-

late the criminal site selection problem into three basic stages: a data model, a

process model, and a parameter model. Our data model accounts for our knowledge

of the spatial-temporal patterns of crime within the study region. The process model

provides insight to the criminal site selection process while accounting for spatial

and temporal effects. Finally, our parameter model accounts for the uncertainty in

both the data and process models (Wickle, 2003).

We use a Markov random field construct to account for spatial-temporal effects

by assuming that the likelihood of a crime at a specific location is dependent only

on its neighbors and its previous temporal state (Zhu et al., 2006). Recent work

on point processes uses Markov random fields as a secondary structure that results

from an aggregation process of event counts. For our crime data, we construct the

Markov random field along an irregular lattice structure defined by political and

cultural boundaries using the construct provided by Illian et al. (2008).

6.2.1 Bayesian Hierarchical Modeling

The primary goal of this chapter is to develop a Bayesian hierarchical model that uses

the feature-space methodology to accurately predict crime events across an irregular

lattice while providing insight into the criminal site-selection process. To estimate
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the criminal’s spatial preferences, our data model represents the criminal’s site-

selection process as a binary random variable where Ys,t ∈ 0, 1 is the observation of

the presences, or absence, of crime at location s at time t given a set of features X.

Ys,t|X ∼ Bern(µs,t) (6.1)

For our least complex model, we assume that the probability µs,t is a func-

tion of the criminal’s preferences for certain features and a random effects term.

Mathematically, we represent the process model as:

µs,t = logit−1 (β0 + β1Xs1 + . . .+ βkXsk + θs,t) ,

for s = 1, ..., S and

for t = 1, ..., T .

(6.2)

Equation 6.2 uses a set of features X as a vector of length k for each location s

combined with the estimated β values from the parameter model to estimate the

probability µs,t. For this dissertation, we use a set of demographic variables as a

surrogate for potential features that might be considered by the criminal in their

site-selection process. Analyzing previous criminal event data gives us a method

to account for the criminal’s site-selection process. By modeling the relationship

between the features and the probability of crime, we estimate the preferences crim-

inals have for locations with a specific set of features. However, just as the criminal’s

preferences for certain locations might change depending on proximity to freeways

or vacant houses, the criminal site-selection process can also change depending on

the time of day or other seasonal events (Rossmo et al., 2005; Gorr, 2009a). The

variable θs,t provides a method for including other random effects.

The first random effect considered is the temporal component. We consider a

temporal effect gt ∼ N(gt−1, τg) where the value of gt is normally distributed from
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the previous state with a standard deviation τg estimated in the parameter model

using a non-informative prior. Based on previous research, we believe that criminal

activity often precedes criminal activity (Gorr et al., 2003; Eck et al., 2005). Using

this temporal component allows us to account for periods of criminal activity that

match the routine activities and population dynamics of the study region. We will

discuss the initial conditions for the variance estimates in the parameter model.

We use a Markov random field (MRF) construct as the second random effect

by assuming that the likelihood of a crime at a specific location is dependent only

on its neighbors and its previous temporal state (Zhu et al., 2006). Recent work on

point processes uses MRFs as a secondary structure that results from an aggregation

process of event counts. For our crime data, we construct the MRF along an irregular

lattice structure defined by political and cultural boundaries using the construct

provided by Illian et al. (2008). We consider a MRF effect that accounts for the past

value at the location s and the second-order neighbors such that ωs ∼ N(ωj−1, τo).

The index j accounts for the second-order neighbors of location s. The inclusion

of the neighborhood spatial effects gives us a method to include criminal repeat

information into the feature-space model. Studies on criminal repeats have shown

that for short temporal intervals, locations that have experienced crime have an

increased likelihood for repeat victimization (Townsley et al., 2000).

The third random effect considered for this article is an interaction term. We

consider an interaction term ψs,t ∼ N(0, τp). The interaction term is uncorrelated

but can identify potential spatial-temporal interactions within the data that are not

accounted for in the base feature-space model (Lawson, 2009). The final random

effect is an uncorrelated error term vs ∼ N(0, tauv) that accounts for any uncorre-

lated spatial components of the criminal site-selection process. The research design

section outlines the four primary models considered for this article using different

combinations of these random effects.
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Finally, we specify the parameter models by establishing the initial distribu-

tions for the parameters. As seen in Figure 6.2, the β vector appears in the process

model. However, we provide initial estimates for the individual βs within the pa-

rameter model. Estimating the β values increases the complexity of the parameter

model, since for both the long term and short term data study, we initially estimate

each β for each feature during the model fitting phase. In order to reduce the com-

putational requirements, we substitute a feature-space prior calculated from linear

model regression (Lunn et al., 2000). The initial assumptions for the parameter

model follow:

β ∼ N(β̂, τb)

τb ∼ N(0, svb), svb ∼ U(0, 10)

τu ∼ N(0, svu), svu ∼ U(0, 10)

τg ∼ N(0, svg), svg ∼ U(0, 10)

τo ∼ N(0, svo), svo ∼ U(0, 10)

τp ∼ N(0, svp), svp ∼ U(0, 10)

(6.3)

The parameter model sets the initial conditions for the simulation methods used to

estimate the process and data model and completes the model hierarchy (Wickle,

2003). More details on the simulation methods can be found in Lawson (2009) and

Kery (2010).

We provide additional details on the random effects considered for this dis-

sertation below. Figure 6.2 provides a graphical representation, developed using

WinBUGS, of one model considered for this dissertation.

Bayesian methods provide a means to calculate the posterior distribution from our

three stage-hierarchical model. Using the example from Wickle (2003), our posterior

distribution is proportional to our data model conditioned upon the process and
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FIG. 6.2: Directed Acyclic Graph for Bayesian Hierarchical Feature-
Space Model. The β node provides the most complexity for the
model. For both the long term and short term data study, we ini-
tially estimate each β for each feature during the model fitting phase.
In order to reduce the computational requirements, we substitute a
single prior to represent the feature-space preferences for each loca-
tion on the basis of a GLM regression (Lunn et al., 2000).



119

parameter models times the process model conditioned upon the parameters:

[process, parameters|data] ∝

[data|process, parameters] ×

[process|parametersl][parameters]

(6.4)

Since our goals in modeling criminal site-selection problems include both pre-

dictive inference and parameter understanding, we desire to solve for the left hand

side of Equation 6.4. However, the complexity of the posterior distribution makes

obtaining a closed form solution difficult. Using simulation methods, we obtain

samples that provide estimates of our target variables (Lawson, 2009). We initiate

our prior distributions using either empirical knowledge from the data or expert

knowledge from the study domain. When expert knowledge is not available, we use

flat or improper priors. For example, we initiate our prior distributions for the β

coefficients using the estimates obtained from the generalized linear model regres-

sion. However, we initiate our priors for the standard deviations of the parameter

models with non-informative uniform distributions.

Following work from disease mapping and geostatistics, we examine four models

of random effects for our variable θs,t. The models considered provide several meth-

ods for including other random effects (Lawson, 2009). The four models considered

for random effects include:

• A time-varying trend gt plus an uncorrelated error vs

• A Markov random field ωs accounting for the sum of the neighboring effects at a

previous time plus vs

• gt plus ωs plus vs

• gt plus ωs plus vs and an interaction term ψs,t
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Figure 6.2 displays a graphical representation of the third model developed for

this dissertation without an interaction term.

6.2.2 Expanded Feature-Space Model

We use Ys,t = 1 for the presence of a crime during a given temporal interval and

Ys,t = 0 as the absence of crime at the site s within the specified temporal interval

t. We model the criminal events within the study area and horizon as a binomial

distribution similar to Liu and Brown (2003) and Gelman and Hill (2007) such that:

Ys,t ∼ Binomial (nit, θst)

θst = logit−1 (α +Xs,tβ)
(6.5)

We expand the basic binomial model to replicate the feature-space model with tem-

poral and neighborhood indicators as proposed by Diggle et al. (1998) and developed

by Christakos (1992):

Ys,t ∼ Binomial (nst, θst)

θst = logit−1 (α + βk−2Xk−2,st + βk−1Xk−1,st + βkXk,st) .
(6.6)

where βk−1 is the spatial autoregressive coefficient and βk represents the temporal

coefficient. The indicator function for Xs,t,k−1 can be constructed as an MRF such

that

Xs,t,k−1 =


1 if

∑
j∼s

Ys,t−1Yj,t−1 + (1− Ys,t−1) (1− Yj,t−1) ≥ 1

0 otherwise.

(6.7)

Equation 6.7 provides us a positive response if the second-order neighbors of Ys,t

have observed an incident during the previous temporal period. A variation of the

above indicator function could include the weighted sum of the clique to further

increase the impact of the neighbor structure on the model.
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The indicator function for Xs,t,k is a representation of the temporal relationship

and can be written as a first-order autoregressive indicator functions such that:

Xi,t,k =

 1 if Yi,t−1 ≥ 1

0 otherwise.
(6.8)

This equation provides a positive response if the previous state of Ys,t was an

observed incident. Variations of the above indicator function could include second-

order autoregressive or moving-average functions to provide increased fidelity to the

temporal relationships in the CSS processes. Adding the temporal regression vari-

able gives us an additional avenue to explore temporal relationships and dependen-

cies in the CSS process. This method offers fast sampling from the dataset to reduce

the computational time while still accounting for the state of the neighborhoods and

the previous state of the studied locations. This new expanded feature-space model

(EFSM) builds upon the construct of an MRF because the response observed at site

si at time t is conditional on the state of the neighbors at time t− 1 and the state

of si at time t− 1.

6.2.3 Model Comparison

For this dissertation, we compare each model’s predictive performance against a

test set from the dataset. For the long term study, we use a 365 day temporal

window for model fitting and then evaluate against a ninety day test. For the short

term study, we use a thirty day temporal window surrounding special events in

Charlottesville for model fitting and then evaluate against the thirty day temporal

window surrounding the same special event in the following year.

Prior to comparing predictive performance, we use a goodness of fit measure

to evaluate each model. Borrowing from conventional generalized linear modeling,
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we use deviance as a measure of how well the model fits the data. In the software

used for this dissertation, we can expect the deviance to decrease by one for each

predictor added to the model (Gelman and Hill, 2007).

As an additional method for comparing goodness of fit, we use the mean squared

predictive error (MSPE). Given our known spatial-temporal dataset from the test

period, Y , our estimated spatial-temporal dataset, Ŷ , and a number of observations

m from a simulation sample of G, we use Lawson’s (2009) formulation such that:

MSPE =
|Y − Ŷ |2

(G×m)
(6.9)

6.3 Simulated Data

6.3.1 Modifications of Crime Simulation

Returning to the original simulation from Chapter 4, we adjust the criminal agents’

rule set back to a simple weekly seasonality. The probability of a criminal agent’s

decision shifts from the lower right portion of the simulation to the upper left quad-

rant with a seasonal temporal pattern. Each run of the simulation still produces

120 days of activity.

6.3.2 Two-Stage Analysis

We aggregate the simulated crime data and model using both the base feature-

space model (FSM) presented in Chapter 3 and the EFSM from Equation 6.6.

The predictive surfaces shown in Figure 6.3 represent the high probability areas

of crimes calculated using the resulting models. Although the FSM identifies the

two areas of crime, the EFSM more accurately models the shift in preference along

a continuous time analysis from the lower right corner to the upper left corner and
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back in accordance with the criminal agent’s rule set. The performance of the models

against the test data from the simulation indicates that the EFSM provides a 13%

increase in predictive performance across the space-time surface when compared to

the FSM without indicator functions.

FIG. 6.3: Predictive Threat Surfaces Based on FSM and EFSM for
Simulated Data. Areas with higher probability of crimes are
shown with darker colors.

6.4 Discussion

For strategic-level crime monitoring, the EFSM offers a methodology for modeling

criminal activity within spatial regions using continuous time horizons. For this

research, we expanded the base feature-space model to include indicator functions

that provide insight to both spatial and temporal patterns within the criminal site-

selection process. We applied the methodology to a simulated data set with specific

temporal patterns in the CSS process. The EFSM provides significant lift when com-

pared against a test set. The use of the EFSM construct provides a method that

is computationally faster than the Bayesian methodology while providing improve-
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ments in predictive performance when compared to the base feature-space model.

The inclusion of temporal and neighborhood indicator functions allows law enforce-

ment personnel to account for recent past activity at a given location and within

the surrounding neighborhoods.



CHAPTER 7

Crime Event Modeling

The combination of some data and an aching desire for an answer does not ensure

that a reasonable answer can be extracted from a body of data.

- John Tukey

125
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This chapter explores the results of applying the methodologies described in this

dissertation to the challenges of spatial-temporal event prediction of crime within

a medium size city. For this chapter, we consider crime events as a realization

of a criminal’s site-selection (CSS) process based upon spatial and temporal fea-

tures. Using a hierarchical feature-space model (HFSM), we account for shifts in

the CSS process across discrete temporal intervals and in temporal proximity to

special events. We also consider the contribution of using a Bayesian hierarchical

feature-space model (BHFSM) for examining criminal events across a continuous

temporal horizon. We use receiver operating characteristic (ROC) curves, the area

under the curve (AUC), and the performance limit ratio (PLR) as means of compari-

son across all methodologies. Although the hierarchical and Bayesian methodologies

provide improvements over the basic feature-space model when temporal patterns

exist, the expanded feature-space model with neighborhood and temporal indicator

functions (EFSM) provides an extremely fast and sufficiently accurate alternative

to the computationally demanding HFSM and BHFSM.

7.1 Introduction of Dataset

The primary source of data for this research is an incident database for the city

of Charlottesville, Virginia police department. The database is maintained by the

Department of Systems and Information Engineering at the University of Virginia.

We sample the complete dataset to develop a subset that contains a time horizon of

three years and over 5,000 incidents. Crime types within the dataset include burglar-

ies, assaults, and thefts from automobiles. The crime dataset from Charlottesville

is suitable for modeling criminal activity since it contains multiple actors within a

limited temporal horizon spread across a distinct spatial region with a variety of

incident types.
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We use a geographic information system (GIS) to geocode each incident. Geocod-

ing allows us to convert the street address of the criminal events to a set of coor-

dinates useful for plotting in our GIS. The final stage of preprocessing the event

dataset involves combining the crime events with a uniform null grid of marked

points across the study region (Chawla et al., 2001; Liu and Brown, 2003; Brown

et al., 2004). We measure spatial distances from both the null grid and the inci-

dent layer to various features within the study region. For demographic variables

obtained from census data, we assign values to our uniform null grid and incidents

on the basis of the containing or nearest polygon’s values. We use spatial data from

the University of Virginia Geostat Library to establish the base feature-space layer

of distances to natural and man-made features. For the demographic data, we use

block-level data from the 2000 United States Census. Table 7.1 provides an overview

of the variables contained within the crime dataset.

Figure 7.1(c) depicts the resulting plot of crime events and the null grid. The

null grid serves as the base layer for locations in space and time where the response

Ys,j from Equation 4.2 is equal to 0. Calculating the feature-space distances for

the null grid provides law enforcement personnel with a means of producing threat

surfaces that depict the probability of crime in areas that have not experienced

criminal activity, but contain similar features to high crime areas. Figure 7.1(b)

depicts the spatial distribution and census block-level resolution of the cultural

features contained within the census data. Figure 7.1(a) depicts a base map of

Charlottesville with some of the man made spatial features used for this dissertation.
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TABLE 7.1: Predictor Variables for Crime Dataset

Variable Name Description
Disstreet Distance from point to nearest street
Disrail Distance from point to nearest railway
Disbus Distance from point to nearest bus route
Dischurch Distance from point to nearest church
Disschool Distance from point to nearest school
Income Average household income for the nearest census tract

vicinity point
population Total population for the nearest census tract vicinity

point
PerBlack Percent of population vicinity point – Black
PerAsian Percent of population vicinity point – Asian
Housing Total number of houses for the nearest census tract vicin-

ity point
PerRental Percent of housing classified as rental in the nearest cen-

sus tract
Rent Average of median rental rates for census blocks consol-

idated at tract level
Housevalue Average of median housing values for census blocks con-

solidated at tract level
PerVacant Percent of houses not occupied during time of census
Response Binary – did a crime occur? 0 – no crime 1 – crime
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(a) Sample of Base Layer Spatial Features

(b) Census Blocks for Demographic
Data

(c) Incidents with Null Grid

FIG. 7.1: Mapping Steps for Feature-Space Analysis
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7.2 Two-stage Analysis

As indicated by the dissertation map shown in Figure 3.1, analyzing the data spa-

tially and temporally allows us to identify both spatial and temporal patterns for

further investigation and modeling. The two-stage analysis also aids in answering

many of the questions asked by law enforcement analysts:

• What is the appropriate resolution of temporal intervals for study?

• Within the given spatial environment, are incident rates higher during specific

temporal intervals?

• Do daily patterns exist in event likelihood for the different spatial areas with

similar attributes?

The initial temporal analysis of each type of criminal incident results in a series of

conditioned plots that provide insight into the variations across the different tem-

poral intervals. Figure 7.2 depicts the monthly, daily, and hourly incident rates for

assaults in Charlottesville. At first glance, Figure 7.2 appears to depict some vari-

ance across each level of temporal resolution. Figure 7.2(c) depicts an acute temporal

pattern, while Figure 7.2(b) is a focused temporal pattern. However, the variance

in the monthly rates is deceptive. Conditioning the months for the number of days

produces a more balanced result, as seen in Figure 7.3. Since visual analysis alone

does not identify all the patterns that might exist within the dataset, we use the

autocorrelation functions to find patterns of seasonality and determine the appro-

priate temporal resolution for the hierarchical model. The autocorrelation plot and

partial autocorrelation plots depict strong weekly seasonality when used to analyze

the daily crime rates in Charlottesville. Again, we are looking for the intersection

of focused temporal patterns with spatial clustering as seen in Figure 3.2. Now

that we have an understanding of the patterns at different temporal resolutions, we
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(a) Monthly Crime Counts (b) Daily Crime Counts

(c) Hourly Crime Counts

FIG. 7.2: Distribution of Crimes Across Different Temporal Resolu-
tions

FIG. 7.3: Monthly Average of Assaults Conditioned upon Number of
Days
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(a) Autocorrelation for Assaults

(b) Partial Autocorrelation for Assaults

FIG. 7.4: Correlation Plots for Assaults Viewed at Daily Temporal
Resolution
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can examine the spatial distribution of the events within the appropriate temporal

intervals. A straight plot of all events in the study region shows distinct clustering

in the vicinity of the University of Virginia (UVA) and downtown Charlottesville.

However, since this plot includes all events aggregated across the temporal horizon,

it fails to depict the possible temporal components of the CSS process. Each tem-

FIG. 7.5: Point Plot of All Assaults within Study Region and Horizon

poral interval offers some variance across space and time. Using the assaults for

Charlottesville, we first look at the plots for the geographic mean center measure of

events in our three primary temporal intervals. Although each temporal interval’s

geographic mean center is clustered near the University, the dispersion at the hourly

and the daily levels indicate that temporal patterns might exist in the CSS process.

We confirm evidence of clustering using the nearest neighbor analysis.

For examining the likelihood that the events are clustered during a specific

temporal interval, we examine the nearest neighbor distances and compare to the

expected nearest neighbor distance for a completely spatially random distribution
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FIG. 7.6: Monthly Distribution of Geographic Mean Centers

FIG. 7.7: Daily Distribution of Geographic Mean Centers
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FIG. 7.8: Hourly Distribution of Geographic Mean Centers

of events. Using the Average Nearest Neighbor index in ArcGIS, we can determine

the likelihood that the events are clustered versus dispersed. A ratio closer to 1 will

indicate that the events are more likely dispersed; a ratio closer to 0 will indicate

clustering that is statistically unlikely. Using the nearest neighbor test, we quantify

the likelihood that certain days are more likely to have event clustering (Gorr and

Kurland, 2011). Table 7.2 depicts the results for the daily temporal intervals.

The lower values for Friday and Saturday indicate a slight increase in the likelihood

of clustering for these temporal blocks when compared with the other days of the

week. Table 7.3 depicts some slightly more distinct patterns in the hourly intervals.

A visual comparison of the events supports the results from the nearest neighbor

test by comparing the spatial distribution of events occurring at 0100 hours with

events occurring at 0600 hours.
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TABLE 7.2: Average Nearest Neighbor Index Results – Daily

Day of the Week
Observed Mean Distance /
Expected Mean Distance

Sunday .50
Monday .58
Tuesday .50
Wednesday .53
Thursday .56
Friday .47
Saturday .46

TABLE 7.3: Average Nearest Neighbor Index Results – Hourly

Hour
Obs. Mean Distance / Hour Obs. Mean Distance /
Exp. Mean Distance Exp. Mean Distance

0000 .55 1200 .65
0100 .50 1300 .58
0200 .66 1400 .68
0300 .94 1500 .71
0400 .93 1600 .69
0500 .97 1700 .62
0600 .98 1800 .55
0700 .88 1900 .73
0800 .81 2000 .64
0900 .64 2100 .67
1000 .72 2200 .69
1100 .64 2300 .66
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(a) 0100 hours

(b) 0600 hours

FIG. 7.9: Comparison of Hourly Interval Dispersion
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Figure 7.9(a) depicts a distinct clustering of events around downtown and the

vicinity of the “Corner” at UVA during the specified temporal interval. After com-

bining the results of the autocorrelation plots with the nearest neighbor analysis, we

have high confidence that temporal patterns might exist within the CSS process for

assaults in the study region. However, experimentation has shown that the greatest

understanding of the CSS process can be found in the model development process.

Before we move to the model development process, however, we examine one

more component of spatial and temporal analysis. Chapter 5 reviewed the impact

of spatial-temporal pulse events on the CSS process. We now return to the complete

temporal horizon of event data to identify periods of correlation between potential

pulse events and changes to the spatial-temporal patterns of the assault data. Start-

ing with an overview of the time series for assaults, we determine which periods offer

significant departure from the mean intensity level. Figure 7.10 reveals a significant

departure late in the study horizon.

FIG. 7.10: Time Series Plot of All Assaults

Using the cross-correlation function (CCF), we compare a time series of our po-

tential pulse events with our time series of assaults. Unfortunately, the initial results

were inclusive. The preliminary model that included the pulse events, mentioned in

Chapter 5, failed to provide a significant improvement in fit for our prediction from

the base feature space model. Figure 7.11 depicts the lack of definitive impact of
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each of the selected special events. In the zoomed window, the arrows depict the

a-priori events, such as holidays and school closings, that we believed might cause

an increase in criminal activity.

FIG. 7.11: Time Series Plot with Zoomed Window for Possible Pulse
Events

This initial disappointment is not entirely unexpected. As discussed in Chapter

2, spatial-temporal analysis requires focused efforts on periods of temporal transition

and local knowledge of the environment (Kerchner, 2000; Bernasco and Block, 2009).

A more appropriate methodology for including the temporal features reduces the

scope of the temporal horizon to those intervals with the greatest variance in crime

rates. Reducing the temporal horizon to a smaller scale—such as a month before

and after large spikes in crime rates—makes it easier to examine the impact of the

potential pulse events. More importantly, we also include additional data from the

Charlottesville police department to take advantage of its local knowledge of the

temporal environment. Using this local knowledge of events, we develop another
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TABLE 7.4: Potential Spatial-Temporal Pulse Events – Char-
lottesville Assaults

Temporal Event List Description Spatial Component
Football UVA home football games UVA stadium
Basketball UVA home basketball

games
John Paul Jones Arena

City – School City school days (spring
break, prom, last day, etc)

City schools

UVA – School UVA school days (spring
break, first day, holidays)

UVA central

Special Events Foxfield Races, large-
venue concerts, etc.

Various

series of potential spatial-temporal pulse events.

Starting with the overview of the time series for assaults seen in Figure 7.10, we

determine which periods offer significant departure from the mean intensity level.

Again, we use the CCF to measure the correlation between our incident time series

and our potential pulse event time series, which in this case includes events from

Table 7.4. Figure 7.12 depicts the visual result for the CCF exploration of assaults

with the potential pulse effect time series.

On the basis of the distinct spike in the CCF for the Foxfield pulse events, we

select the Foxfield Races for an extended analysis. Held every year in the spring

and the fall, the Foxfield Races occur on the outskirts of Charlottesville, however,

each race weekend brings an increase in visitors to the Charlottesville area and an

increase in opportunity for criminal activity. Across the temporal horizon of this

event dataset, we have three fall Foxfield Races and three spring Foxfield Races. In

Section 7.4, we conduct a slightly more detailed CCF analysis, select training and

test data, and modify the hierarchical feature-space model to account for the how

the temporal proximity to the Foxfield Races can impact on the CSS process.
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FIG. 7.12: Cross Correlation Results – Assaults

7.3 Seasonality and Patterns

7.3.1 Temporal Conditioning

In section 7.2, we used visual-analysis and the ACF and PACF plots to identify

temporal intervals with focused patterns. Again, we are looking primarily for the

intersection between focused temporal patterns with spatial clustering as seen in

Figure 3.2. Since the ACF and PACF plots depict such a strong weekly seasonality

and the average nearest neighbor analysis showed a slight increase in clustering

probability for the weekend, we first refine Equation 4.2 to model the CSS process

at a daily temporal interval:
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Pr (Ys,j = 1|X) = logit−1
(
αj + βj[k]Xs

)
,

for s = 1, ..., S

for k = 1, ..., Kαj
βj

 ∼ N


µα
µβ

 ,

 σ2
α ρσασβ

ρσασβ σ2
β


 , for j = 1, ..., 7

(7.1)

The varying slope and varying intercept model shown in Equation 7.1 continues

to include the spatial feature-space components of Liu and Brown (2003) and uses

the hierarchical structure from Gelman and Hill (2007) to model the impact of

temporal patterns on the CSS process. Equation 7.1 uses day-of-week intervals,

but we can easily modify the hierarchical component to represent different temporal

intervals on the basis of the seasonality patterns identified in the two-stage analysis.

7.3.2 Significance Testing

Using the Charlottesville crime data introduced in Section 7.1, we trained the model

and completed feature selection using the assault data aggregated at the daily level.

We used 365 days of training data and the subsequent 30 days for testing. The base

feature-space model is built against a dataset containing only the incidents specific

to the examined temporal interval. The test set also only contains events occurring

during the specific temporal interval. The hierarchical model is built against the

entire training set and uses the temporal interval specific coefficients to predict

against the same test set for the base model.

Unfortunately, the daily interval HFSM does not provide any significant im-



143

provement over the base feature-space model for predicting across the test set. Us-

ing the surveillance plot in Figure 7.13, in fact, we fail to identify any improvement

between the HFSM and the base feature-space model without temporal information.

FIG. 7.13: Surveillance Plot – Assaults – Daily Interval

Although Figure 7.13 does not show any significant improvement of the HFSM

over the base feature-space model when compared against the test set, the point of

modeling in this case is not just for predictive power but also for understanding how

the criminal’s preferences shift regarding space and time. The estimated coefficients

indicate a slight impact on some of the selected culture variables introduced in

Section 7.1.

A review of Table 7.5 indicates that the predictive surface should change on the

basis of the varying coefficients for the culture variables. Figure 7.14 shows only

a slight variation between the predictive surfaces for Monday and Saturday. More

importantly, the HFSM identifies a change in the CSS process regarding areas that
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TABLE 7.5: Varying Coefficients for HFSM – Daily Interval

Inter-
val

Percent
Black

Percent
Asian

Percent
Rental

Percent
Vacant

SUN -0.32052 -17.4269 -2.23923 -0.52675
MON -0.31455 -17.8428 -2.28203 -1.1237
TUE -0.29848 -17.7634 -2.25905 -0.87659
WED -0.35681 -17.4234 -2.26528 -0.7927
THU -0.34302 -17.6954 -2.27667 -1.02558
FRI -0.27004 -17.4155 -2.24681 -0.44902
SAT -0.23102 -17.5743 -2.21917 0.038362

have high rental vacancies. During the week, areas with high vacancies serve as

attractors to criminal activity but on the weekend, the CSS process shifts to favor

areas with a lower percentage of vacant rentals.

Although the changes are not dramatic, the changes in intensity across the

study region reflect opportunities for improving manning strategies or surveillance

resource allocation. For a finer resource allocation strategy, however, we need to

examine the temporal effects at a more detailed resolution.

To do so, we can return to Equation 7.1 and modify the hierarchical component

to reflect conditioning upon an hourly interval. This new model is more computa-

tionally intensive since the hierarchical component includes seventeen additional

levels when compared to the daily model. And while the hourly HFSM might not

provide significant predictive performance across the test set, we do gain further

insight into the impact of temporal patterns in the CSS process. Features with

negative value coefficients can be seen as criminal attractors (areas that make crime

more attractive for criminals). Features with positive coefficients are spatial areas

that are less desirable to a criminal. Changes in a coefficient value across temporal

intervals indicates that certain areas become more, or less, desirable to a criminal

at certain times. Table 7.6 shows a distinct impact on four culture variables and

three spatial variables when conditioned on the hour of the day.
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(a) Monday

(b) Saturday

FIG. 7.14: Comparison of Predictive Surfaces from HFSM – Daily
Intervals
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TABLE 7.6: Varying Coefficients for HFSM – Hourly Interval

As with the simulated data, we use the surveillance plots and the area under the

curve as a measure of the model’s predictive performance for a specific time period.

Overall, we do not see the same dramatic improvement using the sample data as was

seen with the simulation data. The largest increases in predictive performance are

seen during the temporal intervals (0100, 1300, and 1800 hours) when the nearest

neighbor ratio indicated a greater likelihood of clustering. Table 7.7 highlights these

temporal intervals.

Although the surveillance plots in Figure 7.15 show slight improvement of the

HFSM over the base feature-space model, the point of modeling in this case is not

just for predictive power, but also understanding how the criminal’s preferences shift

in space and time. An examination of the estimated coefficients reveals the temporal

patterns on some of the selected culture variables used for modeling. Of special note
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(a) 0100 hours

(b) 0600 hours

FIG. 7.15: Surveillance Plots for Comparison of HFSM and FSM
During Periods of High and Low Activity
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TABLE 7.7: Area Under the Curve (AUC) Results for HFSM and
FSM - Hourly Interval

Hour HFSM
AUC

FSM AUC Hour HFSM
AUC

FSM AUC

0000 .9498 .9487 1200 .9647 .9672
0100 .9509 .9379 1300 .9383 .9218
0200 .9375 .9362 1400 .9739 .9616
0300 .9663 .9715 1500 .9439 .9318
0400 .8415 .8374 1600 .9492 .9502
0500 .8931 .8757 1700 .9583 .9591
0600 .9722 .9761 1800 .9661 .9611
0700 .8714 .8721 1900 .9506 .9554
0800 .9853 .9909 2000 .9469 .9512
0900 .9673 .9794 2100 .9275 .9063
1000 .8980 .8854 2200 .9637 .9532
1100 .9335 .9391 2300 .9479 .9407

is the change identified regarding the role each feature plays as a potential attractor

or repeller of criminal activity throughout the day. We depict these temporal pat-

terns within the CSS process by using a multivariate time series plot. We normalize

the modeled coefficients to compare impact of the features on the CSS across the

temporal intervals (Peng, 2008). An example of a distinct temporal pattern is seen

in Figure 7.16 showing the varying impact of four culture features and three spatial

features across each hour of the day.

Darker areas indicate that the spatial feature is more of an attractor in the CSS

while lighter areas indicate a lessening attraction. In most cases, this temporal shift

matches the daily activity rhythms present in most cities, especially with the slight

increase in the impact of distance to downtown bracketing the lunch hour.

In Chapter 4, we introduced the idea that the greatest value in predictive

performance for the HFSM would be in examining multiple temporal intervals across

a complex hierarchical model. We can extend our two-stage analysis from Section

7.2 to examine the variation across months, days-of-week, and hours-of-day as a
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FIG. 7.16: Varying Coefficients for HFSM – Hourly Interval

suitable aggregated starting point. For ease of computation, we further aggregate

the time-of-day data into a shift variable that is based on the hour-of-day occurrence.

In Equation 7.2 below, we extend our feature-space model to a more complex, non-

nested, hierarchical model that examines the varied spatial relationships within the

monthly (m), daily (d), and shift (s) temporal intervals:

Pr
(
Ym[i],d[i],s[i] = 1|X

)
= logit−1

(
αm[i],d[i],s[i] + βm[i],d[i],s[i]Xi

)
, for i = 1, ..., n.

(7.2)

This data-level model can be decomposed to represent the intercepts and slopes

for the temporal blocks minus the interaction terms

αm,d,s
βm,d,s

 =

µ0

µ1

+

γmonth0m

γmonth1m

+

γday0d

γday1d

+

γshift0s

γshift1s

 (7.3)
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along with the variations across the temporal levels:

γmonth0m

γmonth1m

 ∼ N


0

0

 ,

(
Σmonth

)
,

 form = 1, ..., 12

γday0d

γday1d

 ∼ N


0

0

 ,

(
Σday

)
,

 ford = 1, ..., 7

γshift0s

γshift1s

 ∼ N


0

0

 ,

(
Σshift

)
,

 fors = 1, ..., 3.

(7.4)

We compare the performance of our new HFSM to the base FSM without

temporal features by using the surveillance plot. At the 20% of area observed

surveillance point, the HFSM offers an approximately 5% increase in predictive

performance for events across the modeled intervals.

7.4 Indicators and Interactions

7.4.1 Temporal Pulse Events

In Section 7.2, we used the CCF plots to select the Foxfield Races for our extended

analysis. The Foxfield Races are horse racing events that occur every spring and

fall on the outskirts of Charlottesville. More specifically, the Foxfield Races are

large public gatherings that bring large crowds into the Charlottesville area. An

examination of a reduced temporal window around each of the six Foxfield events

in our dataset shows a distinct correlation between the spring Foxfield Races and

the changes in the assault crime rate.

As seen in Figure 7.12, the fall Foxfield Races do not seem to be associated with

an increase in the number of assaults. Given that the fall Foxfield event is widely

viewed and marketed as a family event, this lack of correlation between the fall
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FIG. 7.17: Cross-Correlation Results – Foxfield Races and Assaults

Foxfield events and shifts in the temporal rates of assaults makes sense. However,

the large CCF response for the spring Foxfield event warrants extended analysis.

7.4.2 Significance Testing

We use the temporal proximity to the Foxfield Race as the hierarchial component

of the HFSM. Since the Foxfield Race is held on a one-day event held on Saturday,

we use days as our temporal resolution. We change the notation from Equation

5.3 slightly to reflect this new range of temporal distance for a varying-slope and

varying-intercept model. In this case, the hierarchical component represents the

temporal distance (i.e., the number of days) to the Foxfield event. We are now

modeling how the CSS process changes on the basis of the temporal proximity to
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the pulse event.

Pr (Ys,j = 1|X) = logit−1
(
αj + βj[k]Xs

)
,αj

βj

 ∼ N


µα
µβ

 ,

 σ2
α ρσασβ

ρσασβ σ2
β


 ,

for s = 1, ..., S

for k = 1, ..., K

for j = 1, ..., 8

(7.5)

An examination of the coefficients shows a slight impact on four of the feature-

space variables used in the HFSM. While each of the coefficient values change slightly

on the basis of the decreasing temporal proximity to the Foxfield event, only the

feature-space variable for percent of vacant houses shows a complete change from

being an attractor to a repeller of criminal activity. For this case, we use the feature

variable, Distance to the Corner, to account for a spatial shift in preferences for

the CSS process since the majority of the post Foxfield activity moves from the

event location outside of Charlottesville city limits to the primary entertainment

district vicinity of the UVA grounds. Although the changes in the feature-space

TABLE 7.8: Varying Coefficients for Foxfield Pulse Event – HFSM

Days to
Foxfield

Distance to
Corner

Distance to
Downtown

Percent
Rental

Percent
Vacant

7 -0.001044 -0.001084 1.970 -0.01721
6 -0.001044 -0.001081 1.969 -0.08524
5 -0.001045 -0.001078 1.973 -0.06351
4 -0.001047 -0.001085 1.969 -0.07564
3 -0.001038 -0.001080 1.971 -0.04964
2 -0.001044 -0.001080 1.972 -0.01072
1 -0.001046 -0.001081 1.969 -0.09368
0 -0.001037 -0.001075 1.983 0.258530

coefficients are not dramatic, the introduction of the hierarchial framework to the
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feature-space model offers significant improvement for law enforcement personnel

focused on patrol assignments and other resource allocation problems. Figure 7.18

depicts the predictive threat surface built using the base FSM without any temporal

information. Without the temporal information, the base FSM produces a threat

surface for the day of the Foxfield event that is exactly the same as the threat surface

for one week prior to Foxfield. Figure 7.19, however, depicts the predictive threat

built using the HFSM for the day of the Foxfield event.

Adding the temporal proximity to the Foxfield event as the hierarchical com-

ponent, we can now produce a series of daily predictive threat surfaces that adjust

on the decreasing temporal distance to the approaching event. Refinement of the

predictive surface allows law enforcement personnel to adjust patrols and manning

levels since both can be focused on a smaller spatial area for that specific temporal

window surrounding the special event.

FIG. 7.18: Base FSM for Foxfield Races with Incidents for Race Day
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FIG. 7.19: HFSM for Foxfield Races with Incidents for Race Day

7.5 Neighbors and Recent Past

One motivation for analyzing criminal incidents is to improve resource allocation of

police forces to either reduce the likelihood of crime at certain places and times or

to mitigate the effects from a crime that has already a occured. Although the hier-

archical modeling techniques discussed so far offer improvements in the prediction

of crimes with temporal patterns, we have not yet considered time as a continuous

element. Examining the trends of criminal incidents in both space and time con-

currently may provide insight into the underlying risks for certain areas and help

first responders pre-position assets in order to respond quickly during expected peak

times. The Bayesian hierarchical feature-space model (HFSM) and the expanded

feature-space modelwith spatial-temporal indicator functions (EFSM) provide two

methods for addressing the continuous nature of time in criminal site-selection (CSS)

problems.
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7.5.1 Data Aggregation and Preparation

Using the data from Section 7.1, we sample the complete dataset to develop a

subset that contains a time horizon spanning three years with over 2,000 incidents.

We restrict the crime types analyzed for this methodology to assaults, both simple

and aggravated. We drape an irregular lattice over the study area and aggregate

the criminal incidents at the daily level. Although the aggregation introduces some

level of discreteness, we treat the temporal intervals as continuous points along the

temporal horizon and not as a temporal bin for applying the conditioning method.

The irregular lattice structure is based on the 37 US Census block-groups for the

city. Using the block group lattice structure facilities inclusion of demographic

information at the block-group level that serve as features considered by criminals

in their site-selection process. Figure 7.20 depicts the study region draped with the

irregular lattice and showing spatial-temporal patterns of assaults over four distinct

temporal intervals. The analysis that follows uses a second order neighbor structure

over the irregular lattice depicted in Figure 7.20.

We set Yi,t = 1 if a criminal assault occurs within the specified block group i =

1, ..., 37 during one of the days t = 1, ..., 1095 of the study horizon. The block-group

and daily aggregation results in a 37× 365 matrix for a total of 40,515 observations

in space-time. Figure 7.21 depicts a one year snapshot of criminal events across the

entire spatial region.

We develop an undirected graph of the study region to meet the conditions

for using a MRF construct within the parameter model of the Bayesian hierarchial

framework. The graph in Figure 7.22 does not represent the spatial layout of the

study region but rather shows the 37 block-group nodes and the relationships built
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FIG. 7.20: Evolution of Spatial Patterns Over a Continuous Temporal
Horizon. Since we identify changes in the map over time, we
hypothesis that we have spatial and temporal effects within the
criminal site selection process.

FIG. 7.21: Space-time Lattice for Study Domain. The arrangement of
spatial regions along the y axis might falsely identify spatial clus-
ters, however, the temporal horizon along the x axis does allow
for visual identification of temporal clusters for assaults within the
study region.
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upon shared borders for a total of 186 neighbors. Returning to the space-time model

construct depicted in Figure 2.10, we use our undirected graph to account for the

impact of neighborhood activity on the CSS process.

FIG. 7.22: Undirected Labeled Graph for Study Region. Each node
represents one of the thirty-seven block-groups within the city of
Charlottesville, Virginia. The layout of the graph is not intended
to show the spatial layout of the block groups but to rather to show
the second-order neighbors. We label each node with the US Census
code for the block-group and depict the neighbor connections via
the lines.

7.5.2 Significance Testing

Long Term Study Results

For the long term study, the block-group and daily aggregation results in a 37×365

matrix for a total of 13,505 observations in space-time. We use a second-order
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neighbor model to account for all the criminal activity in the surrounding census

blocks. Table 7.9 outlines the specific models examined using both the demographic

features and a feature-space prior obtained from the basic feature-space model of

Chapter 4. We consider four alternatives to model the random effects using our

variable θs,t in the process model of Equation 6.2: 1) a time-varying trend; 2) a

Markov random field accounting for the sum of the neighboring effects at a previous

time; 3) a time-varying trend with a Markov random field; 4) a time-varying trend

with a Markov random field and an interaction term. For every alternative we

include a space-time independent noise term. For the first four alternatives, we

attempt to account for the criminal site-selection preference by modeling β as seen in

Figure 6.2. After model fitting, we evaluate performance using the MSPE discussed

in Chapter 6.

TABLE 7.9: Bayesian Hierarchical Feature-Space Model Develop-
ment for Long Term Data Study

Model Predictors Time Deviance MSPE

Spatial Choice and Trend 35 3049 4632 0.0430
Spatial Choice and MRF 35 2587 4622 0.0429
Spatial Choice and MRF
and Trend

36 4694 4625 0.0429

Spatial Choice and MRF
and Trend and Interaction

43 19481 4609 0.0428

Feature-Space Prior and
Trend

31 2273 4785 0.0435

Feature-Space Prior and
MRF

30 2314 4632 0.0430

Feature-Space Prior and
MRF and Trend

38 7219 4614 0.0429

Feature-Space Prior and
MRF and Trend and
Interaction

40 9515 4619 0.0429

Although the predictive performance of the BHFSM is not significantly bet-
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ter than the base feature-space model, we were expecting to see significant lift in

the parameter estimation related to identifying criminal preferences for certain spa-

tial features. In fact, even with all four models converging, the only feature-space

variable with significantly better estimation was the preference for areas with high

percent vacancy. However, (Lawson, 2009) shows that the combination of spatially-

referenced explanatory variables within a Markov random field construct often yields

poor estimates of the regression coefficients and produces computational challenges

related to multi-collinearity. Both of our approaches to reduce the impact of corre-

lation created additional challenges. First, removing the features that are spatially

dependent limits our insight into the criminal site selection process for identifying

feature-space preferences. Second, introducing new variables that have a stationary

spatial attribute but are non-stationary temporally limits our ability to identify how

the criminal’s feature-space preferences evolve over time. Overall, the Bayesian ap-

proach offers promise to reducing uncertainty in the predictive surfaces. However,

the computational time required for sampling from the posterior distribution for

Bayesian inference for criminal site-selection problems remains a major drawback

(Withers, 2002; Zhu et al., 2008).

We discuss an alternative approach in the conclusion that offers computational

advantages while remaining sufficiently accurate for prediction. In the next section,

we scale down the horizon of the study period as an additional step in examining

the BHFSM.

Short Term Study Results

Although applying the Bayesian framework to the long term study data did not

result in significant gains in predictive performance, the initial disappointment was

not entirely unexpected. Previous research shows that spatial-temporal analysis

focused on criminal site-selection requires focused efforts on periods of temporal
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transition and local knowledge of the environment (Kerchner, 2000; Bernasco and

Block, 2009). A more appropriate methodology for including temporal informa-

tion into the BHFSM reduces the scope of the temporal horizon to those intervals

with the greatest variance in crime rates. Research has also shown that spatial

regions experience great variance in crime rates for certain locations depending on

the temporal proximity to special events (Cohen et al., 2007). Reducing the tempo-

ral horizon to a smaller scale — such as a thirty day window before and after large

spikes in crime rates — makes it easier to examine the impact of these special events

on the criminal site-selection process. More importantly, including additional data

from local law enforcement personnel takes advantage of their local knowledge of

the temporal environment (Cressie and Wikle, 2011).

TABLE 7.10: Bayesian Hierarchical Feature-Space Model Develop-
ment for Short Term Data Study

Model Predictors Time Deviance MSPE PLR

Feature-Space Model 7 5 423 0.0479 0.46

Expanded Feature-Space
Model

9 5 420 0.0453 0.55

Spatial Choice and Trend 19 182 423 0.0479 0.52
Spatial Choice and MRF 19 303 423 0.0479 0.53
Spatial Choice and MRF
and Trend

22 332 422 0.0478 0.53

Spatial Choice and MRF
and Trend and Interaction

23 900 421 0.0477 0.53

Feature-Space Prior and
Trend

8 180 420 0.0477 0.49

Feature-Space Prior and
MRF

8 138 420 0.0477 0.47

Feature-Space Prior and
MRF and Trend

10 371 419 0.0476 0.48

Feature-Space Prior and
MRF and Trend and
Interaction

12 1022 417 0.0475 0.50
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Returning to the scenario from Section 7.4, we use a thirty-day study horizon

surrounding the spring 2005 Foxfield event as our training set and then use the

thirty-day horizon surrounding the spring 2006 Foxfield race as our test set. As with

the long term study, we consider all four alternatives to model the random effects

using our variable θs,t in the process model. Table 7.10 outlines the specific models

examined using both the demographic features and a feature-space prior obtained

from a generalized linear regression similar to the work of Liu and Brown (2003) and

as seen in our visual graph from Figure 6.2. Again, the only feature-space variable

with significantly better estimation was the preference for areas with high percent

vacancy. After model fitting, we evaluate performance using the PLR discussed in

Section 3.7. The PLR plots seen in Figure 7.23 depict the spatial-temporal accuracy

of each model’s performance in predicting future events. Although each BHFSM

performs better than the base feature-space model, the computational time required

for sampling from the posterior distribution for Bayesian inference is still several

orders of magnitude greater than the time required for using the base feature-space

models. The expanded feature-space model (EFSM) incorporates both temporal

and neighborhood information and outperforms all other methods for accurately

identifying areas with a high likelihood of crime.
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FIG. 7.23: Performance Limit Ratio

7.6 Discussion

Incorporating temporal information into the feature-space model improves both pre-

dictive inference and parameter estimation in criminal site-selection (CSS) problems.

Enhanced understanding of the criminal site-selection process allows law enforce-

ment personnel to adjust resource allocation strategies to better mitigate short term

changes in the criminal-site selection process. For temporal intervals with focused

patterns matched to spatial clustering, the hierarchical feature-space model (HFSM)

provides improved predictive performance across discrete temporal intervals. The

HFSM also enhances the understanding of temporal patterns in the CSS process.

Although aggregation limits the predictive ability for non-aggregated data, the rel-

ative computational simplicity of hierarchical modeling provides the analyst a way

to identify and understand space-time patterns in a dataset. Hierarchical modeling

can be combined with classification information to examine distinct spatial-temporal

patterns of different types of crimes on the basis of severity or community impact.

We observe a significant improvement when we include temporal proximity to

identified spatial-temporal pulse events to account for changes from the baseline in-

tensity rate of criminal assaults. Conducting a time series analysis of the event data
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allows us to identify potential change periods and possible pulse events. Adding the

temporal distance as a hierarchial component to the feature space model improves

the accuracy of the predictive surface approximately 16% over the predictive surface

without temporal features.

For strategic-level crime monitoring, incorporating the feature-space model into

a Bayesian hierarchical framework accounts for both spatial and temporal compo-

nents of the CSS process across continuous time. Although the overall predictive

performance is not significantly improved, by reducing the variance on estimates for

a criminal’s feature-space preferences, we gain understanding into the temporal vari-

ations of the criminal site-selection process. Using spatial and temporal indicator

functions to expand the base feature-space model (EFSM) provides a method that

is computationally swift and sufficiently accurate. The performance of the EFSM

dominates the others when we compare them using either the surveillance plot or

the PLR across the space-time domain of interest.



CHAPTER 8

Conclusions

The ideal reasoner . . . would, when he has once been shown a single fact in all its

bearing, deduce from it not only all the chain of events which led up to it, but also

all the results which would follow from it.

– Sherlock Holmes in A Scandal in Bohemia

164
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This chapter reviews the results and contributions of the research. Additional com-

ments provide a focus for future work including the challenge of visualization and

other potential application areas.

8.1 Contributions

This research develops three methods, and presents a major application, for con-

sidering temporal data as part of modeling and forecasting criminal site-selection

(CSS) processes. Overcoming the challenges of spatial-temporal events offers ben-

efits in both the academic and application arenas. Although previous research has

shown that temporal patterns exist in criminal activity (Rossmo et al., 2005; Groff,

2007), most early work on CSS problems examined data aggregated across temporal

intervals or within small two-week or monthly windows (Brown and Liu, 1999; Liu

and Brown, 2003; Brown et al., 2004). To account for temporal patterns in the CSS

process, we merge the traditional feature-space model with a hierarchical specifica-

tion to improve current forecasting capabilities. Conditioning the base feature-space

model with a hierarchical component built at a distinct temporal resolution gives

law enforcement personnel a method to account for seasonality in the CSS process.

The more general application of the hierarchical model includes non-nested tempo-

ral blocks at varied resolution in order to account for daily, weekly, or other seasonal

patterns.

However, just as the criminal’s preferences for certain locations might change

depending on the time-of-day or the day-of-week, we also want to examine the

impact of the special events on the CSS process. Previous research has shown that

special events can impact the rate of crimes within a region or change the spatial

distribution of crimes for a limited temporal window surrounding the special event

(Cohen et al., 2003, 2007). Using the cross-correlation function (CCF) as a tool to
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determine the relationship between two time series, we can identify potential spatial-

temporal “pulse events” that affect the CSS process. Incorporating the temporal

distance to the pulse event as a hierarchical component for the base feature-space

model improves forecasting capabilities for law enforcement personnel during the

temporal windows surrounding these special events.

Modifying the base feature-space model with a hierarchial framework provides

the analyst with a method to account for temporal changes in the CSS process.

Unfortunately, both the hierarchical and traditional feature-space methods fail to

account for the impact of spatial and temporal recency on the CSS process. Us-

ing an irregular lattice structure of neighbors within a limited spatial-temporal re-

gion provides a methodological approach for identifying a criminal’s feature pref-

erences across a continuous temporal horizon. Exploring the hierarchical feature-

space model through a Bayesian framework provides a methodology for analyzing

event initiations at higher spatial resolutions while reducing uncertainty in the fea-

ture preferences. Our more computationally efficient method uses temporal- and

neighborhood-indicator functions with the base feature-space model to rapidly ex-

amine the CSS process across a continuous temporal horizon with predictive per-

formance that exceeds the base feature-space model. The short-term study horizon

analysis identified a significant decrease in the impact of certain variables to the

model during non-active periods. Although we are not accounting for temporal

changes in the criminals’ preferences, we are able to develop more accurate pre-

dictions that assist law enforcement personnel with adjusting staffing and asset

allocation to meet the most likely patterns of criminal activity.

The examined methodologies were applied to a practical scenario using crim-

inal data from Charlottesville, Virginia. The spatial-temporal patterns of varied

crime types across the study region were modeled using the HFSM, the Bayesian

HFSM, and the expanded feature-space model (EFSM). A non-nested structure for
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different temporal blocks provides the most detailed understanding of the changes

to the hierarchical model across both space and time. Using data aggregated at

the census block-group level for a medium temporal resolution, the BHFSM allowed

us to model an actor’s spatial-temporal preferences within a limited temporal pe-

riod. Incorporating elements of the feature-space methodology into the Bayesian

construct allowed us to blend the benefits gained from understanding multiple co-

variates within the actor’s spatial-temporal decision process with the basic elements

of geographic recency and spatial dependence found in hotspot modeling.

The EFSM provides significant improvement in providing a decision maker with

information of events within a space-time continuum over traditional modeling. The

EFSM provided a computationally efficient and sufficiently accurate alternative to

both the BHFSM and the HFSM. Using the PLR as a performance metric, the EFSM

provides a 16% improvement in predictive performance over the base feature-space

model without temporal information across the long term study horizon. Across a

smaller study horizon, the BHFSM does provide improvement in predictive perfor-

mance, but the increased computational requirements hinder the application of the

BHFSM for “just-in-time” modeling. We expect that hierarchical modeling of in-

herently spatial-temporal events will improve resource allocation strategies for both

crime management and crime response.
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8.2 Future Work

8.2.1 Computational Alternatives

Several challenges remain for the further inclusion of temporal features in modeling

the criminal’s site-selection process. Two of the methodologies examined in this

dissertation, temporal conditioning and the Bayesian hierarchical framework, are

computationally intensive for the examined application area. The expanded feature-

space model offers the performance benefits of improved predictive ability and faster

modeling, but other approaches may deliver similar results with even greater gains in

computational time. Structural vector autoregressive models (SVARs) show promise

for forecasting employment rates given spatially based economic indicators (Rickman

et al., 2009). Using an SVAR construct for modeling CSS problems might improve

predictive ability if temporal changes in other features affect a criminal’s temporal

considerations for certain sites. However, the computational requirements for the

SVARs, much like the Bayesian hierarchical model, are still rather demanding (Petris

et al., 2009).

The social sciences offer another approach for reducing the computational de-

mands of CSS modeling. Spatial-temporal designs for environmental research often

include panel methods for monitoring and detecting temporal patterns and spatial

relationships (Dobbie et al., 2008). We are not designing a method for collect-

ing criminal-event data, but rather examining historical collections of crime data.

After building the null-grid dataset, as reviewed in Section 7.1, we have a large

dataset that requires inversion of the covariant matrix for the hierarchical feature-

space model (HFSM). Using a variation of stratified sampling (Dobbie et al., 2008;

Gilbert, 1987) on the resulting dataset might reduce the computational time while

retaining comparable predictive performance.
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8.2.2 Vehicle Crash Modeling

A current study from the American Automobile Association estimates the annual

cost of traffic accidents to the American public as approximately $160 billion. In

addition, the study reports the national mortality count from automobile accidents

as almost 43,000 (Thomas, 2008). Academic, government, and corporate efforts

have focused on improving road conditions, vehicle safety, and driver awareness.

Using a variation of the temporal considerations introduced in this dissertation for

feature-space modeling provides a new foundation of thought for crash prediction.

Much like the feature-space model introduced in Chapter 2 focused on including

proximity information in a clustering analysis, for a crash modeling application, we

would include the distance to key features in a model to reflect the likelihood of

accidents within certain spatial locations at specified temporal intervals. We would

not be examining the preference structure of drivers; rather we would use the feature-

space construct to build an empirical data-driven model that provides insight into

the spatial-temporal environments of accidents. We would then derive the spatial

clustering of accidents on the basis of the environments and conditions surrounding

past events. The use of hierarchical correlation clustering would potentially aid in

predictive analysis.

Much as crime depends on the interaction of a criminal, a victim, and an oppor-

tunity, an accident involves the interaction of several factors: drivers, traffic, roads,

vehicles, and the environment. Of course, driver error stands out as the main factor

that contributes to the majority of vehicle crashes (Miaou et al., 2003), but how do

these other factors contribute to the likelihood of crashes? Recent studies model

vehicular-accident rates as a function of traffic volumes, speed, and roadway geom-

etry and they use random-effect models to predict the likelihood of accidents within

specific spatial regions (Qi et al., 2007; Garber and Wu, 2001). A large body of
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crash literature models incident rates of accidents as a realization of a Poisson pro-

cess. Bayesian hierarchical methods similar to the crime-event modeling described

in Chapter 6 have been used to model crash-count data with varying degrees of

success (Tunaru, 2002; MacNab, 2003; Miaou et al., 2003; Qin et al., 2005). The

methods introduced in Chapters 4 and 5 might offer benefits to accident-modeling

research through the inclusion of temporal information in a feature-space model

for determining event likelihood. Similarly, the Bayesian formulation introduced in

Chapter 6 might offer an alternative approach to those used in current research if

adjusted to model event intensity rather than event likelihood.

8.2.3 Other Areas of Future Research

From a theoretical perspective, the inclusion of temporal considerations into feature-

space event modeling offers benefits not only in the law enforcement community but

also within commercial, environmental and other governmental sectors. In the com-

mercial sector, variations of the feature-space framework might be used for model-

ing temporal patterns in the retail or real estate markets. For example, using the

expanded feature-space model would give analysts a method for exploring housing-

price levels with respect to urban migration patterns over time. Public health of-

ficials could employ either the Bayesian hierarchical framework or the expanded

feature-space model to assist with predicting times and places of non-continguous

disease outbreaks.

Equally daunting as the modeling of spatial-temporal data is the challenge of

providing the results in a manner appropriate for and usable by an analyst. As

Tukey (1977) notes statistical modeling results are not practical or beneficial until

the analyst can visualize them effectively: “the greatest value of a picture is when

it forces us to notice what we never expected to see.” Tools like ArcGIS do offer
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a variation of the screen-dimension solution discussed in Chapter 2. The tracking

analyst tool available in ArcGIS allows the analyst to examine the spatial-temporal

evolution of events and supports the monitoring of real-time databases for warning

of specific patterns (Allen, 2011; Gorr and Kurland, 2011). Using a set of evolution

rules that match earlier work in spatial-temporal data mining, analysts may use the

model builder tools to set thresholds for monitoring events that follow, coincide, or

parallel previously developed historical patterns (Roddick and Lees, 2001).
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