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Abstract

This dissertation describes four projects using computer simulations to study the molecules of life. The first project
aims to better understand how adhesive junctions between cells form, and the role of protein dynamics in this process.
The second aims to design a new biomaterial that can be used in therapy after a traumatic brain injury. Here, again,
protein dynamics is likely to play a pivotal role. The third aims to understand how the distinct members of an
evolutionary family of proteins, all with the same basic shape, can assemble into very different complexes. The final
project aims to understand how RNA interacts with the surface of an ancient protein. While these problems come
from diverse areas of biology, the methodological approach used for all questions is the same: given an initial set
of atomic coordinates, a computer program predicts how those atoms will move over time, thereby simulating the
molecular dynamics of the system. This technique can give an atomically-detailed, femtosecond-by-femtosecond view
of otherwise-murky biological processes.

Dedication

This dissertation is dedicated to everyone in the world, in the misguided hope that people will remark, “Wow, this
work is dedicated to me! I should cite the author’s work!”
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Chapter 1

Introduction

In this dissertation, I will present the results of three diverse projects that ultimately bear on skin diseases, bioma-
terials for neural tissue engineering, and the evolutionary origin of ribonucleoprotein assemblies. While the principal
target of my research has been the RNA-associated Sm protein family, two of the chapters in this dissertation de-
scribe projects in collaboration with other labs focused on other biological systems. While the biological systems I
have studied are only weakly related, my approach to studying them has been the same: molecular dynamics (MD)
simulations. For the sake of clarity, I will focus in this introduction on MD and its applications. The biological
background is provided in each of the individual chapters as appropriate.

1.1 Molecular Dynamics
MD allows us to probe classical biological systems with literally-unlimited precision[143]. At its core, MD applies
classical Newtonian mechanics to a simple model of atomic interactions. Given the positions ~x(t), velocities ~v(t),
and accelerations ~a(t) for each degree of freedom in the system (the x, y, or z coordinate for every atom at time t),
one can write the equations for the Verlet integrator [166]:

~v(t+ 1
2∆t) = ~v(t) + 1

2~a(t)∆t (1.1)

~x(t+ ∆t) = ~x(t) + ~v(t+ 1
2∆t) (1.2)

~a(t+ ∆t) = ~f(~x(t+ ∆t)) (1.3)

~v(t+ ∆t) = ~v(t+ 1
2∆t) + 1

2~a(t+ ∆t)∆t (1.4)

where ~f(~x) is some function of the position of all the particles in the system. To solve for the unknown acceleration
function, ~f(~x), MD uses Newton’s law,

~F (~x) = ~M � ~f(~x) (1.5)

where ~M is the vector of masses of each degree of freedom in the system ([m1,m1,m1,m2,m2,m2,m3, ...], since the
degrees of freedom are the x, y, and z coordinates for each atom) and � indicates element-wise multiplication of the
two vectors. The force ~F (~x) is in turn calculated from the system’s potential energy U(~x):

~F (~x) = −∇U(~x) (1.6)

This potential energy, U(~x), is estimated based on a simple model of interatomic interactions, and the accuracy of
this model limits the ultimate accuracy of the simulation. Most MD integrators use the following approximation for
U(~x)[143]:

U(~x) = Ubond + Uangle + Udihedral + UvdW + UCoulomb (1.7)
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where

Ubond =
nbonds∑
i=1

kbond,i(ri − r0,i)2 (1.8)

Uangle =
nangles∑
i=1

kangle,i(θi − θ0,i)2 (1.9)

Udihedral =
ndihedrals∑

i=1
kdihedral,i(1 + cos(niφi − γi)) (1.10)

UvdW =
natoms∑
i=1

natoms∑
j=i+1

4εij

((
σij
rij

)12
−
(
σij
rij

)6
)

(1.11)

UCoulomb =
natoms∑
i=1

natoms∑
j=i+1

qiqj
4πε0rij

(1.12)

In (1.8), nbonds is the total number of bonds in the system, kbond,i is a Hooke’s law spring constant, ri is the current
length of that bond (the distance between the relevant atomic nuclei in ~x), and r0,i is the equilibrium length for
bond i. In (1.9), the terms are analagous to (1.8): kangle,i is the strength of the angle, modeled as a Hookean spring,
and θi is the angle between the atoms in angle i. In other words, angular distortions are modelled with a harmonic
potential. In (1.10), we model the energetics of rotation about single bonds with the cosine of the dihedral angle.
In the dihedral term, ni is the periodicity of the potential (n would be three for an ethane molecule rotating along
its H-C-C-H dihedral, for example), φi is the current dihedral angle between the atoms contained in dihedral i, and
γi is the offset for the dihedral potential. The van der Waals term, (1.11), iterates over all pairs of atoms (i, j)
(except those atoms which are already linked by a bond, angle, or dihedral term) and estimates the contribution
of London dispersion and steric clash forces. εij is the strength of the interaction between atoms i and j. σij is
the distance at which dispersion and steric clash exactly cancel out, and rij is the current distance between the two
atoms. (1.12) accounts for electrostatics using Coulomb’s law[56]. qi refers to the partial charge on atom i, ε0 is the
vacuum permittivity, and rij is, again, the distance between atoms i and j. The actual values of the fixed parameters
are called the force field.

The above discussion is a simplification that glosses over many of the advanced features found in a modern MD
engine, three of which are particularly relevant to the following chapters. First, my simulations (except as noted)
are carried out in periodic boundary conditions so that the protein molecules can diffuse in an infinite periodic
bath. This change significantly complicates the evaluation of electrostatic interactions[52]. Second, the integrator I
have just described operates in the microcanonical (NVE) ensemble, while my simulations are actually performed in
the isothermal-isobaric (NPT) ensemble. The MD program I use maintains pressure by growing and shrinking the
periodic cell in response to pressure fluctuations, and it maintains temperature by perturbing atomic velocities to
generate the correct (Boltzmann) distribution of velocities[8]. Third, some of my simulations use an implicit solvent
model, which modifies UCoulomb to mimic bulk solvent[208, 64]. Simulations in implicit solvent are significantly faster
to run, but are less accurate than simulations including explicit water molecules.

1.2 The Timescales of Motion in Proteins
The literally-unlimited spatial and temporal resolution of MD is also its Achilles’ heel. The very best MD engines
require time proportional to N ∗ log(N) to perform one step in the simulation on a system containing N particles[143,
166]. To capture motions at the atomic scale, the timestep using the integrator above cannot be much larger than
2 femtoseconds[143]. Thus, it takes 500,000 integration steps to simulate a system for a single nanosecond. The
very longest MD simulations, using specialized hardware dedicated to molecular simulation, are on the order of
milliseconds, and a typical simulation today is on the order of 500 nanoseconds[114, 185].

Many important biological processes occur on the microsecond timescale and beyond. Local motions in protein
backbone and sidechain moieties occur on the picosecond to nanosecond timescale[143]. Correlated motions in the
form of standing waves across β-sheets occur “occur on the slower timescale extending from tens of nanoseconds to
a few milliseconds”[22]. Recent electron paramagnetic resonance (EPR) measurements have shown that intrinsically
disordered proteins (IDPs) have correlation times that “range from 0.1 to 2 ns”, indicating that structural rearrange-
ments can occur easily in these systems[28]. The villin headpiece, a well-known fast-folding peptide, folds on the
timescale of several microseconds[68]. Interestingly, some systems are notably less dynamic at certain timescales.
For example, duplex DNA helices show a gap in dynamics on the microsecond to millisecond timescale[72], with
gross structural changes occurring more slowly and fast motion captured at higher frequencies. A 1-millisecond
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simulation of a protein showed that fast and slow motions are distinct[194]. Fast motions arose primarily from side
chain movement, and occured over timescales up to 10 ns. Slow motions arose from the backbone hopping between
distinct conformational states with lifetimes on the order of 10 µs.

In Chapters 2 and 3, I start with a peptide in a non-native state so that it can explore some of its conformational
space without needing to escape from an initial energy well. While these simulations are far too short to thoroughly
sample conformational space, I am able to use local properties (on the scale of a few residues) to account for biological
phenomena. In Chapter 4, I observe a relaxation event that is likely to be essentially barrierless, namely the relaxation
of a dimer when it is suddenly removed from a larger oligomer. This fast relaxation is sufficient to show the flexibility
of Sm proteins, and thus answer the underlying biological question. Chapter 5, reports a new project that is using
steered molecular dynamics (SMD) to force an Sm-RNA system out of its energy well in a matter of nanoseconds[160].

1.3 Molecular simulations do not occur at equilibrium.
A typical macroscopic definition of chemical equilibrium emphasizes that the bulk properties of a system at equi-
librium do not change in time, and that there is no net flow of matter or energy. For example, Sandler’s classic
thermodynamics textbook ties equilibrium to entropy: “S = maximum at equilibrium in a closed system at constant
U and V”[183]. This definition is inapplicable on the microscale, where the properties of interest in a system are not
bulk averages, but specific torsion angles, interatomic distances, and other microscopic quantities that rapidly change
as the system explores its conformational space. Importantly, if the microstate of a system is completely specified
(all atomic positions and momenta are known exactly), then the entropy is exactly zero, because S = klog(Ω) and Ω,
the number of microstates, is one[237]. A microscopic definition of equilibrium must therefore account for the time it
takes for a system to sample all of the microstates in its equilibrium ensemble. Since no simulation of finite duration
can sample the entire ensemble, I adopt the following working definition for equilbrium: A simulation approaches
equilibrium for some parameter Θ if and only if the distribution of values that Θ adopts during the simulation
approaches the distribution that Θ would have if the simulation were extended to an arbitrarily long time. With
enough sampling, an MD trajectory can provide a good approximation of the equilibrium ensemble for a particular
property[143, 194]. From this, one can extract the free energies of interesting transitions, or determine the pathway
that a reaction of interest takes[166]. Without sufficient sampling, however, techniques like principal component
analysis (PCA) can fail to capture the biologically important behavior of the underlying system[11].

There are some remarkable techniques to extract free energies from MD experiments without the need to sample
extensively. Many of these techniques require a clearly-defined reaction coordinate, such as the position of a substrate
in a transport protein[166]. Other enhanced-sampling techniques are well-suited to sampling systems with few
particles, or systems where the states of interest have similar conformations[136]. Unfortunately, these techniques
are not applicable to the systems I have studied. For simulations of large intrinsically disordered proteins (IDPs),
the computational cost of extensive sampling makes it impossible to capture a complete equilibrium ensemble for
the system. By their nature, IDPs have flat potential energy surfaces with small barriers between states, so myriad
conformations, including gross structural rearrangements, contribute to the equilibrium ensemble[211].

Even without an equilibrium ensemble, many techniques have been developed to derive useful biological in-
sight from MD trajectories. Perhaps the most common method of analysis in MD is root-mean-square devia-
tion (RMSD)[118, 29, 68, 114, 194].

RMSD =
√∑n

i=1(xi,t − xi,r)2

n
(1.13)

where xi,t is position of atom i at time t, and xi,r is the position of atom i in a reference structure, and n is the
total number of atoms. RMSD is useful for determining if two structures are similar, but can introduce subtle errors
when used to argue that structures are dissimilar. For example, RMSD would report a change when a phenyl ring
is rotated 180 °, even though the resulting structure would be identical to the reference. Another popular technique
uses a set of geometric criteria to quantitatively classify secondary structure[190, 177]. This measure is particularly
attractive for IDPs, because it is experimentally measurable (by circular dichroism spectroscopy) and secondary
structure sampled more quickly than global structure[68]. A popular global measure is radius of gyration (Rg),

R2
g =

∑n
i=1 wi(xi − x̄)2∑n

i=1 wi
(1.14)

Where wi is the weight assigned to each atom, xi is the position of atom i, and x̄ is the center of mass of the system
(with masses given by w). Rg gives a convenient estimate of the overall size of a system[148, 211], which can be linked
to its transport behavior. Other techniques include solvent-accessible surface area (SASA) measurement[68, 29],
contact maps[118, 114, 177, 193], clustering of multiple trajectories, analysis of correlated motion[194, 114], and
prediction of nuclear magnetic resonance (NMR) observables[114, 117, 177, 185, 193]. For many systems, some
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particular parameter of interest leads to the development of a new, system-specific analysis technique. For example,
one might measure the unfolding pathway for each residue in a peptide[185], or the diameter of an ion channel as it
switches oligomeric states[29].

For my work on IDPs, I have focused on the analysis of geometrical properties that lend themselves to experimental
testing. In Chapter 2, for example, I show that a particular pair of modifications primes a protein for further action,
and that other modifications do not lead to the same priming effect. I cannot use the priming effect as a reaction
coordinate, since there are many different conformations that would look equally primed, and the transition between
two primed states may go through a non-primed intermediate. In Chapter 3, I show the beginning of a tool to
predict the phase behavior of biomaterials based on data from short MD simulations. Since an equilibrium ensemble
is inaccessible, I use secondary structure as a reporter for the bulk behavior. Sampling secondary structure, of
course, happens more quickly than sampling tertiary structure, so I am able to sample more of the relevant phase
space during the short simulation. In Chapter 4, I allow a protein to relax from an initial, constrained state. In
this case, an incomplete ensemble is still informative, as it shows structures that the protein is capable of adopting
easily. By performing similar computational experiments on many different proteins, I find that these proteins
are unexpectedly flexible. In Chapter 5, I describe an experiment using steered molecular dynamics to force an
RNA molecule to dissociate from the a binding pocket in a protein. This approach allows me to sample relevant
conformational states that would not be observed in an equilibrium simulation.
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Chapter 2

Claws, Disorder, and Conformational
Dynamics of the C-terminal Tail of
Human Desmoplakin

5



This chapter is adapted with permission from:
C. E. McAnany and C. Mura. Claws, disorder, and conformational dynamics of the C-terminal region of human

desmoplakin. J Phys Chem B, 120(33):8654–8667, Aug 2016
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2.1 Abstract
Multicellular organisms consist of cells that interact via elaborate adhesion complexes. Desmosomes are membrane-
associated adhesion complexes that mechanically tether the cytoskeletal intermediate filaments (IFs) between two
adjacent cells, creating a network of tough connections in tissues such as skin and heart. Desmoplakin (DP) is the
key desmosomal protein that binds IFs, and the DP-IF association poses a quandary: desmoplakin must stably and
tightly bind IFs to maintain the structural integrity of the desmosome. Yet, newly synthesized DP must traffick along
the cytoskeleton to the site of nascent desmosome assembly without ‘sticking’ to the IF network, implying weak or
transient DP-IF contacts. Recent work reveals that these contacts are modulated by post-translational modifications
(PTMs) in DP’s C-terminal tail. Using molecular dynamics simulations, we have elucidated the structural basis of
these PTM-induced effects. Our simulations, nearing 2µs in aggregate, indicate that phosphorylation of S2849 induces
an ‘arginine claw’ in desmoplakin’s C-terminal tail (DPCTT). If a key arginine, R2834, is methylated, the DPCTT
preferentially samples conformations that are geometrically well-suited as substrates for processive phosphorylation
by the cognate kinase GSK3. We suggest that DPCTT is a molecular switch that modulates, via its conformational
dynamics, DP’s efficacy as a substrate for GSK3. Finally, we show that the fluctuating DPCTT can contact other
parts of DP, suggesting a competitive binding mechanism for the modulation of DP-IF interactions.

2.2 Introduction
2.2.1 Desmosomes mediate cellular adhesion
Desmosomes are inter-cellular junctions found in epithelial and cardiac tissue[203, 89, 2, 73, 57, 59, 102]. By con-
necting the intermediate filaments (IFs) of neighboring cells, desmosomes create a network of adhesive structural
interactions that impart tensile strength and durability to these tissues. The general architecture of the desmosome is
shown in Figure 2.1. Desmosomes expose the extracellular regions of two transmembrane cadherins, desmocollin and
desmoglein, on the cell surface; these proteins bind the cadherins of neighboring cells via Ca2+-dependent homo- or
heterophilic interactions. The desmosomal cadherins traverse the plasma membrane and bind two other key proteins,
plakoglobin and plakophilin, which in turn bind a large, essential protein known as desmoplakin (DP; Figure 2.1).
DP binds to the cytoskeletal IFs and, because the cytoskeleton spans the cytosol of one cell and binds to other
desmosomes (which in turn bind to other, neighboring cells), this extended network of adhesive molecular contacts
links together cells into tissues.

The IFs bind to DP’s three plakin repeat domains (PRDs), which correspond to residues 1960-2208 and are
denoted PRD A, PRD B, and PRD C (Figure 2.1)[38, 89]. The C-terminal PRDs are connected to the plakin
domain, in DP’s N-terminal region, via a fibrous rod (residues 1057-1945, central coiled-coil in Figure 2.1). The
coiled-coil region is responsible for DP dimerization and, ultimately, links an electron-dense region known as the
outer dense plaque (near the cell membrane) to the inner dense plaque (proximal to the IF network), across a span of
≈ 10-20 nm (Figure 2.1)[80, 73]. The plakin domain of spectrin repeats (residues 178-883, leftmost structure in DP in
Figure 2.1)[40] provides a relatively rigid N′-terminal connection that binds to the plakophilin (PKP) and plakoglobin
(PG) proteins, thereby helping target DP to the desmosome[196]. Plakoglobin binds to the intracellular regions of
desmocollin and desmoglein, denoted as the cadherin cytoplasmic regions (CCR) in Figure 2.1. Crystallographic
structures of PRDs have revealed a basic groove that can sterically accommodate IFs, suggesting that as a potential
mode of DP-IF interactions[38, 40, 96, 66].

Because desmosomes impart structural integrity and mechanical strength to cell-cell junctions, aberrant desmo-
some function underlies several diseases of the skin and heart[102]. For example, pemphigus is an autoimmune disease
caused by antibodies to desmoglein[195], the DP mutation S2594P is linked to Carvajal syndrome[171], and several
DP mutations are associated with the lethal heart disease arrhythmogenic right ventricular cardiomyopathy[3, 4, 171].
Down-regulation of DP has been linked to metastasis of tumor cells[157], and desmosome function in cancer remains
an active area of research[89]. Several point mutations in the desmoplakin C-terminal tail (DPCTT) have been
examined previously[201, 246, 88], providing evidence that the DPCTT region regulates DP-IF adhesion.

Cellular adhesion by desmosomes is regulated by two principal mechanisms: Ca2+-dependent adhesion of ex-
tracellular cadherin domains[88] and phosphorylation-dependent adhesion of DP to IFs[102]. During desmosome
formation, DP must be translocated to the desmosome along the cytoskeletal network, and therefore must bind only
loosely to IFs. Once DP reaches the desmosome and is properly localized, it binds more tightly to the IFs in order
to create stable and persistent intercellular connections in epithelial tissues (e.g., skin) and cardiac muscle. The
IF-binding site of DP is required for normal desmosome assembly in vivo, suggesting that DP transport occurs along
IFs[75]; however, the S2849G mutation, which is in the DPCTT, causes DP to associate abnormally strongly with
IFs, thereby retarding desmosome assembly[75].
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Figure 2.1: Desmoplakin in context: Architecture of the desmosome. Key components of the desmosome
are diagrammed here, with the length of each rectangular protein schematic corresponding to the number of amino
acids (scale bar, lower-right). Dsg and Dsc are the transmembrane cadherin proteins desmoglein-1 and desmocollin,
respectively; plakoglobin (PG) and plakophilin (PKP) are adapter proteins that bind the N′-terminal region of
desmoplakin to the cadherin cytoplasmic regions (CCR) of Dsg and Dsc, as indicated. The PG crystal structure
is inset[37], as are the structures of PKP[39] and two PRDs. DP is shown in the middle, and regions of known
structure are inset[40, 38]. Crystal structures are drawn as ribbon diagrams, with the color graded from the N′
(blue) to C′ (red) terminus. The locations of the R2834 and S2849 modifications in the DPCTT sequence are
marked. Our various DP simulation systems included: (i) the unmodified, wild-type sequence of DPCTT, (ii) the
wild-type sequence phosphorylated at S2849, (iii) the wild-type sequence methylated at R2834, (iv) the wild-type
sequence phosphorylated at S2849 and methylated at R2834, (v) the R2834H mutant, and (vi) the R2834H mutant
phosphorylated at S2849. All phosphate PTMs were diprotic, with the exception of one test system containing a
monoprotic phosphoserine. (See also Table 2.1.)

2.2.2 Post-translational modifications alter the behavior of desmoplakin
Cell biological and proteomic work suggest that assembly of the DP-IF adhesion complex is regulated by specific
post-translational modifications (PTMs) in DP, including phoshporylation at S2849 in the DPCTT[102, 201]. At
least two kinases are suspected to phosphorylate DP: protein kinase C-α (PKCα) and glycogen synthase kinase
3 (GSK3). PKCα binds to DP in the cytoplasm and phosphorylates DPCTT to initiate desmosome assembly[12].
Once S2849 is phosphorylated, a second kinase, GSK3, further phosphorylates DPCTT in a processive manner[246].
GSK3 is a processive kinase that recognizes peptides with the sequence SXXXSPO3 and phosphorylates the serine[210].
Suitable substrates for GSK3 are generally those peptides that have been already phosphorylated, and the processive
phosphorylation cascade proceeds in a C′ to N′ direction[210]. While its cellular activity is regulated by various
factors, GSK3 does not display strong substrate specificity on its own[18, 130]. Recent in vivo studies[5, 246]
have shown that the S2849G mutation has the same effect on DP as does inhibiting PKCα or GSK3—namely, DP
binds IFs tightly as soon as DP is synthesized, slowing its recruitment to the assembling desmosome. The site of
these phosphorylation events (i.e., the DPCTT) features a glycine/serine/arginine-rich region (GSRR) containing the
sequence (GSRS)5GSRRGS.

In addition to the S2849G mutation, which exhibits deleteriously enhanced IF binding, an R2834H mutation
causes cardiac dysfunction in mice, and various other mutations in DPCTT are linked to various disease states[5].
The residue R2834 in the DPCTT is important because its dimethylation (giving RMe22834) may serve as a molecular
switch for the processive phosphorylation of this region. Indeed, DPCTT is phosphorylated at multiple sites, and this
phosphorylation cascade is contingent on two PTMs: a phosphorylation (SPO32849) and a methylation (RMe22834).
Because the R2834H mutation clearly precludes the RMe22834 state, this mutant DPCTT is phosphorylated only at
SPO32849, and therefore presumably binds tightly (and gets stuck) to the IF network[246, 5].

As mentioned above, GSK3 generally exhibits low substrate specificity. The R2834H mutation provides an
interesting counterpoint to this trend. Since GSK3 binds DPCTT at SPO32849 in order to phosphorylate S2845, it
is surprising that a relatively minor change (a point mutation), eleven residues away from S2845, prevents GSK3
from initiating processive phosphorylation[5]. Therefore, the DPCTT also provides a useful system to explore the
structural and dynamical basis of GSK3 substrate recognition.

In addition to phosphorylation, mass spectrometry (MS) studies of DPCTT have revealed multiple methylated
arginine residues, with up to six methyls concurrently in the DPCTT[246, 5]. (In that case, three of the seven
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arginine residues in the DPCTT were dimethylated.) In cases where a single arginine is dimethylated, some evidence
indicates that both methyls are on the same nitrogen, yielding an asymmetric dimethylarginine residue[14]. In
DPCTT, methylation appears to be necessary before GSK3 can initiate processive phosphorylation. Since their
initial discovery in the 1960s[156], methylated protein residues often have been found to occur in serine-rich region
(SRR) regions; indeed, such sequences serve as a common substrate for methyltransferases[32, 15, 44]. However,
unlike phosphorylation, methylation is not known to be metabolically reversible, at least not outside the context of
histones[30]. Apart from regulating the phosphorylation cascade of DPCTT, any functional roles of these methylations
remain unexplored.

2.2.3 Arginine claws can structurally rigidify disordered regions
The DPCTT contains an SRR which is multiply phosphorylated[5], but any structural and dynamical effects of PTMs
in the DPCTT remain unknown. The structural dynamics of heavily-phosphorylated SRRs have been studied in other
systems, and phosphorylation of SRRs is a common regulatory mechanism in eukarya[161]. A three-dimensional (3D)
structure known as the arginine claw provides a rationale for some of these interactions and effects.

The arginine claw (RC), a relatively recently-identified structural element of SRRs, was first characterized in the
C-terminal region of ASF/SF2[84], a protein involved in mRNA splicing, spliceosome assembly, and mRNA nuclear
trafficking[249]. This protein is phosphorylated in an SRR, and this modification serves as a nuclear import signal.
Fundamentally, the compaction of a peptide region into an RC sequesters charged side-chains away from the protein
surface (Figure 2.2). Implicit-solvent molecular dynamics (MD) simulations of a fully-phosphorylated (RSPO3)8
peptide[84] initially revealed a compact structure, with one phosphate group coordinated by the guanidinium moieties
of several arginine residues. An RC such as we find in the DPCTT (see below) is shown in Figure 2.2c, alongside an
illustration of the RC originally characterized by Hamelberg et al.[84] in Figure 2.2d. Such structures as shown in
Figure 2.2d were found to stably persist over the 200-ns fully-atomistic explicit-solvent MD simulations of the (RS)8
system[84]. In multiply-phosphorylated SRRs, those phosphate groups not involved in the RC are solvent-exposed,
and this dynamically-varying surface exposure has been proposed as the recognition mechanism for nuclear import
of a serine/arginine–rich ASF/SF2 (this particular ‘SR protein’ is also known as SRSF1)[84]. NMR studies of the
ASF/SF2 system, as well as hPrp28 (another RNA-splicing–related system), have complemented the results of MD
simulations, demonstrating that the phosphorylation of SRRs rigidifies the region[242]. Further simulation-based
studies of RCs showed that claw formation allows the SRR of the lamin B receptor to bind to histones, despite the
large positive charges of both interacting proteins[190]. Crystallographic studies of the RNA splicing factor SF1 have
also revealed a partial RC[235]. As a final recent example, simulations have detected a claw-like structure in the
long-time dynamics of a small, apoptosis-related intrinsically disordered protein (IDP) known as Noxa[97].

2.2.4 Simulations of disordered structural ensembles
MD simulations[128, 143] have been used to examine SRRs, IDPs, PTMs and, to a lesser extent, the interplay be-
tween these[118, 211, 225, 165, 229, 242, 200, 55, 245, 138]. The long timescales of conformational transitions and
structure formation in SRRs has often prompted the use of relatively inexpensive implicit-solvent models. However,
continuum solvent models likely overestimate the electrostatic effects of salt bridges in determining three-dimensional
structure[250], and simulations studying RCs performed with implicit solvent models predict more compact struc-
tures than do analogous explicit solvent simulations[84]. Another important consideration is the force-field (FF) used
to describe the potential energy landscape of a system. Modern FFs have been used to predict protein structures,
albeit with limited success[67]; any FF shortcomings are exacerbated in simulations of IDPs due to the small energy
differences between conformations[172]. Recent work has shown that CHARMM36 and ff03* predict substantially
different secondary structures in glycosylated IDPs[245]. Simulations of highly-charged systems are also affected by
the inadequate representation of electronic polarizability in current FFs. The classical Coulomb model of electro-
static interactions has been extended to include polarizability, though polarizable FF parameters are not yet available
for PTMs such as in the systems studied here[117]. FFs are generally parameterized against the physicochemical
properties of well-characterized model systems, for which experimental data or high-level quantum mechanical calcu-
lations are available[120, 228]. Disordered peptides are often underrepresented in these parameterization processes,
as validating a structural ensemble generated by simulations of an IDP may be experimentally challenging (versus
non-IDP systems)[138]. Not only are structural parameters difficult to determine experimentally[137], trajectory
analysis is seldom straightforward and many complex techniques have been employed in analyzing IDP simulation
results[192]. Finally, note that the RC is a somewhat unusual system insofar as it has a highly-charged core, while
FFs are parameterized against the more common cases wherein charged residues are solvent-exposed. For these
reasons, we note that simulations of systems of this type should be considered more suggestive and predictive rather
than conclusive.
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Figure 2.2: A recognizable RC in the DPCTT. All simulation systems started in an extended backbone confor-
mation (with bends at each proline residue), as exemplified in (a). After 10 ns of implicit-solvent simulation under
CHARMM36, the R2834H S2849SPO3 system can be seen to have collapsed and formed an RC (b). A sample RC, at
95 ns for the R2834H S2849SPO3 system under CHARMM36, is shown in (c). The gray surface surrounds all residues
other than arginines (shown as bonds), and the SPO32849 phosphosite is explicitly shown (ball-and-stick). Hydrogen
bonds are represented as dashed orange lines. For reference, a previously-identified RC in an unrelated system[84]
is shown in (d), rendered in a similar manner as (c); the coordination geometry of arginines and a phosphoserine is
similar to that seen for the DPCTT in (c). The structural stability of an RC is demonstrated in (e) by overlaying
multiple frames from the simulation trajectory of (c). The regions near the RC remain stable for the duration of the
100-ns simulation, with the chelating arginines (shown as bonds) moving very little relative to SPO32849 (ball-and-
stick, only oxygens can be seen). The rest of the DPCTT backbone (thin ribbons) does not adopt a single, stable
structure.

For slow processes and rare events, the computational cost of simulating a system such as an IDP for a sufficient
length of time may be untenable. Several enhanced sampling methods have been developed[205, 232, 155]. However,
the size of the DPCTT, with its extended starting conformation (and requisite number of solvent molecules; Fig-
ure 2.2a), necessitates a large number of replicas (>100) forreplica-exchange simulations, and correspondingly long
trajectories (on the scale of 1 ms) are required for adequate mixing[1] of the replicas (McAnany & Mura, data not
shown).

2.2.5 Our MD simulations of DP
We used classical, all-atom MD simulations to examine the structural effects of PTMs in the DPCTT, with a specific
aim of elucidating the conformational dynamics of this 70-residue region (Figure 1) and the riddle of strong/weak DP-
IF interactions (might DPCTT be a PTM-modulated molecular switch?). To mitigate the effects of FF inaccuracies
and limited sampling, each system was simulated under two independent FFs (from the Amber and CHARMM
families), and each production trajectory is at least 100-ns long. Simulations were extended to 200 ns for all
phosphorylated systems; for consistency in scaling the figures, the 200-ns simulations were split into 100-ns chunks.
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When we refer to a simulation without explicitly mentioning a time, we refer exclusively to the first 100 ns; when
referring to the second 100 ns, we call this ‘cycle2’.

We begin by proposing a quantitative definition of an RC, and we show that simultaneous methylation and
phosphorylation cause DPCTT to assume conformations that are compatible with GSK3–binding. We propose that
DPCTT, in its various claw and non-claw states, competes with IF molecules for binding sites on the neighboring
PRD elements (Figure 2.1), thus suggesting a straightforward dynamical mechanism for the regulation of DP-IF
interactions.

2.3 Methods and Procedure
2.3.1 Molecular dynamics simulations
Classical, all-atom MD simulations were performed using NAMD 2.9[166], using either the PARM99SB[27] or the
CHARMM36[17, 121] force-field. Parameters for modified residues, such as diprotic phosphoserine (SPO3), were
drawn from [90] and [158] as available (see Section 2.3.2). As no crystallographic or NMR structure of the DPCTT is
currently availible, we constructed the peptide 2802LLEAASVSS KGLPSPYNMS SAPGSRSGSR SGSRSGSRSG SRSGSRRGSF
DATGNSSYSY SYSFSSSSIG H2871 using VMD’s Molefacture plugin in protein builder mode (VMD v1.9.1)[93]; note
that the above sequence numbering matches human DP (UniProt ID P15924), and the simulated DPCTT peptide ends
at the very C′-terminus of DP. The peptide was constructed in an extended conformation (φ = 180°, ψ = 180°), as
shown in Figure 2.2a. PTMs were applied to specific residues (Figure 2.1) by using either leap (for PARM99SB, LEaP
from AmberTools13[27]) or patches in VMD’s psfgen tool (for CHARMM36). Each initially-extended peptide system
was subjected to a brief conformational relaxation simulation in implicit solvent. These relaxation simulations were
performed with rigid hydrogen atoms, a nonbonded cutoff distance of at least 11.0 Å, and a Langevin thermostat
set to human physiological temperature (310 K) with a damping constant of 1/ps. NAMD’s generalized Born
implicit solvent model[208] was used with an ion concentration of 0.15 M. A 2-fs integration timestep was used in
all simulations, as is common in MD simulations including rigid hydrogen[166]. The relaxation simulation consisted
of 10,000 steps of conjugate gradient potential energy minimization, followed by 10 ns of unrestrained MD. A
representative relaxed structure is shown in Figure 2.2b.

Periodic boundary conditions were set up by solvating the final structures from the relaxation simulations in
a truncated octahedral cell of water molecules, of sufficient dimensions such that there would be at least 15 Å of
water between the peptide and the envelope of the cell (this worst case scenario being reached if the peptide were
to adopt the most extended state found in the last 5 ns of the relaxation simulation). This heuristic was adopted
because of the periodic boundary conditions used in the explicit-solvent simulations: the peptide will be flexible
during the production runs, and any prolonged violation of a 30 Å distance between periodic images of the DPCTT
solute could introduce artifacts. To mitigate computational costs, a “worst case” expanded size for the peptide
was estimated based on the last half of the relaxation run; the first half of the relaxation run was not used in our
geometry calculations, as the peptide is still collapsing during that time from its initial (extended) state. Even
with the relaxation simulation, most of our simulated systems still contained over 200,000 particles (mostly H2Os).
Waters were placed about the compactified peptide using the SOLVATE program[82], with custom modifications
introduced in-house to enhance its performance. (These modifications do not affect the final positions of water
molecules generated by SOLVATE.) Ions were placed by VMD’s Autoionize plugin (for CHARMM36) or LEaP
(for PARM99SB) to reach 0.15 M NaCl. Because LEaP’s ion placement was observed to be non-random, a 10-ns
water equilibration run was performed on those systems simulated using PARM99SB; this run comprised 100 steps
of energy minimization, followed by 10 ns of dynamics with the protein atoms harmonically restrained by a force
constant of 1 kcal/mol/Å2. All other parameters were the same as in the equilibration runs.

For consistency, all PARM99SB and CHARMM36 systems were equilibrated in the same way, using the general
approach of Mura & McCammon[144]. Again, a 2-fs timestep, with at least an 11.0 Å nonbonded cutoff and a 310
K Langevin thermostat, were used. Periodic boundary conditions were employed with PME electrostatics and a
grid spacing of better than 1/Å per direction. NAMD’s langevinPiston feature was used to maintain pressure at 1
atm. Protein atoms were initially harmonically restrained to their initial positions by a 50 kcal/mol/Å2 spring. The
systems were minimized for 1000 steps, then gradually heated in 10 K increments, with 2 ps of dynamics at each
new temperature. Once the system temperature reached 310 K, the restraints were weakened to 0.01 kcal/mol/Å2

by repeatedly halving the restraint strength and simulating for 2 ps. Finally, the restraints were completely removed
and the system was equilibrated for 10 ns in the NPT ensemble.

Production trajectories were computed using the same simulation parameters as the equilibration runs described
above, and were extended to at least 100 ns each (Table 2.1). All production simulations were performed on the
Rivanna supercomputer at the University of Virginia. In total, our simulations used nearly 2 million CPU-hours,
taking approximately 1,000 CPU-hours per nanosecond with 1000 cores used for each simulation. Analyses were
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performed using VMD and custom scripts written in the Python[226] and D[6] languages. All simulation and
analysis scripts are available upon request, as are dehydrated trajectories.

2.3.2 Methylarginine parameterization
Parameters for dimethylarginine, RMe2 , in the CHARMM family of FFs were generously contributed by the Dejaegere
laboratory [79]. These parameters lacked a term for the CK1–NH1–CK2 angle, subtended by the carbons of the
added methyl groups and the nitrogen to which they are bonded; therefore, the value of this term was estimated using
ab initio quantum mechanical calculations on a single RMe2 residue. Specifically, the GAMESS[186, 77] program was
used to perform geometry optimizations at the RHF/3-21G level in implicit water [214]. First, the optimal equilibrium
geometry was determined, then the relevant bond angle was constrained 1° higher than the equilibrium angle and
the equilibrium geometry re-calculated subject to this constraint. The derivative of energy with respect to angle
provides the necessary value for this new FF parameter. The angle constraint was found to be 95.467 kcal/mol/rad2,
with an equilibrium angle value of 115.252°.

2.3.3 Analysis pipeline
For the sake of data-processing consistency, comparability, and automation, software tools were developed into a
pipeline to analyze each simulation trajectory in a standardized manner. The detailed results of these analyses are
shown in Figures S2.1 to S2.19. Figures were prepared using matplotlib and Python 3.3, with some analysis steps
performed in VMD and the D programming language. Detailed descriptions of our analysis modules follow in the
remaining subsections.

Arginine Clawicity, CyR
∗ (panel A)

Plots of the arginine clawicity (CyR
∗ ), show, at each trajectory time-step, the CyR

∗ of the simulated system. For each
residue in the sequence, the number of hydrogen bonds (donor-acceptor distance <3 Å, donor-hydrogen-acceptor
angle <20 °) made to arginine are calculated, and the largest of these numbers (the CyR

∗ , by definition, where the ‘*’
wildcard denotes any residue) is plotted as a blue point. A green trace, representing a 1-ns running average, smoothens
the noisy behavior of CyR

∗ . On the right of the panel, a vertically-oriented histogram shows the distribution of CyR
∗

values over the entire simulation; an example is given in Figure 2.3a. These histograms (e.g., ) are also used
within the text to succinctly convey the CyR

∗ behavior of a given simulation.

Residue-specific arginine clawicity, CyR (panel b)

Plots of residue-specific arginine clawicity (CyR) show which residues are contained in an RC, as exemplified in
Figure 2.3b. For each residue, at each time-step, the number of hydrogen bonds to arginine is calculated. These
data are averaged with a 1-ns window before plotting, in order to avoid aliasing. White areas indicate that no
hydrogen bonds were made to arginine by a particular residue at a particular time. For clarity, the DPCTT sequence
is staggered (up/down) along the horizontal axes of these plots: Residues on the top line align with inward-facing
ticks and residues on the bottom line align with the extended outward-facing ticks. The key residues H2834 and
S2849 are marked with asterisks.

Solvent accessible surface area, SASA, of residues 2849 and 2834 (panels c and d)

Solvent-accessible surface areas were calculated using VMD’s SASA tool, with a solvent probe radius of 1.4 Å. As with
CyR
∗ , the SASA for each frame is shown as a blue point and a green trace shows a 1-ns running average. SASA values

were calculated for the entirety of a residue, so comparison between systems with different residue modifications or
mutations requires caution, as the residues are of different size. The histogram adjoined to the right axis (200 bins)
shows the distribution of SASA over the entire simulation.

The S2849-S2845 distance (panel e)

For each frame in the simulation, the distance between the hydroxyl oxygens of S2849 and S2845 was calculated and
plotted as a blue point. The green trace shows a 1-ns running average, and the histogram on the right (200 bins)
shows the distribution of distances for the entire simulation.
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GSK3 clash scores (panel f)

The GSK3 steric clash scores (as defined below) were evaluated via what effectively became a one-dimensional docking
procedure (Figure 2.5). We began with the 3D structure of GSK3, taken as chain A from PDB entry 1I09[210]. The
(side-chain) oxygen of residue 338 of chain B (the recognition site landmark), and the solvent-facing oxygen of the
phosphate docked to chain A (the active site landmark), were used as reference points for alignment. These two
reference points correspond to the recognition site and active site of GSK3. Note that only those chain A protein
atoms built into the crystal structure were considered in the evaluation of clash scores. The corresponding pair of
atoms from DP are the side-chain oxygens of S2849 (phosphorylated prior to GSK3 interaction) and S2845 (destined
for phosphorylation by GSK3). In phosphorylated systems, the oxygen attached to the carbon was used. For each
frame of each trajectory, DP and GSK3 were aligned based on the two pairs of atoms described above. GSK3 was
then rotated, in 1° increments, about the axis defined from these four reference points. For each configuration, the
number of clashes was taken as the number of contacts between atoms in GSK3 and atoms in DP (sans hydrogens
for computational efficiency), with a 2 Å sweep radius. The minimum number of contacts, considered among all
rotated positions for the trajectory frame in question, is defined as the clash score for that frame; it is this quantity
which is plotted in the panels f.

Contact maps (panel g)

The contact map shows the pairwise contacts within a protein 3D structure, measured as a symmetric matrix of
interatomic distances, di,j , for all pairs of residues i and j. The distance is defined so as to account for side-chain
interactions: for a given residue pair, all pairs of atoms within each of the two residues (ix, jy) are considered, where
atom x (ix) is from residue i and atom y (jy) is from residue j. The contact map distance for (i, j) is then taken as
the distance between the closest pair of atoms for all of those pairs within the residue pair. In our illustrations, the
lower-left triangle of the contact map shows the average inter-residue distance for the duration of the simulation,
while the upper triangle gives the minimum distance considered over the entire trajectory. The horizontal axis is
identical to that used for CyR, and the vertical axis is marked every ten residues and at the residues that were PTM
sites in this study (asterisks).

Ramachandran plots (panel h)

Ramachandran plots show the distribution of peptide backbone torsion angles, (φ, ψ), for each system, along the
entire trajectory. Colors are graded by the logarithm of the probability density of a given (φ, ψ) configuration.
Regions corresponding to canonical secondary structures are demarcated by guidelines, with the boundaries drawn
from the MolProbity source code[33]. The percent of observations in each region is given at the top of the panel, and
these regions roughly correspond to secondary structures: ‘Lα’ = left-handed α-helix; ‘Lα+’ = generously-allowed
left-handed α-helix; ‘e’ = ε-turn regions, often found ahead of a helix or strand; ‘α’ = standard (right-handed)
α-helix; ‘β’ = β-strand; ‘g+’ = generously-allowed helix or strand; ‘o’ = other structures.

2.4 Results
2.4.1 Arginine claws occur in the DPCTT

A claw can be quantitatively defined, and occurs in the DPCTT

Past efforts have qualitatively detected RCs based on visual analysis of trajectories, such as the one shown in
Figure 2.2d[84, 190]. These past claws (i) were characterized as multiple arginines interacting with a phosphate, (ii)
were found to be stable on the timescale of a 100-ns simulation, and (iii) had estimated free energies of formation of ≈
–5 kcal/mol[84]. While those attributes describe the behavior of a claw, they are not suitable metrics for determining
the claw-forming propensity across a number of trajectories, which is a goal in our current study. First, the above set
of descriptors does not, in and of itself, provide an algorithmic solution to the decision problem of whether a particular
structure is or is not an RC. Second, the above description involves kinetic and thermodynamic information, both
of which require more computationally expensive calculations than would a straightforward geometric definition of
an RC. Finally, the above description of a claw does not work well for a trajectory that transiently adopts a claw
or claw-like conformation. Therefore, we propose a definition of a claw that is akin to that of a protein secondary
structural element.

Our definition is purely geometric, based only on a definition of the hydrogen bond[107, 9], and our parameter is
easily evaluated for an arbitrary 3D structure. We define the clawicity, CyA

B, as the maximum number of hydrogen
bonds made by any residue in B to all residues in A. For example, CyR

S51 refers to the number of hydrogen bonds
made by S51 to all arginine (R) residues. CyR

S refers to the number of hydrogen bonds made to an arginine by the
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serine (any serine) with the greatest number of hydrogen bonds to arginine. We define the arginine clawicity (CyR
∗ )

as the number of hydrogen bonds made to arginine residues by the residue with the most hydrogen bonds to arginine
(here, the ‘*’ wildcard means any residue). The residue-specific arginine clawicity (CyR

i ) is defined as the number of
hydrogen bonds made to arginine by each residue, i. Thus, for a peptide containing n residues, CyR would contain n
values: CyR

1 , CyR
2 , CyR

3 , ..., CyR
n−1, CyR

n . In the current work, we consider a hydrogen bond to have a donor-acceptor
distance below 3 Å and a donor–hydrogen–acceptor angle less than 20°[93]. This definition is trivially extended to
other residues and may be made smoother by incorporating a definition of hydrogen bonds with non-integer order.
For example, the order of a hydrogen bond might smoothly decrease from 1 to 0 as the donor-acceptor distance varies
from 3 to 4 Å.

As an initial observation, note that representative plots of CyR
∗ (Figure 2.3a) and the site-specific CyR (Fig-

ure 2.3b) reveal a rather strong RC when the R2834H SPO32849 system is simulated under the CHARMM36 force-
field.

Figure 2.3: Representative results from the analysis pipeline, showing a strong RC. The CyR
∗ for the first

100 ns of the R2834H S2849SPO3 simulation under CHARMM36 is shown in (a), demonstrating the appearance of a
strong claw (large, persistent clawicity value). Blue points show the CyR

∗ , defined as the number of hydrogen bonds
made to arginines by the residue with the most hydrogen bonds to arginine; the green line is a 1-ns running average.
The marginal distribution on the right is a histogram of piled-up CyR

∗ values, ranging from 0 to 8: . The
residue-specific CyR (b) shows that CyR

S2849 frequently exceeds 6, and that only D2851 (immediately to the right of
the dark strip) makes any other substantial contribution to this system’s arginine clawicity (CyR

∗ ).

To facilitate communication in this text, we represent CyR
∗ values using histograms as in-line strip charts, e.g.

. Each bar denotes the frequency of a particular CyR
∗ value across a trajectory, with the leftmost bar

representing an CyR
∗ of zero. For example, tends to adopt structures of CyR

∗ equal to 1, 2 or 3. Conversely,
shows a system with a particularly strong RC. Distributions of CyR

∗ values for the last 100 ns of each
simulation system are shown in Table 2.1.

We discovered an RC in the conformational states sampled by the DPCTT, as shown in Figure 2.2. Several
arginine residues in DPCTT surround SPO32849 and form numerous hydrogen bonds and ion-pairs. Notably, some of
the RCs found in the DPCTT are long-lived structures, such as were those identified by Hamelberg et al.[84]. To our
knowledge, DPCTT is the largest unstructured peptide wherein an RC has been found.

Non-phosphorylated DPCTT systems do not form strong claws

The unmodified (non-phosphorylated) wild-type DPCTT peptide does not adopt a strong RC, as shown in Fig-
ures S2.1a and S2.2a for the Amber and CHARMM force-fields, respectively. Simulations under PARM99SB show
little RC formation ( ), and Figure S2.1b shows that no residue consistently hydrogen-bonds with any argi-
nine with an CyR exceeding unity. The simulations using CHARMM36 predict an average CyR

∗ about 1 higher than
do those using PARM99SB: . Amino acids D2851 and H2871 (the final C′-terminal residue) account for
most of the CyR

∗ , as shown in Figure S2.2b.
As mentioned above, a newly-discovered PTM in the DPCTT is asymmetric dimethylation of R2834, yielding

RMe22834[5]. For this modified peptide system, we find a slight increase in the average CyR
∗ when PARM99SB is
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Table 2.1: Simulation systems and their CyR
∗ histograms. CyR

∗ values from the last 100 ns of each simulation
are presented as histograms, where the intensity in a particular bin represents the frequency that the system had
the corresponding CyR

∗ value. As an example, the bin numbers are explicitly shown in , which represents
a simulation that frequently displayed CyR

∗ values of 2, 3, and 4 (highest peaks in the histogram). CHARMM36 was
consistently found to predict higher CyR

∗ values than PARM99SB; in terms of clawicity, CHARMM36 also predicts
a stronger response to phosphorylation.

Force-field
Simulation system Duration (per FF) PARM99SB CHARMM36

Wild-type, unmodified 100 ns

S2849SPO3 200 ns

R2834H 100 ns

R2834H and S2849SPO3 200 ns

R2834RMe2 100 ns

R2834RMe2 and S2849SPO3 200 ns

S2849SHPO3 (PARM99SB only) 100 ns –

used, . D2851 is the primary contributor to this weak RC (Figure S2.14b). CHARMM36 predicts a slightly
higher CyR

∗ than that seen in the unmodified peptide: . Consistent with the PARM99SB simulation of
this system, D2851 is the primary residue creating the RC in the CHARMM36 trajectories (Figure S2.15b). This
particular RC structure does not appear to be dynamically stable: it briefly dissociates 40 ns into the trajectory,
and then re-forms at ≈60 ns. This observation suggests that, although a claw can form in this system, the DPCTT
would be unlikely to adopt a collapsed RC conformation as a stable, long-lived structure.

The R2834H mutant exhibits low CyR
∗ values under PARM99SB ( ), with Figure S2.8b showing E2804

forming the center of a weak RC. Under CHARMM36, D2851 forms no RC and the overall CyR
∗ is low: .

For R2834H simulations under both FFs, the clawicity behavior is similar to that in the unmodified system.

The behavior of DPCTT is sensitive to force-field

The backbone dihedral angle distributions for PARM99SB and CHARMM36 are shown in Figure 2.4. A recent
methodological study of an arginine/serine (RS)-rich peptide (unrelated to DP), using several FFs, found that
CHARMM36 tends to favor the formation of left-handed helices[172]. We found that DPCTT, which also contains
an SRR, does not show this trend, at least not on the timescales of our present simulations. Instead, CHARMM36
frequently predicts more β-strand character (54.5%) than does PARM99SB (40.9%), as indicated in Figure 2.4. The
total helical content (including left-handed helices) is somewhat higher under PARM99SB (23.0%) than it is under
CHARMM36 (18.4%).

Site R2834H provides a striking example of the differential structural effects of various FFs. In the phosphorylated
R2834H system, PARM99SB predicts that H2834 will be essentially entirely buried in the protein, or at least occluded
from solvent (Figures S2.10d and S2.11d). In contrast, CHARMM36 predicts that this residue will be solvent-exposed,
perhaps as a result of the constraints imposed by the strong RC that forms in this system (Figures S2.12d and S2.13d).
Similarly, in the methylated system, PARM99SB predicts a more buried RMe2 (Figures S2.16d and S2.17d) than that
predicted by CHARMM36 (Figures S2.18d and S2.19d).

Phosphorylation of S2849 leads to claw formation in the wild-type system

Trajectories computed under both CHARMM36 and PARM99SB are consistent, inasmuch as the SPO32849 system
(with no other modifications) frequently forms an RC. PARM99SB predicts a substantial shift from the unmodified
CyR
∗ profile, . The SPO32849 system adopts a high CyR

∗ , , in the first 100 ns of the production run,
followed by in the next 100 ns (cycle2). Figures S2.4a and S2.5a indicate that this system’s DPCTT’s claw
is less stable than that reported for the (RS)8 peptide[84], and Figure S2.4a also shows a dramatic re-structuring at
≈70 ns in the production run. CHARMM36 shows a similar trend, moving from the unmodified CyR

∗ ( ) to
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Figure 2.4: Backbone conformations across all simulations. To gauge the frequency of any unusual (non-
canonical) secondary structures, Ramachandran plots are shown for all of our (a) CHARMM36 and (b) PARM99SB
data, compiled across all trajectories for all simulation systems. Regions corresponding to canonical secondary
structural elements are indicated as countour lines (see also the Methods section), and the color-scale is graded by
the log10-likelihood of a particular (φ,ψ) conformation. In contrast to a recent report[172], we find that DPCTT does
not show a preference for left-handed α-helices under CHARMM36; those recent simulations of a non-phosphorylated
SRR, unrelated to our DP systems, found that CHARMM36 predicts that over 40% of the residues in the simulated
peptide are in left-handed helices, even though only ≈ 6% of the residues in a reference set of known protein structures
exhibit such a structure. Our CHARMM36 trajectory data do not indicate that left-handed helices are a problem,
at least in our simulation systems. Combining all frames of every simulation, CHARMM36 predicts 9% left-handed
helix, while PARM99SB predicts 7%.

in the first 100 ns, and then in the second 100 ns (cycle2). Figures S2.6a and S2.7a show a more
stable RC, akin to that seen previously[84]. For both FFs, the RC that forms is centered around position SPO32849
(panels (b) in Figures S2.4 to S2.7).

For comparative purposes, an additional simulation was performed with the monoprotic phosphate modification,
SHPO32849 (versus the diprotic SPO3), in the Amber FF. This system, under PARM99SB, exhibited essentially no
CyR
∗ ( ). Figure S2.3b shows that the RC does not form around SHPO32849 to any appreciable extent; instead,

an aspartate residue (D2851) makes occasional structures with CyR
D2851 values of 2, and this tendency diminishes

after ≈40 ns.

Methylation of R2834 weakens the RC

Simulations of the phosphorylated peptide with PARM99SB show that methylation of R2834, in conjunction with
the phosphorylation at S2849, significantly weakens the RC, with in the first 100 ns followed by
in the second 100 ns. The second cycle even has slightly lower CyR

∗ than the non-phosphorylated R2834H system.
Figures S2.16b and S2.17b show that the principal residue involved in the RC is still SPO32849. The effect predicted
by CHARMM36 is more subtle: the CyR

∗ values remain similar to the non-methylated system in terms of their
distribution, but Figures S2.18a and S2.19a show that the RC is more labile in this system. The sliding-window
average (green trace) shows an increased variability compared to the nearly-constant behavior seen in Figures S2.6a
and S2.7a (compare also the panels (c) [SASA of S2849] in Figures S2.6, S2.7, S2.18 and S2.19). Again, the
CHARMM36 RC is centered on SPO32849 (Figures S2.18b and S2.19b).
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Mutation R2834H may disrupt the RC structure

For simulation systems containing the R2834H point-mutant as well as phosphorylation at S2849 (i.e., SPO32849), the
two FFs give differing results. Specifically, PARM99SB predicts essentially no change from the non-phosphorylated
system in terms of CyR

∗ , with for the first 100 ns and for the next 100 ns; Figures S2.10b
and S2.11b show that the RC stably settles at SPO32849 by the second half of the 200-ns trajectory. In contrast, the
CHARMM36 simulation of this system gives the strongest RCs observed in any of our trajectories, with
for the first 100 ns, followed by for the remaining 100 ns, with the RC forming essentially near the start of
the trajectory. The running averages for CHARMM36 (Figures S2.12a and S2.13a) reach clawicity values of 6, while
no other simulation system ever reaches 5.

2.4.2 RCs typically exclude solvent
Analysis of the SASA of SPO32849 can be used to reveal the general solvation features (buried, partially exposed, or
fully exposed) of the RC in a 3D structure. The negatively-charged SPO3 residue will be electrostatically attracted
to arginine side-chains and, as expected, this is borne out in our observations of CyR

∗ values. In those simulation
systems containing SPO32849 but not exhibiting an RC, one might expect that the phosphate would be solvent-
exposed and engaged in hydrogen bonds with water. We find that, for the non-methylated systems, this model
works well. In systems containing a strong RC, a plot of the SASA of SPO32849 shows that the phosphoserine
is buried within the protein, as seen by comparing the (a) (RCy) and (c) (SASA) pairs of panels in Figures S2.4
to S2.7, S2.12 and S2.13, and note the anticorrelation between RCy values and the SASA. In the PARM99SB
simulation of the S2849-phosphorylated R2834H mutant, the CyR

∗ was relatively low in the first (Figure S2.10a) and
second (Figure S2.11a) 100-ns bins, and this agrees with the higher SASA observed for SPO32849 in Figures S2.10c
and S2.11c; the negative correlation can be seen here, again, most clearly by comparing the trend in Figure S2.10a
(increasing values) and Figure S2.10c (decreasing values). The monoprotic system, SHPO32849 under the Amber
FF, similarly shows low CyR

∗ and high SASA values for SHPO32849 (Figure S2.3c); the SASA values at this site
are quite broadly distributed (Figure S2.3c, marginal histogram), implying a structurally heterogeneous ensemble of
conformational states.

The methylated systems present two deviations from this inverse trend between CyR
∗ and SASA values. Under

PARM99SB, SPO32849 interacts with non-arginine residues on the protein surface, in the methylated system. In
Figure S2.17c, the SASA of SPO32849 can be seen to jump from a buried state to an exposed state after 40 ns, with
no concomitant change in the CyR (Figure S2.17b). SPO32849 interacts with S2861 and S2835 until 140 ns in the
production trajectory, at which point it disengages from these residues while remaining attached to R2838 (until 197
ns). When the methylated system is simulated using CHARMM36, a solvent-exposed RC forms. The phosphate is
clearly solvent-exposed, as shown in Figures S2.18c and S2.19c, but this system still forms an RC ( ).

2.4.3 Methylation and phosphorylation prime DPCTT for GSK3 activity
The DPCTT sequence (Figure 2.1) contains several potential phosphorylation sites, including consensus sites for the
GSK3 kinase. Recent experiments have revealed that DP is phosphorylated in its CTR by GSK3[5]. Thus, we
used two simple metrics to assess the ability (not necessarily the propensity) of the DPCTT to interact with GSK3
throughout the entire MD trajectory: (i) the SPO32849-S2845 distance, and (ii) the extent of steric clash between
the DPCTT and GSK3 molecules. First, the simple geometric distance between SPO32849 and S2845 was measured
and compared to the distance between the recognition site and active site in GSK3. This distance was used because
SPO32849 maps to GSK3’s recognition site and S2845 corresponds to the kinase’s active site. In the GSK3 crystal
structure[210], this distance is ≈ 12 Å (some variability in this value is expected, as the active site was not occupied
by a substrate in this GSK3 crystal structure). As a rudimentary gauge of DPCTT’s ability to bind to GSK3, we
suggest that DPCTT conformations wherein the SPO32849-S2845 distance is ≈ 12 Å will be more favored to bind
to GSK3 as a result of simple geometric matching, without requiring substantial structural rearrangement of the
DPCTT.

While non-phosphorylated DPCTT systems would not be expected (biologically) to interact with GSK3, it is never-
theless informative to consider, as a background distribution, how these distances compare for the non-phosphorylated
and phosphorylated systems. We find that the distances in the non-phosphorylated systems show a strong depen-
dence on FF. PARM99SB yields distances that are substantially less than 12 Å for the completely unmodified
wild-type system (Figure S2.1e) and the methylated, non-phosphorylated wild-type system (Figure S2.14e). The non-
phosphorylated R2834H mutant system starts with GSK3-compatible distances, but collapses at ≈ 70 ns to incom-
patible distances (Figure S2.8e). In general, the CHARMM36 simulations predict longer distances than PARM99SB,
and tend to predict distances that are more compatible with GSK3 binding (see Figures S2.2e, S2.9e and S2.15e).
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Simulations of the phosphorylated DPCTT systems exhibit good agreement between the distance distributions
for PARM99SB and CHARMM36. Our distance parameter consistently lies between ≈12–15 Å, which is compatible
with GSK3 binding. The R2834H mutation in the phosphorylated system leads to a slight decrease in the distance
under both PARM99SB and CHARMM36 (panels (e) in Figures S2.10 to S2.13), compared to that seen in the
other two phosphorylated wild-type systems—namely, (i) the phosphorylated (SPO32849) system in panels (e) of
Figures S2.4 to S2.7, and (ii) the phosphorylated & dimethylated systems (SPO32849 & RMe22834) in panels (e) of
Figures S2.16 to S2.19.

Our second GSK3-compatibility criterion, described in Figure 2.5 and the Methods section, assesses the ability
of GSK3 to sterically accommodate various structural states of DPCTT. Specifically, we align (i) the active site of
GSK3 with S2845 of DPCTT (as this is where the next phoshporylation event will occur), and (ii) the recognition
site of GSK3 to SPO32849 (as this is the landmark in DPCTT that is recognized). These spatial transformations and
geometric constraints effectively reduce the problem to a one-dimensional protein-protein docking exercise, the one
degree-of-freedom being rotation about the line defined by constraints (i) and (ii); this construction is schematized
in Figure 2.5. If there exists a rotation wherein GSK3 and DPCTT can be brought together without substantial
steric clash (literally, overlap of atomic van der Waals envelopes), then this suggests that GSK3 can readily bind
to that conformation of DPCTT (or at least that there is no enthalpic barrier to doing so). By this measure, we
find that the only phosphorylated DPCTT systems which exhibit steric compatibility along the trajectory frames
are the methylated systems (Figures S2.17f and S2.19f). This accommodation is seen with both the PARM99SB
and CHARMM36 FFs in the last 50 ns of the production run. Therefore, based on these data we suggest that
methylation at R2834, yielding RMe22834, ‘primes’ DPCTT for processive phosphorylation by biasing its structural
ensemble towards conformations that are amenable to GSK3 phosphorylation.

2.4.4 The serine-rich region of DPCTT is not entirely free in solution
Potential interactions between the SRR of the DPCTT and the rest of the large DP protein (Figure 2.1) were explored
by analyzing pairwise inter-residue distances. As detailed in the Methods section, the full suite of contact maps,
shown in panels (g) of Figures S2.1 to S2.19, show the mean inter-residue distances (lower triangle), averaged over
entire trajectories, while the upper-right triangle gives the minimum inter-residue distance across an entire trajectory.

One may be tempted to view the DPCTT as a disordered string that thermally fluctuates in solution, but this is
not entirely accurate: the dynamical DPCTT may in fact double back on the plakin repeat domains (as a reminder,
see the PRDs in Figure 2.1). While simulations of larger DP systems, including an entire PRD in addition to
the DPCTT, are beyond the scope of this work, the first few residues of our DPCTT simulation system are from a
PRD (the third PRD in Figure 2.1). Therefore, if the phosphorylated SPO32849 samples conformations that bring
it near the first few residues of DPCTT, then that suggests that regions within the DPCTT may interact directly
with the PRDs to regulate IF binding (and also that simulations limited to only the SRR might not account for all
the factors that govern the structure and dynamics of this region). In all of our simulations, the SRR comes into
close spatial proximity to other regions of DPCTT, including the more N′-terminal residues that are part of PRD-C.
A possible mechanism by which the DPCTT can attenuate the overall strength of DP-IF binding may involve a
simple binding competition between IFs and DPCTT for the IF-binding site of the plakin repeat domain; in this
model, the precise pattern of PTMs, and therefore the clawicity and dynamics of the DPCTT, would modulate the
competitive binding events. When DPCTT is fully phosphorylated, its strongly negative charge could compete with
the (negatively-charged) IFs for the binding groove on the PRD, as suggested by crystallographic studies[38, 40, 96].

2.5 Discussion
Arginine claws can form in partially phosphorylated systems— Past work on the arginine claw considered
only fully-phosphorylated (RS)n repeats[84, 190]. To our knowledge, our present study provides the first evidence
that RCs can form in other systems too. Experimental and computational studies of a 36-residue peptide from myelin
basic protein suggested that phosphorylated threonines can confer structure to disordered regions, via electrostatic
interactions with basic residues. However, unlike an RC, the interactions in that system did not result in burial of
the phosphate group within the protein[229]. Our present simulations, focused on the DPCTT, predict that a strong
RC can form in protein segments with only half the arginine density of RS-repeat peptides, and even when only
a single serine is phosphorylated. Therefore, the RC may be a common, or at least underappreciated, structural
element in phosphorylation-based regulation of protein function via molecular switches, even for protein sequences
that lack canonical (RS)n repeat regions.
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Figure 2.5: A method to evaluate potential DP-GSK3 geometric complementarity via one-degree-of-
freedom docking. We begin with two molecules to be docked, as schematized in (a), and we know that the red
atom on the yellow molecule aligns with the red atom on the blue molecule when the molecules interact. (In this two-
dimensional case, only one atom is needed per molecule. For the three dimensional case, two atoms per molecule are
needed to define an axis of rotation.) In step (b), the molecules have been aligned, in arbitrary angular orientation,
based only on the positions of their red atoms. Next, the yellow molecule is rotated about the axis defined by the
red atoms (c). At each step in the full rotational sweep (1° increments in our implementation), the clash score is
computed as the number of pairs of atoms (one from DP and one from GSK3) with an interatomic distance less
than 2 Å. The best pose (d) is taken as the one with the minimal clash score. This procedure is repeated for each
frame along the trajectory. In a realistic example (e), two atoms (red, orange) from GSK3 are used to perform the
alignment. The outward-facing oxygen of the phosphate (orange sphere) defines the recognition site, while the active
site is defined by the side-chain oxygen of S261 (red sphere) of chain B (gray ribbon). The protein atoms from chain
A (dark surface) were used to calculate the clash. The atoms in DP that were used to perform the alignment are
highlighted in (f). This frame, from 173.48-ns in the production trajectory of RMe22834 SPO32849 (CHARMM36),
has a very low clash score of 18; all non-hydrogen atoms from DP (dark surface) were used to calculate the clash.
The side-chain oxygen of S2845 (red) will be phosphorylated by GSK3 only if S2849 (orange) is phosphorylated.
Note that the three terminal oxygens of the phosphate are still engaged in an RC (hydrogen bonds in orange).

Figure 2.6: S2849 in close proximity to the PRD. This
frame, from 71-ns in the R2834H, S2849SPO3 simulation under
PARM99SB, exemplifies the contacts made between S2849 and
residues that are part of the last plakin repeat domain (PRD C)
in DP. Residues 2802–2805 are shown as van der Waals spheres
on the left, and S2849SPO3 is shown as vdW spheres in the center.
These close contacts suggest that DPCTT can directly interact with
the PRDs.
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Claws are predicted by several force-fields

The original RC was described as “very stable and, once formed, persist[ing] for the rest of the simulation”[84]; that
initial study employed only the Amber FF03 parameter set. A subsequent study of another RS-rich peptide found
that RCs form under the Amber PARM99SB-ILDN FF[190]. Our simulations of DPCTT show that RCs can form
under both PARM99SB and CHARMM36. Nevertheless, the fine details of RC dynamics are sensitive to the FF; for
instance, for many of our systems CHARMM36 frequently predicts higher CyR

∗ values than does PARM99SB.
The FF-dependence of our CyR

∗ parameter is substantial, and this may reflect the somewhat unusual chemical
nature of RC sequences, versus most protein sequences. In addition to charged moieties buried in a proteinaceous
core, arginine-phosphate interactions are characterized by a “covalent-like” stability[240] that may be inadequately
described as point charges interacting via simple Coulombic electrostatics. An RC was not detected in recent NMR
experiments with another RNA splicing-related, serine/arginine-rich system[242]; however, the structural ensembles
reported in that work were derived via an approach (a ‘sub-ensemble selection procedure’ against the NMR data)
differing from the simple, naive equilibrium MD simulations reported here and elsewhere[84, 190], and the trajectories
in that work sampled shorter (≈50-ns) timescales. In short, it remains to be established if RCs occur in solution,
and under what conditions. A recent crystal structure has shown that (solvent-exposed) RCs can form in the RNA
splicing factor SF1[235]. In that system, the RC acts as a secondary structural element in an otherwise disordered
region; notably, electron density could be detected for residues immediately upstream of the phosphoserine, but only
in the phosphorylated, not the non-phosphorylated, system[235].

Methylation in the DPCTT may promote GSK3 binding

From the simulations presented here, we suggest that the RMe22834 and SPO32849 PTMs are required for productive
DP-GSK3 interactions. This claim is based upon three lines of evidence. First, our modified DPCTT systems were
found to present the phosphate group on the surface, rather than buried within the protein. This surface exposure did
not occur in phosphorylated systems with unmodified R2834, suggesting that methylation is coupled to the dynamics
of SPO32849 accessibility. As the processive kinase GSK3 recognizes proteins already containing a phosphate, exposure
of SPO32849 may facilitate GSK3 binding. Second, we find that in some trajectories the SPO32849-S2845 distance
closely matches the distance between the active site and substrate recognition site of GSK3. Upon GSK3 binding to
SPO32849, S2845 can reach the active site of GSK3 without DP having to undergo conformational changes. Third, the
steric clash (Figure 2.5) between DP and GSK3, computed along entire trajectories, is far lower in systems containing
RMe22845 than in those without this PTM. The degree to which DP must deform to bind to GSK3 is therefore
much lower, increasing the probability that contact between DP and GSK3 leads to the addition of a phosphate at
S2845; that is, PTMs may help ‘pre-structure’ the DP substrate in a binding-competent state, thereby decreasing the
entropic cost associated with forming a DP-GSK3 complex. In our mechanistic model for GSK3 regulation, DPCTT
essentially self-regulates its processive phosphorylation by GSK3; DPCTT achieves this by sampling conformational
states that vary in their suitability as substrates for GSK3.

The serine-rich region of DPCTT contacts other parts of DP

Past studies of RCs have examined short, (RS)n-containing peptides in isolation. The serine-rich region of DPCTT is
not well-described by these past models, as we have shown that the SRR can interact with other regions of DP. In
particular, the SRR can contact residues that have been resolved in a crystal structure of a plakin repeat domain[38].
The charge-complementarity between a fully-phosphorylated SRR in DPCTT and the positively-charged IF-binding
groove on a PRD[38], combined with the tendency for DPCTT to explore the surface of DP, suggests that a simple
competition for PRD binding sites may account for the cellular effects of DPCTT phosphorylation. That the DPCTT
is covalently linked to the upstream PRDs (Figure 2.1) implies a high local density of negative charge, and this
could compete with the negatively-charged IFs to cause DP to detach from the IF network; examination of the ionic
strength-dependence of this process would be telling. Finally, note that in our mechanistic model any structural role
for arginine claw conformational dynamics (apart from its role in GSK3 processive phosphorylation) would require
a further series of simulations, ideally including as many structured PRD regions as possible.

Our computational results can be experimentally tested.

Given the difficulty in simulating disordered proteins, it is essential to consider the results in this paper as hypotheses
for further experimental work. We propose four experiments to probe the conclusions we have drawn. First, the
existence of an arginine claw can be quantified spectroscopically. By synthesizing the peptide, one can isotopically
label one arginine and compare its chemical shift when the post-translational modifications described here are included
in the peptide. By seeing which arginine residues change when a phosphate is added, it will be possible to quantify
the strength of the arginine claw in a way analagous to CyR

∗ . Second, we propose inhibiting methylases to prevent
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methylation of R2834. We predict that phosphorylation of DPCTT will be slowed in this case. A non-methylated
peptide with phosphorylation at S2849 (created by peptide synthesis) can be assayed for GSK3 activity in vitro, and
this data can be compared to the rate for a methylated peptide. Third, an in vivo experiment can be performed to
further test the role of methylation. If our conclusions are correct, DP will bind tightly to IFs when methylases are
inhibited since GSK3 will not be able to activate the processive phosphorylation cascade. Fourth, we suggest that
PRD C and DPCTT can be spin-labelled, and the distance between the PRD and the tail can be measured using
EPR or FRET. We expect that the distance between these regions will be larger in the non-phosphorylated state
than in the phosphorylated state, though in both cases the DPCTT will be within 30 Å or so of the PRD’s surface.

2.6 Conclusion
Recent experiments have revealed that desmoplakin’s activity is regulated by PTMs in its presumably-disordered
C-terminal tail. Using MD simulations, we have elucidated the structural effects of three modifications in the 70-
residue DPCTT region: phosphorylation of S2849, methylation of R2834, and mutagenesis of R2834 to histidine. Our
simulations indicate that an RC can form in some of the phosphorylated systems, sequestering the phosphate within
the protein. To our knowledge, DPCTT is the largest system that has been shown to form an RC by MD simulation.
Our findings build on past studies of RC formation in SR repeats, and are corroborated by recent crystallographic
results for other SR systems. Upon methylation of R2834, SPO32849 becomes solvent-exposed, which may enhance
its detection by the cognate kinase GSK3. Methylation of R2834 has the further effect of biasing the structural
ensemble towards conformations that are sterically compatible as substrates for GSK3.

We also find that DPCTT’s SRR is not isolated from the rest of DP, suggesting that studies of short peptides
excised from larger systems may miss some of the interactions that define the conformational ensemble of such
regions. This point is illustrated by the effects of R2834 methylation: The position of the RC, and the overall
conformation of the DPCTT, are affected by this seemingly minor chemical modification, many residues away from
the site of phosphorylation. The common self-contact in DPCTT, seen in contact maps for all our simulated systems,
suggests that a regulatory mechanism of DP-IF adhesion may be a simple binding competition between DPCTT and
IFs for the positively-charged groove on plakin repeat domains.

By elucidating the roles and linkages between protein conformational dynamics, PTMs, and claw-like structural
elements, our simulations of the C-terminal region of human desmoplakin synthesize several strands of evidence
and shed light on the underlying molecular mechanism of DP-IF interactions, including the riddle of strong/weak
interactions with the IF network. We predict that RCs can form when S2849 is phosphorylated, and that methylation
of the disease-associated site R2834 promotes processive phosphorylation by GSK3. Our data also suggest that
DPCTT may bind to a PRD, thus providing a simple, atomically-detailed competition mechanism for the regulation
of DP-IF adhesion.
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Chapter 3

Toward a Designable Extracellular
Matrix: Molecular Dynamics Simulations
of an Engineered Laminin-mimetic,
Elastin-like Fusion Protein
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3.1 Abstract
Native extracellural matrices (ECMs) exhibit networks of molecular interactions between specific matrix proteins
and other tissue components. Guided by these naturally self-assembling supramolecular systems, we have designed
a matrix-derived protein chimera that contains a laminin globular (LG) domain fused to an elastin-like polypep-
tide (ELP). This bipartite design offers a flexible protein engineering platform: (i) laminin is a key multifunctional
component of the ECM in human brains and other neural tissues, making it an ideal bioactive component of our fusion,
and (ii) ELPs, known to be well-tolerated in vivo, provide a self-assembly scaffold with tunable physicochemical (vis-
coelastic and thermoresponsive) properties. Experimental characterization of novel proteins is resource-intensive, and
examining many conceivable designs would be a formidable challenge in the laboratory. Computational approaches
provide a way forward: molecular dynamics (MD) simulations can be used to analyze the structural/physical be-
havior of candidate LG-ELP fusion proteins, particularly in terms of the conformational properties salient to our
design goals, such as assembly propensity in a temperature range spanning the inverse temperature transition seen
in ELPs. As a first step in examining the physical characteristics of a model LG-ELP fusion protein, including its
temperature-dependent structural behavior, we simulated the protein over a range of physiologically-relevant tem-
peratures (290-320 K). We find that the ELP region, built upon the archetypal (VPGXG)5 scaffold, is quite flexible
and has a propensity for β-rich secondary structures near physiological (310-315 K) temperatures. Our trajectories
indicate that the temperature-dependent burial of hydrophobic patches in the ELP region, coupled to the local wa-
ter structure dynamics and mediated by intramolecular contacts between aliphatic side-chains, correlates with the
temperature-dependent structural transitions in known ELP polymers. Because of the link between compaction of
ELP segments into β-rich structures and differential solvation properties of this region, we posit that future variation
of ELP sequence and composition can be used to systematically alter the phase transition profiles and, thus, general
functionality of our LG-ELP fusion protein system.

3.2 Introduction
A major challenge in neural tissue engineering and regenerative medicine is one of tissue construction: what bio-
material, in terms of chemical composition and physical properties, might best mimic the native ECM that houses
neural stem cells (NSCs), neurons, glia, and other cells? Engineered proteins afford an opportunity to systematically
control both biological functionality and the structural/mechanical properties of the resulting ECM mimetic, thus
enabling one to guide the behavior of encapsulated cells[106, 204]. For instance, neural cells encapsulated in engi-
neered protein or peptide materials extend neurites hundreds of microns into the surrounding three-dimensional (3D)
matrix[105]. These materials permit cellular remodeling and bioresorption via cell-controlled proteolytic degradation
and inherently behave in a more physiologically native manner than other biomimetics (e.g. commonly-used syn-
thetic hydrogels). Tissue engineering can benefit immensely from artificial ECMs designed from naturally occurring
protein sequences: such polymers promote native cellular interactions and elicit desired regenerative behaviors in
vivo[236, 63] while enabling control over bioactive and structural properties (porosity, proteolytic remodeling, cellu-
lar adhesion, stiffness, etc.). In short, biologically-based ECM mimetics provide a suitable matrix for the controlled
organization of viable cells into physiologically relevant tissues[25, 99].

The ECM in neural tissue is a hierarchically structured composite material, consisting of proteoglycans and large
(typically >400 kDa) structural proteins collagen, fibronectin, and laminin. In the central nervous system (CNS),
laminin is a particularly vital component of the ECM[83, 13]. Following a neural tissue injury, temporal regulation
of laminin expression is critical in the production of potential neurotrophic and neurite-promoting factors by reactive
astrocytes[94]. Laminin also plays an important role in axonal growth in the developing mammalian CNS and in
concurrent mechanotransduction events, such as in astrocyte cell adhesion and spreading[83, 129].

Laminins are glycoproteins that provide a key linkage between cells and the broader ECM scaffold. Human laminin
is an immense (900 kDa), disulfide-linked heterotrimer that consists of many globular domains and α-, β-, and γ-
rod-like chains; together, these entities assemble into a four-armed cruciform shape[243]. Several adhesion peptides
have been identified within the laminin amino acid sequence; in particular, the 1124RGD, 925YIGSR and 2101IKVAV
segments are known recognition sites for as many as 20 integrins[167], the 67 kDa laminin-1 receptor[78], and the
110-kDa laminin-binding protein[209], respectively. These recognition sequences have been used to functionalize non-
adhesive polymeric scaffolds, such as in hydrogels based on polyethylene glycol and hyaluronic acid[135, 233, 182].
However, these short ECM-derived peptide fragments are often imperfect in mediating cell-signaling events in neural
tissue (cell attachment, axonal growth, etc.), likely because of (i) insufficient binding with cell-surface receptors and
(ii) failure to initiate anchoring for assembly of basement membrane scaffolds[212, 213, 239, 218, 113].

The fifth globular domain from the C-terminal region of the laminin α2 chain, denoted LG5, plays a key role
as a binding site for integrins, heparin, and α-dystroglycan (α-DG)[46, 224, 95, 206]. Heparin is a highly anionic,
polysulfated glycosaminoglycan (GAG) that binds exogenous growth factors and thereby helps regulate and maintain
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NSC differentiation[71, 150]. In neural cells, the α-DG glycoprotein complex plays a fundamental role in facilitating
new laminin polymerization at the cell surface and supporting cellular adhesion[134, 141]. LG5 also contains a region
that binds integrin β1[224, 206], which is part of an integrin adhesive complex that links the cytoskeleton and the
ECM. Past work has focused on engineering hydrogels that contain only the short integrin-binding peptides from LG
modules. A more effective biomimicry strategy might incorporate longer laminin sequences, enabling multifunctional
biomaterials with native-like cell-binding capacities and targeted selectivity for growth factors (which, in turn, initiate
stem cell self-renewal and differentiation programs). There is a precedent for engineering proteins functionalized with
the LG5 domain to mediate cellular behavior[49, 91]. A further design criterion for ECM-mimetic fusion proteins is
that they contain regions that enable assembly into higher-order structures, via either noncovalent (self-assembly) or
covalent (chemical crosslinking) mechanisms. ELPs have generated much interest in the tissue engineering field, as
the hierarchical self-assembly of these relatively ordered (via local interactions) peptides provides structural support
in ECM materials, as well as the ability to control viscoelastic properties. The ability to tune the physical properties
of ELP-containing regions offers a versatile way to modulate protein-mediated interactions between cells and the
ECM that are critical in cellular adhesion, spreading, and migration.

ELPs undergo thermally-triggered first-order phase transitions[221] characterized by a system-specific transition
temperature known as the lower critical solution temperature (LCST). This behavior is also termed an inverse
temperature transition as the polymer becomes more structured upon reaching the LCST, separating into polymer-
rich and water-rich phases. Interestingly, the latent heat of these phase transitions are so small that they “challenge
the sensitivity and stability of instrumentation”[221]. The solution behavior at/near the LCST depends on both (i)
intrinsic factors, such as the amino acid composition[74, 175] and the number of (VPGXG)n pentapeptide repeats
(X denotes a guest residue, which can vary from one repeat to another), as well as (ii) extrinsic parameters, such
as the concentration, pH, ionic strength, and other bulk solution properties[132, 119, 36, 219, 133, 217]. Both sets
of factors are useful in the context of protein design and engineering, as they are entirely manipulable: various
ELP regions can be fused to a target protein and combined with systematic perturbation of experimental conditions
to modulate protein/solution properties at and near the LCST. The assembly behavior at the LCST has been
introduced into otherwise soluble polypeptides by fusing them to ELP regions[42, 169]. The thermoresponsive
behavior of recombinant ELP fusions then allows simple purification via inverse transition cycling[132], thus, obviating
expensive chromatographic resins and enabling large-scale production. Also, biocompatibility of ELP fusion proteins
with biomechano-responsive properties has recently been demonstrated in animals[116].

Fundamental progress in biomaterials discovery has been limited by a lack of high-resolution data about the
structural dynamics of the underlying polymeric network. The properties of any material ultimately stem from the
3D structures and dynamics of its molecular constituents, from the level of individual proteins to their higher-order
assembly into matrices. These structural and dynamical properties, in turn, are deeply linked to the patterns of
intra- and intermolecular interactions that are thermodynamically accessible (and substantially populated) under a
given set of experimental conditions. The structural and thermodynamic properties of a fusion protein design can
be quantitatively characterized via experimental means (e.g., X-ray scattering), but systematically doing so on the
scale of many dozens or even hundreds of designs would be prohibitively laborious and resource-intensive. Moreover,
such approaches do not, in general, provide the atomic-resolution information on structure and dynamics that we
need in order to iteratively refine and systematically improve our designs.

The thermodynamic properties and structural dynamics of various ELPs, above and below their LCSTs, have
been studied by experimental and computational means[112, 247, 34, 111, 223, 221]. However, a universally accepted,
atomically detailed description of the physicochemical and structural basis of this phase transition remains elusive[34,
7, 248]; also, past studies have generally examined short ELP regions in isolation, not fused to other protein domains.
Deeper knowledge of the phase behavior and interfacial properties of ELPs would expand their general utility in
biomaterial applications and would mitigate the costs of producing and characterizing what end up being poorly
structured (or otherwise undesirable) ECM candidates. Here, we have designed and simulated a multifunctional
fusion construct, with the ultimate goal of driving neural differentiation via an engineered ECM that assembles
under cyto-compatible conditions. We use the LG5 domain to supply crucial cell-protein matrix interactions, while
the ELP component of our modular design provides control over desired micro- and nanostructures. Being able to
control the properties of our fusion goes in tandem with the architecture and physical properties of these matrices
being stimuli-responsive, so environmental parameters such as temperature must be able to modulate the individual
protein structures that compose such a matrix.

Using classical, all-atom MD simulations[143], we have examined the behavior of our LG-ELP design near its
putative phase transition, as well as the temperature-dependent conformational and structural dynamics leading up
to the LCST. These simulations supply picosecond-resolved, atomically detailed information on discrete structural
and functional states for our protein, on the overall time scale of about 100 ns. Thus, we can both analyze the
molecular events near the presumed LCST transition of our fusion protein and also obtain an a priori view of the
structural properties of our design, before dedicating experimental resources to the synthesis and characterization of
a novel biopolymer with unknown (and otherwise unpredictable) LCST behavior.
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3.3 Methods of Procedure
3.3.1 LG-ELP Fusion Protein Design Methodology
We designed an LG5-ELP fusion protein with the intention that it be able to undergo a temperature-induced
structural transition, leading to formation of a functional ECM suitable for CNS tissue regeneration. Four design
criteria were applied: (i) The fusion protein should be thermodynamically stable (i.e., retain native structure) under
physiological conditions (temperature, pH, ionic strength). (ii) The fusion protein should feature bioactive sites along
the LG portion of the peptide chain, and the ELP must not interact with the LG portion in a manner that occludes
these bioactive sites (proteolytic sites, cell-binding domains, binding sites for other ECM molecules or growth factors,
etc.). (iii) The fusion protein should be capable of self-assembly via noncovalent interactions. (iv) The self-assembly
properties should be readily controllable by altering the assembly driving sequence element (ELP, in our case).

ELPs consist of a pentapeptide repeat, (VPGXG)n, where X is any guest residue other than proline. ELPs
are described using the notation ELP [WiYjZk]n, where W, Y, and Z are the single-letter codes for the amino
acids at X, the subscripts i, j, and k indicate the number of pentamers featuring that guest residue, and n is the
total number of repeats. From our estimates using the Tt-based hydrophobicity scale of amino acids[223, 220, 222]
and the LCST behavior of various other engineered ELP fusions[169, 85], we designed an ELP with the sequence
ELP [K2L2I2K2]1. We predict that this motif will satisfy the aforementioned design criteria. The repeated Gly-
Leu and Gly-Ile dipeptides serve as cleavage sites for type IV collagenase (gelatinase)[191], rendering the hydrogel
susceptible to enzymatic cleavage and thereby allowing cell spreading and migration. In addition, the primary amine
functionality of the lysine side chain (ε-NH+

3 ) enables site-specific coupling or cross-linking reactions[43].

Figure 3.1: Proposed LG-ELP fusion protein. This schematic of our protein engineering design shows a laminin
globular (LG) domain fused to a C-terminal elastin-like polypeptide (ELP). (A) Biologically active segments[224, 206]
in the LG domain function as recognition/binding sites for α-dystroglycan (α-DG) (red), heparin (purple), and
integrin-β1 (blue). Our ELP repeat region (cyan), consisting of 42 residues of the ELP pentapeptide repeat motif
and a three-residue linker (orange), comprises the C-terminal tail of our fusion construct; this ELP region is intended
to act as a self-assembly module. (B) A three-dimensional (3D) structural rendition of the fusion protein (ribbon
representation) shows the LG domain as an overlay of multiple snapshots from the 100 ns simulation. The LG
domain folds as a β-sandwich, with two sheets (one with six strands and the other with seven strands) stacked atop
one another; the colored regions correspond to the recognition sequences in (A). The ELP tail is indicated (cyan),
with the specific structure shown here drawn from the 315 K trajectory at t = 1 ns (i.e., after energy minimization
and initial trajectory equilibration).
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3.3.2 MD Simulations of LG-ELP.
Our LG-ELP design fuses the LG5 domain, known to adopt an antiparallel β-sandwich fold, to a C-terminal ELP
tail (Figure 3.1). Our starting 3D model for the LG5 domain was drawn from the crystal structure of the mouse
homologue of the laminin α2 chain (PDB 1DYK)[212], which contains residues 2934-3117 of that particular laminin
chain. An initial 3D structure for the 42-residue ELP -[K2L2I2K2]1 sequence, GVG-VPGKG-VPGKG-VPGLG-
VPGLG-VPGIG-VPGIG-VPGKG-VPGK (hyphens are used to visually highlight the pentapeptide repeat motif),
was built using the peptide builder tool in the program Avogadro;[112] the N-terminal GVG in the above sequence is a
linker from the C-terminus of the LG5 domain. The ELP starting structure was modeled as a canonical α-helix, with
backbone torsion angles of φ = -60°, ψ = -40°(Figure S3.1). ELPs are likely only loosely structured in solution[152],
so the helical starting structure was not anticipated to bias the equilibrium structural ensemble (at least not if given
sufficient sampling). Atomistic MD simulations were performed in NAMD, under the CHARMM36 force-field for
proteins[58, 121].

To prepare for simulations under periodic boundary conditions, the initial 3D model of LG-ELP was solvated in a
cube of explicit TIP3P water molecules, using the “solvation box” extension in VMD[93]; a 15-Å padding of solvent,
between the solute and nearest box face, was used to mitigate interactions between the protein and its periodic
images. Physiological concentrations (150 mM) of Na+ ions, including sufficient Cl− ions to neutralize the solute’s
charge, were then added to the solvated system using VMD’s “ionize” plugin. The final simulation cell contained
166,137 atoms, with a cubic box of water measuring 120 Å/edge. The internal energy was minimized for 10000
steps, and the system was then equilibrated for 10 ns (with a 2 fs integration step) in the NPT ensemble (Figure 3.2,
initial pose). Simulations were conducted over a range of seven temperatures: 290, 295, 300, 305, 310, 315, and
320 K. In each case, temperature and pressure (1 atm) were maintained using a Langevin thermostat and piston.
NAMD 2.9 was used for all simulations[166], with each trajectory extended to a final production time of at least
100 ns. To assess whether trajectory-derived quantities were consistent across our various final (production) runs,
and not merely consequences of insufficient/limited sampling, we performed extended simulations. Using the final
structure (trajectory frame) from the 310 K simulation (effectively providing a negative control), we computed the
corresponding structural quantities of 100-140 ns trajectories at 290, 300, and 320 K. Moreover, we extended the 310
K simulation to 200 ns, as interesting transitions occur near this temperature.

Trajectories were processed and further analyzed using in-house scripts written in the Python[226] and D[6]
programming languages, as well as VMD. Root-mean-square deviations (RMSD) for Cα atoms were computed with
VMD’s RMSD extension toolbox. Secondary structures in the ELP region were assigned using STRIDE[70, 86].
Table S3.1 summarizes all of our LG-ELP-related simulations. All simulation configuration files and analysis scripts
are available upon request.

3.3.3 Analysis of Relative Solvent-Accessible Surface Area.
We calculated solvent-accessible surface areas (SASAs) with the SASA tool in VMD, using a standard water probe
radius of 1.4 Å. Rost and Sander’s method[178] was used to determine the relative solvent accessibility, RelAcci,
of each residue i in the ELP region; this relative accessibility is simply the ordinary accessibility of a residue in a
3D structure (Acci) normalized by total surface area for that residue type (RelAcci = Acci

maxAcci
). In our analyses,

RelAcci values were computed over the entirety of the production trajectories for each simulation temperature.

3.3.4 Hydrogen-Bonding Analysis.
Hydrogen bonds were computed using VMD’s geometric criteria: namely, a distance cutoff of 3.5 Å and a D-H-A
angle cutoff of 30°. Hydrogen bonds between two water molecules were excluded from our calculations. The number
of water molecules surrounding the ELP backbone was determined by counting the number of waters within 3.15 Å
of the peptide, as previously described[248]. This distance corresponds to the first minimum in the radial distribution
function between the oxygen atoms of water molecules and atoms in the peptide backbone (Figure S3.2).

3.3.5 Statistical Data Analysis.
Output data from our Tcl/Tk scripts (used with VMD’s Tcl API) were analyzed using tools from the NumPy and
SciPy Python packages. Note that all simulations, and subsequent trajectory and data analyses, were of the full-
length (225 amino acid) LG-ELP protein. In many cases, we show only the ELP region in certain sections of our
analyses; this is purely for the sake of clarity and simplicity. Spearman rank-order correlation coefficients, and
associated p-values, for trajectory-derived data (taken from the beginning to the end of the trajectory), such as
intramolecular hydrogen bonding statistics, the number of neighboring water molecules, and so on, were calculated
using SciPy’s statistical modules.
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Figure 3.2: Representative structures, illustrating temperature-dependent conformational states of the
LG-ELP fusion protein. In the initial pose, the LG-ELP protein is shown immediately after minimization and
equilibration of the simulation system, with the LG domain (ribbon diagrams) enclosed by a semitransparent blue
surface. This initial pose was the starting model for simulations at each temperature. The ELP region (ribbons)
in this starting state can be seen to be a mixture of helices and coils; the C-terminus is labeled in this view with
α-helices colored purple, 310 helices blue, β-strands yellow, the β-turn motif cyan and irregular coil regions white.
LG-ELP structures are shown from each of the 290-320 K trajectories, with each temperature indicated and each
structural snapshot taken at 100.0 ns. Insets are representative snapshots at 310 and 315 K, taken from the 68.4 and
91 ns time points, respectively; the side chains that contact one another to mediate β-sheet formation are depicted
as ball-and-stick representations (gray carbons, blue nitrogens, red oxygens, and silver hydrogens). These trajectory
frames illustrate the formation of β-sheet regions within the ELP tail.

3.4 Results and Discussion
3.4.1 Temperature-Dependent Structural Transitions of LG-ELP.
To explore the structural properties and conformational dynamics of our model LG-ELP fusion protein (Figure 3.1)
at various temperatures and illuminate its phase transition behavior, we performed all-atom MD simulations of the
protein immersed in a bath of explicit solvent. This system was simulated at temperatures ranging from 290 to
320 K, with each trajectory extended to at least 100 ns duration. Representative structures from the trajectories
show that the ELP region in the initial pose is a mixture of helices and coils, and this region forms more structured
β-strands near 310-315 K (Figure 3.2). This finding agrees with other studies of the assembly propensity of similar
ELP segments (albeit in isolation, not as a fusion partner)[181, 65]. We find that the ELP does not associate with the
LG domain, and thus, the LG domain remains accessible in solution for binding of bioactive agents such as integrins,
heparin, and α-DG. The structural stability and general rigidity of the N-terminal LG domain is largely maintained
throughout each simulation, with the root-mean-square deviation (RMSD) never exceeding 5 Å (data not shown),
as opposed to the far more flexible ELP region (Figure 3.3).

As shown by the overlaid structural snapshots in Figure 3.3, the LG domain’s initial structure is largely preserved
throughout each simulation. The “frayed” appearance of the ELP region highlights the structural disorder/flexibility
inherent to native elastin-based sequences. At temperatures below 305 K, we see a collapse of the ELP from its
initial conformation. A hydrophobic cluster within ELP, toward the end of the 100 ns trajectory, is present for all
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Figure 3.3: Representative structures of the LG-ELP fusion protein simulated at different temperatures.
Spatiotemporal evolution of the LG-ELP fusion protein is demonstrated by superimposing frames, taken at 10 ns
intervals, from the simulation of the entire fusion protein. The ELP region is colored so as to convey the simulation
time, graded from early (red) to middle (gray) to late (blue) timesteps along the MD trajectory. Note the structural
rigidity of the LG domain and the conformational flexibility of the ELP region.

temperatures except 310 K, where the ELP region becomes extended; this point can also be seen in each contact
map (Figure 3.4). Contact maps are matrices that show, for each residue in a 3D structure, the pairwise distance to
all other residues. These symmetric matrices compactly represent the pattern of intramolecular contacts, and in our
case reveal a lack of interatomic contacts between the LG and ELP regions (Figure 3.4). At 310 K, a transient, but
noticeable, extension of the ELP occurred, starting at 75 ns and highlighted by the loss of intrastrand hydrogen bonds
(data not shown). This thermally induced rearrangement of the ELP region may well correspond to the sampling of
conformations that would favor higher-order (intermolecular) assembly, and we do not see this structural extension
at 315 K (though, as for any simulation, absence of an observation could reflect limited sampling).

3.4.2 Secondary Structure Composition and Temperature Dependence.
We examined the structural transitions from the initial starting peptide structure to the final conformational ensem-
ble, focusing on the ELP region of the LG-ELP fusion. At all temperatures, the ELP region exhibits a significant
amount of unstructured character (β-turn and “other” in STRIDE), with these two classes accounting for most of
the secondary structures in the ELP (Figures 3.5, S3.3 and S3.4). These findings are consistent with solid-state
nuclear magnetic resonance (NMR) data[152, 104] and circular dichroism (CD) spectroscopy[174, 140], of similar
ELP sequences, where residues within the pentapeptide repeat preferentially adopt β-turn structures. We found
that the ELP region accrues β-strand character over the course of a 100 ns trajectory at physiologically relevant
temperatures (Figure 3.5), and we posit that this β-strand enrichment can serve as a useful structural property for
achieving temperature-triggered LG-ELP assembly; such assembly can occur via intermolecular β-strand–β-strand
contacts, for example, by the domain swapping mode of β-rich protein association[179, 54].

In simulations at 305 K, there is a sharp reduction of α-helicity, followed by a complete loss of helical structure after
74 ns (Figures S3.3 and S3.5). The secondary structure distribution at 305 K also shows a bimodal distribution in β-
turn and “other” motifs (Figure 3.5), indicating the preferential sampling of these two discrete conformational states.
At 310 and 315 K, there is an increase in β-sheet character. The occurrence of β-sheet-like structures at temperatures
above the phase transition has been experimentally detected in similar, single-molecule ELP systems[112, 248, 140,
151, 51]. The drastic change in secondary structural content found in our trajectories suggests that heating the system
potentially destabilizes polyproline-induced α-helix conformations, perhaps by selectively decreasing the stability of
water solvation effects[47, 198]. Such a disruption in helical propensity is consistent with the findings of Li et al.[112]
and Ohgo et al.[152], where, at higher temperatures, the proline in (VPGXG) adopts torsion angles similar to type-I
and type-II β-turns. This shift in secondary structure in our LG-ELP system is especially prominent at 320 K,
where there is a complete loss of β-sheet character, and the reduction of β-bridges with respect to 310 and 315 K
is associated with the increase in β-turns within the system. At lower temperatures, the composition favors more
α-helical and “other” secondary structures (310 helices, π-helices, random coils, etc.). The pattern of sampling that
we find in secondary structure formation, as a function of temperature, suggests that 310 K is near the target
temperature at which macromolecular ordering of the LG-ELP fusion may occur.

This phenomenon associated with the structural changes accompanied by the phase transition is further demon-
strated by the distribution of secondary structural content in the 100-200 ns trajectory. The time evolution of the
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Figure 3.4: Contact maps of the dynamical interactions in our LG-ELP design reveal a lack of persistent
interactions between the ELP region and the LG domain, independent of temperature. Contact maps are shown for
the full length LG-ELP fusion at the indicated simulation temperatures, with colors graded by the pairwise distance
(scale bar) between the two side chains under consideration. The LG domain and ELP region, are demarcated by
blue and red lines, respectively (for clarity, this is drawn only in the 295 K map). The classic crisscross patterns,
highlighted by stripes of contacts perpendicular to the main diagonal, are indicative of the β-sheet core of the LG
domain. Because an ordinary (symmetric) contact map contains 2-fold redundant information, here we show (i) the
minimum inter-residue distance in the lower triangular matrix, and (ii) the mean inter-residue distance, averaged
over an entire trajectory, in the upper triangle. At all simulation temperatures, no stably persistent intramolecular
contacts (short distances) are found between the LG and ELP regions, as illustrated by (i) the high-intensity (short-
distance) square submatrices at the lower-right of each map, indicating that most ELP residues interact with other
ELP residues (not LG residues), and (ii) the vertical white stripes toward the right of each matrix, indicating a dearth
contacts between the ELP region and the LG domain. Thus, the ELP region does not engage in spurious/unwanted
interactions with the LG domain in solution, at least not on the 100 ns time scale of these simulations. (Contact
maps for all simulated temperatures can be found in Figure S3.8.)

secondary structure profile in the extended simulation at 310 K showed four distinct regions of persistent β-sheet like
conformations, Leu4 − Gly5200−201 - Leu4 − Gly5205−206 and Ile4 − Gly5210−211 - Ile4 − Gly5214−215 (Figure S3.6)
with reduced conformational flexibility. Using the final trajectory frame of 310 K as a starting structure, we extended
the simulation from 100 to 140 ns at 290 K, to assess the potential artifacts of limited sampling of structural classes.
Reassuringly, we found that the β-sheet state does not persist, and in fact it disappears within 5 ns (Figures S3.4
and S3.7). Similarly, a transition from the 310 K trajectory to 320 K corresponds to a decrease of β-sheet content.
At 300 K, however, the temperature shift resulted in a seemingly stable, extended β conformation of the peptide
backbone in the Gly5201 − Leu4205 region from 100 to 140 ns (Figures S3.4 and S3.6). This result indicates that the
intramolecular contacts between these nonpolar side-chains might be attributable to a population of pre-existing con-
formations from the previous structural ensemble at 310 K, as these are precisely the same β-sheet forming residues
from the initial 100 ns trajectory.

3.4.3 Relative SASA and Association Interactions.
Conformational transitions can be analyzed via dynamical correlation functions, which provide information on how a
molecule can interact with the surrounding solvent. We evaluated the SASA of the ELP region in order to characterize
the local ordering and solvation dynamics of the system. The SASA can help quantify protein surface-water contacts,
and it is a parameter that has long been associated with the thermodynamics of protein structure, as related to the
hydrophobic effect and folding[41].

We find no strong trend in solvent exposure properties for residues in the ELP region (Figure 3.6). For all
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Figure 3.5: Secondary structural content of the ELP region as a function of temperature across the
290-320 K series. For simplicity, these trajectory analysis results are shown only for the ELP region, instead of
the full-length LG-ELP fusion; there are no noticeable changes in the structural content of the LG domain in all
of our simulations. These secondary structure analyses show that the average conformational behavior of a single
ELP monomer strongly depends on simulation temperature. Numbers written as insets within each panel give the
total number of times that the secondary structure was detected in the simulation. Cartoon representations, shown
as secondary structure thumbnail schematics in the first row, match the colors in the histogram. The predominant
conformations exhibited by the ELP are β-turns and “other” structures. At low temperatures, α-helical and β-
turn structures are prevalent, with minimal β-strand and bridge structures. However, states with greater β-sheet
structural content occur as the temperature goes from 305 to 310 K, indicating a possible order/disorder phase
transition. Additionally, a significant shift in the character of the β structure, from strand to bridge, occurs at 315
K. The complete lack of β-strand structure at 320 K and subsequent rise in β-turns corresponds to an increased
flexibility of the ELP backbone at higher temperatures.
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Figure 3.6: Temperature-dependent changes in
relative SASAs of individual residues in the
ELP region. The relative solvent accessibility,
RelAcci, represents the accessible surface area of a
residue in the context of a (potentially folded) polypep-
tide. Blue colors indicate that a residue is more
solvent-exposed than average, while red indicates that
a residue is more buried than it otherwise would be
(outside the context of the peptide).

residues, a linear regression of SASA against temperature yields fits with R2 values less than 0.5 (data not shown).
This result suggests that the structural transitions of ELP regions do not strongly correlate with the SASA of any
specific residue, representing a notable departure from previous models of ELP phase transitions[178, 92]. There is
also a striking lack of correlation between RelAcci and temperature. Linear regression gives R2 values less than 0.35
for each residue, again suggesting that any ELP phase transition in this temperature regime is not accompanied by
gross structural rearrangements. While the hydrophobic regions of ELP have been thought to become more exposed
at elevated temperatures (at least for isolated ELP segments, unfused to other proteins)[98], our simulations do
not reveal any such correlation. Though the RelAcc of our ELP residues is uncorrelated with temperature, the
values do fluctuate (Figure 3.6), and no single residue is consistently buried or consistently exposed. The ELP phase
transition, therefore, seems to be marked most strongly by the formation of β-sheet secondary structures, without
any concomitant gross structural rearrangements (at least in terms of SASA).

A close examination of the intramolecular contacts, that is, within the fusion protein, reveals that the formation
of β-sheets by ELP residues is not occluded or otherwise hindered by interatomic contacts between the ELP region
and the LG domain (Figures 3.4, 3.5 and S3.8). From a protein design perspective, this is most reassuring: our
simulations suggest that the ELP region will be accessible in solution, free of significant interactions with the nearby
LG domain. Similarly, the LG domain’s function should not be abrogated by the presence of ELP, and we expect
putative ELP-ELP interactions to mirror those found in previous studies of ELP aggregation[181, 140].

3.4.4 Role of Hydration in Compact Conformations.
We investigated the time-dependent hydration properties of our fusion’s ELP region by examining the intramolecular
hydrogen bonding (within ELP) and the number of water molecules hydrogen-bonded with the ELP. The number
of surrounding water molecules decreases and the number of intrapeptide hydrogen bonds increases, with increasing
temperature from 305 to 315 K, and then a dip occurs at 320 K (Figure 3.7). There is a slow decrease, with time, in
the number of solvating water molecules at all simulated temperatures (Figure S3.9a). The 310 K trajectory features
an intriguingly abrupt dip in the number of water molecules at 64 and 82 ns. The displacement of water molecules
with higher temperatures is consistent with a model, wherein desolvation (e.g., of nonpolar side-chains) biases specific
(e.g., polar) segments of the amphipathic ELP chain into more compact conformations, such as β-turns and strand-
like conformations. Helical structures are often unfavorable at elevated temperatures for entropic reasons, such
as a greater loss, upon folding, of orientational and other conformational degrees of freedom[101, 48]. Thus, higher
temperatures may indirectly, via effects on solvation structure, enhance the stability of β-sheet formation in relatively
disordered conformational ensembles, such as that of ELP. Changes in hydration density exhibit a correlation with
β-sheet propensity along all trajectories (Figures S3.5 and S3.9b). A Spearman’s rank-order correlation coefficient
of -0.83 (p = 0.04 for 100 ns) indicates a moderately strong negative correlation between intramolecular hydrogen
bonding and surrounding water molecules with increasing temperature. This quantity captures the fact that, at
elevated temperatures (>310 K), the ELP region preferentially contacts itself rather than water, indicative of a phase
transition[152]. The increased number of hydrogen bonds above 305 K suggests a coil-to-globule transition[151]. A
possible model is that, at high temperatures, insufficient conformational order exists to allow for formation of a
single, well-defined structural state. As such, at lower temperatures the increased rigidity of the system would not
facilitate the formation of intramolecular peptide-peptide hydrogen bonds, which would, instead, be replaced by
intermolecular hydrogen bonds with the surrounding water structure.

Coupled protein-solvent interactions are a key element of a system’s structural properties and dynamical behavior
in any order/disorder transition (e.g., protein folding), but time-resolved experimental data on such interactions are
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Figure 3.7: Changes in degree of hydration, hydrogen-bonding, and overall structure of the ELP region.
(A) Number of water molecules is counted within 3.15 Å of the ELP, with varying temperature. An abrupt decrease
in the number of surrounding water molecules suggests that this change is associated with the formation of β-sheets
at 310 K in the ELP region. (B) Number of intramolecular peptide-peptide hydrogen bonds (Hpeptide−peptide). The
formation of intramolecular hydrogen bonding has been observed for many peptide aggregates that exhibit LCST
behavior; however, the large number of disordered conformational states of our ELP hinders us from discerning any
trend as regards a temperature that might be indicative of a phase transition. (C) Temperature dependence of the
radius of gyration (Rg). Proteins in all simulated temperatures exhibit temperature-induced collapse (relative to the
initial starting structure). Only 310 and 320 K show a slight expansion of the polypeptide chain, while all other
proteins exhibit compaction, reminiscent of the “hydrophobic collapse” in typical (water-soluble) globular proteins.
In all panels, black error bars represent standard deviations and gray error bars show min/max values. Only the last
40 ns of the trajectories at each temperature are included in the analysis shown here.

not easily obtained, at least at high spatial resolution. Atomistic simulations can provide information about literally
each interatomic contact, including the dynamical networks of (i) apolar interactions within a protein, (ii) protein-
solvent contacts, and (iii) solvent-solvent contacts, all of which are important factors in macromolecular folding
and binding. The compactness of a biomolecular 3D structure, and, by inference, the degree of formation of a
hydrophobic “core”, can be measured as the radius of gyration, Rg. The time-evolution of Rg for the ELP region
alone (Figures 3.7c, S3.10 and S3.11) does not clearly reveal a sharp phase transition, unlike many biopolymers
that exhibit LCST behavior[42, 51, 103]. Though Rg data are, in principle, experimentally accessible via solution-
state measurements, for example, Guinier analysis of small-angle X-ray scattering data[173], such approaches to
extracting Rg values are confounded by phase changes in going from a soluble to insoluble state, as is common
with many polymers that demonstrate LCST behavior[221]. Our simulations reveal that the ELP portion of our
fusion protein adopts β-strand secondary structures at high temperatures, implying that this region can undergo
structural changes, akin to order/disorder phase transitions, and form ordered complexes. Intriguingly, the drastic
solute restructuring that is often associated with LCST behavior[98] does not appear to be a feature in our system’s
transition. At higher temperatures, the unfolding or “elongation” of the polypeptide (Figures S3.10 and S3.11) is
primarily entropically driven, but at a critical temperature (near 315 K in our system), the chain collapses because
the loss of configurational entropy of the side-chains and backbone is counterbalanced by entropic changes in the
network of solvent-(solvent, protein) interactions[241, 176]. To assess whether our findings were consistent with our
results from the first 100 ns trajectories, we performed additional simulations at 290, 300, 310, and 320 K using
the final (100 ns) frame from the 310 K simulation as the starting structure for each different temperature. These
extended trajectory data support the argument of a structural transition near 310 K, where it is represented by
a gross structural rearrangement of the polypeptide backbone. This transient state is characterized by a “two-
state” equilibrium between the collapsed and extended conformation (Figure S3.11) within the ELP region. At low
temperatures, that is, 290 and 300 K, we continue to observe a collapsed state, which is stabilized by the relatively
strong peptide-peptide and peptide-water interactions, compared to the extended conformation at 310 K.

As a final step of analysis, we considered the “end-to-end” distance, taken as the simple Euclidean distance
between the N- and C-termini of a given polypeptide segment, as another geometric measure of peptide compactness.
Monitoring the dynamics of the end-to-end distance for the ELP region (Figure S3.12) revealed that this part of our
fusion design can explore a substantial region of conformational space without altering its global shape (as indicated
by a relatively constant Rg value). Note that this behavior differs from that of larger, “ordinary” globular proteins,
where the detailed 3D structural changes that correspond to transitions between nearby local minima on the energy
landscape effectively act as barriers to the rapid sampling of conformational space, thereby decreasing kinetic rates
of transitions[87, 115, 159].
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3.5 Conclusions
Classical, all-atom MD simulations were used to examine the structural properties and conformational dynamics of
an engineered, laminin-mimetic elastin-like fusion protein, referred to here as LG-ELP. Analyses of the temperature-
dependent conformational changes in full-length LG-ELP, in terms of secondary structural content, solvent accessible
surface area, hydrogen bonding, and hydration properties, illuminate the phase transition behavior of this fusion
protein. The increased structuring of the protein, and the opportunity that that presents for engineering noncovalent
interactions, provide a platform for the rational design of macroscopic material properties[202]. The secondary
structural elements in a peptide are known to correlate with the compliance, stiffness, density, and other mechanical
properties of hydrogels built upon the given peptide[50, 170]. In this work, we computed atomically detailed MD
trajectories of an engineered LG-ELP protein design at several temperatures, thereby providing us with an a priori
view of the phase behavior of our design as a function of temperature in the physiological range; reassuringly, we
found that the ELP region of our fusion protein did not engage in interactions with the LG domain. This type of
information is invaluable in guiding the design of new fusion protein sequences and motifs with desired biological
functionalities. Ultimately, our strategy can be used to simulate multiple fusion protein designs, rank-order them,
and synthesize those candidates that exhibit the desired phase transition behavior. Because our strategy of using
simulations is physics-based, our approach also illuminates the secondary and tertiary structural properties of our
LG-ELP fusion, as well as physicochemical properties such as the coupled dynamics of the solvation environment
and its influence on the phase transition behavior of our design.

Simulations are enjoying increased use in the analysis of protein structure and function, but to our knowledge an
MD-based simulation methodology has not been used in the manner reported here, namely, to help guide the design
and iterative refinement of novel fusion proteins that can act as stimuli-responsive cellular matrix materials. The
simulations reported here elucidate the relationships between solvation, hydrophobicity, structural dynamics, and
other atomically detailed properties, for a novel biomolecular system, and our strategy offers a robust and extensible
platform to guide future design and syntheses of protein biomaterials. In particular, our general computational
approach can be readily applied in the rational design of engineered extracellular matrix proteins for constructing
stimuli-responsive and biocompatible materials for applications in drug delivery, tissue engineering, and regenerative
medicine.
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Chapter 4

The Oligomeric Plasticity of Cyclic
Protein Assembly: A Simulation-based
Analysis of Sm Rings
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4.1 Abstract
The RNA-associated Sm proteins can be found in all three domains of life: archaea, bacteria, and eukarya. In eukarya,
Sm proteins are well-studied in connection with their roles in pre-mRNA splicing. In bacteria, the Sm protein Hfq
acts as an RNA chaperone, playing vital roles in mRNA-sRNA annealing and RNA-based regulatory networks. In
archaea, the functional roles of Sm proteins remains an open question. Sm proteins assemble into cyclic oligomers
of 5, 6, 7, or 8 subunits, and the assemblies can be either homo- or heteromeric. Bacterial Sm proteins have only
been found as homo-hexamers, while eukaryotic Sm proteins typically assemble into hetero-heptamers. Archaeal Sm
proteins have been found as homomeric hexamers, heptamers, and octamers. Despite this variation in quaternary
structure, all Sm monomers exhibit nearly identical tertiary structures. How can this be? What is the origin of
this oligomeric plasticity, if not encoded in the monomer? We have used a systematic array of molecular dynamics
simulations to examine the interfaces between Sm subunits, and have developed several quantitative relations that
link the results of dimer simulations to the behavior of complete rings. The simulations reveal that Sm oligomers
are remarkably flexible. Sm dimers can adopt multiple conformations, and Sm rings are distinctly asymmetric. For
a dimer of the E. coli Sm protein, our simulations show one monomer twisting nearly 15° from its crystallographic
position. The surprising flexibility of Sm oligomers may be related to the dynamical effects of RNA binding and we
are currently investigating these effects in a variety of Sm systems.

4.2 Introduction
4.2.1 Many proteins assemble into oligomers.
Large protein assemblies offer functional and evolutionary advantages. Such oligomeric structures can use allostery
to communicate between multiple active sites, and they are more stable against denaturation. Further, for structural
proteins such as intermediate filaments and viral capsids, a protein’s large size is essential to its function. Cells can
create large protein assemblies either by using one long peptide chain, or by assembling several smaller proteins[163].
The latter option is commonly preferred by evolution; indeed the majority of proteins assemble into oligomers[60]. The
formation of oligomers provides several advantages to the cell; these advantages have been reviewed in detail in [76].
Oligomers are more resistant to coding errors since only one subunit needs to be remade if an error occurs. They offer
better coding efficiency in the genome, by using identical components multiple times (in the case of homooligomers),
or by creating modular assemblies where swapping elements of the oligomer changes its function[163]. The favorability
of small proteins is shown by their prevalence in the genome: eukaryotic proteins have a median length of 361 amino
acids, while bacterial proteins have a much shorter median length of 267 amino acids. Archaeal proteins are shorter
still, with a median length of 247 amino acids[24].

In this work, we focus on the geometry of symmetrical, cyclic oligomers. Such a ring-shaped system can form
one more intersubunit interface than an open oligomer with, say, helical symmetry[76]. Further, since none of the
oligomer-forming interfaces are exposed in a ring, there is a reduced propensity for aggregation. Though the benefits
of forming rings are multiple, it remains unclear what unifying principles govern the number of subunits in cyclic
oligomers.

In some cases, basic principles of sterics and dynamics dictate, or at least guide, a protein’s oligomeric state. For
example, the propensity for β-propellers to adopt seven-fold symmetry has been shown to arise from fundamental
steric effects[146]. Even number theory plays a role in oligomerization: Matsunaga et al. suggest that rings with
prime numbers of subunits are in general more rigid than those containing highly-composite numbers of subunits[126].
This rule arises from the observation that a vibrational mode of a ring can have all of its nodes at subunit interfaces
only if the symmetry of the mode divides the symmetry of the ring (Nring = 0(modNmode)). If the ring has a prime
number of subunits, then any vibrational mode must have a node inside a subunit of the ring[126]. In general, though,
predicting the oligomeric state of a protein given only the structure of the monomer is a difficult task that must be
addressed using search methods such as protein-protein docking[16] and phylogenetic analysis of interfaces[62].

Some proteins simply have more than one allowable oligomeric state. These proteins include ion channels from
hepatitus C virus with four to seven subunits[29], the Lo18 protein chaperone that exists as dimers, dodecamers,
and 16-mers[123], the TRAP RNA-binding protein from Bacillus stearothermophilus with 11 or 12 subunits[126],
an archaeal Sm protein that assembles along the edges of β-sheets[100], and leucine-zipper-based coiled-coils of
α-helices[154].

While many proteins assemble into cyclic oligomers, they are frequently not perfectly symmetric[20]. The degree
of symmetry for a particular assembly can be quantified with the continuous symmetry measure (CSM)[244]. The
CSM is 0 for a perfectly symmetric structure and increases up to a maximum value of 1[20]. The CSM is directly
comparable between two structures; it does not depend on the number of atoms or the overall system size. These
measures have recently been applied to large assemblies including whole proteins[61, 168]. These measures are
very informative for nearly-symmetric structures, but are not directly applicable to the task of determining if a
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given substructure is a component of a larger, nearly-symmetric structure. We have developed a new geometric
measurement that, in a sense, combines CSMs and oligomeric state prediction.

4.2.2 The Sm family of ancient, structurally-conserved RNA-binding proteins.
The Sm family of RNA-binding proteins is found in all three domains of life. Bacterial Sm proteins, known as Hfq, are
posttranscriptional regulators that act by binding RNA[139, 184]. Frequently, Hfq oligomers will bind to regulatory
sRNAs on one face of the ring and mRNAs on the other, thereby mediating base-pairing interactions between the
two RNA strands[145]. This places Hfq at the center of a number of regulatory pathways where a particular sRNA
interacts with an mRNA transcript to either promote or inhibit expression. These physiological pathways include
quorum sensing[109], virulence,[31], and iron metabolism[125].

Hfq proteins assemble into homohexameric rings, with no known exceptions. The face of the ring containing the
N’-terminal α-helix is termed the proximal face and the other face of the ring is the distal face. Hfq typically binds
to mRNA on its distal face, while sRNA typically binds to the proximal face[184]. A third, lateral, binding site has
recently been discovered and it may facilitate the actual base pairing between mRNA and sRNA[199].

In eukarya, Sm proteins are best-known for their role in mRNA splicing[21]. Eukaryotic Sm proteins form the core
of the spliceosome, a humongous machine in which snRNA threads through the pores of several Sm oligomers[110].
While Hfq is believed to operate exclusively as complete rings, the Sm proteins in the eukaryotic spliceosome assemble
around the cognate snRNA strand as part of the snRNP biogenesis pathway[145, 81]. There are seven eukaryotic Sm
paralogs that are found in the spliceosome: SmD1, SmD2, SmD3, SmB, SmE, SmF, and SmG. While the entire Sm
ring is not stable in the absence of RNA, several of the Sm proteins do form stable sub-heptamers: SmD1/SmD2,
SmD3/SmB, and SmE/SmF/SmG[81]. The evolutionary origin of this complex set of Sm proteins is reviewed in
[230].

Sm-like archaeal proteins (SmAPs) have been found in several archaeal species, but their function remains largely
unknown[145]. Archaeal species encode between one and three Sm proteins, and the evolutionary relationship of
SmAPs and eukaryotic Sm proteins has been carefully studied in [189].

Figure 4.1: Structural similarity of Sm proteins. In (A), a phylogenetic tree showing the oligomeric states
adopted by Sm proteins in different domains. With the exception of eukaryotic heptamers (multicolored), all Sm
proteins form homomeric rings. Aligning several Sm protein structures (B) shows the degree of structural conservation
in Sm proteins from bacteria (burgundy traces), eukarya (green traces), and archaea (blue traces). The archaeon
Methanococcus jannaschii contains an Sm protein (purple trace) that is more similar to Hfq than to other SmAPs.
In (C), a sequence alignment of the structures in (B) shows the large variation in sequence among Sm proteins. The
two rightmost β-strands in (B) are present only in archaeal and eukaryotic Sm proteins, not Hfq; the lack of this
β3-β4 hairpin extension in bacteria accounts for the large gap in Hfq-like sequences in (C).

Though Sm proteins show immense sequence diversity, considered across the phylogenetic tree, they are remark-
ably similar at the level of monomer 3D structure, as illustrated in Figure 4.1. Despite the shared monomer structure,
different Sm proteins are able to assemble into different oligomeric forms. Bacterial Hfq is only known to assemble
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into homo-hexamers[145]. Eukaryotic Sm proteins assemble typically as hetero-heptamers, though a homo-octamer
of the Sm-like protein LSm3 has been observed in a crystal structure[147], though the biological role of these oc-
tamers, if any, is unknown. (LSm3 is known to assemble with other LSm paralogs to form hetero-heptamers in
vivo.) SmAPs have been found to assemble into homo-hexamers, homo-heptamers, and homo-octamers[215]. While
most Sm proteins have one preferred oligomeric state, a SmAP has been identified that forms either a hexamer or
heptamer depending on solution pH and the presence of RNA[100]. A particularly interesting Sm-like structure of
putative cyanophage origin adopts the Sm fold (though the α-helix is C-terminal, not N-terminal) and assembles
into a pentamer[53].

What enables this plasticity in quaternary structure, given that Sm proteins have such similar tertiary structure?
Figure 4.2 shows the difficulty with this plasticity: it is analogous to cutting a pizza in six slices, removing a slice, and
rearranging the remaining slices without gaps between them. Given that the tertiary structure of the Sm monomer
is strongly conserved, what is the source of flexibility that allows different Sm proteins to adopt so many oligomeric
states?

Figure 4.2: A pizza displays oligomeric plasticity. Sm proteins, despite having nearly-identical tertiary struc-
tures, can assemble into a variety of oligomeric forms. By analogy, this is like cutting a pizza in six slices, removing
one slice, and then moving the other pieces to close the created gap. In three dimensions, this is possible. A pen-
tamer (A) can be created by removing a piece from a hexamer (B) and applying a negative pitch to the monomers.
Similarly, a positive roll on each monomer creates enough room to add an an extra monomer, creating a heptamer
(C). These motions are quantified using the Pizza Tensor.

To explore these questions, we have performed extensive molecular dynamics (MD) simulations of 19 different
Sm dimer systems, two Sm rings, and one tetramer. In total, these simulations represent nearly 4 µs of simulation
time in explicit solvent. Where not explicitly stated otherwise, we will consider only dimers drawn from complete
rings in this work. When referring to “a dimer from the tetramer simulation”, we are using the center two monomers
from the tetramer simulation. When referring to “a dimer from the complete ring”, we have used the data for two
adjacent monomers from a simulation of the complete ring.

4.3 Results And Discussion
4.3.1 A “Pizza Tensor” quantifies the structural relationship between Sm subunits.
We first define a geometric measurement that allows us to relate all Sm dimer structures to a single, common reference
model. The pizza tensor (PT) quantifies how much a given Sm dimer deviates from a reference structure. First,
chain A of the dimer of interest is aligned to chain A of the reference dimer. Then, the transformation matrix that
best maps chain B of the reference dimer to chain B of the dimer of interest is calculated. This matrix is expressed in
terms of dx, dy, dz, roll, pitch, and yaw to provide an easy-to-visualize description of the motion, and these six values
constitute the PT. For the reference structure, we have used the structure of E. coli Hfq solved at 0.97 Å resolution
by Schulz et al. (PDB ID 4PNO)[188]. Using the hexameric ring as generated by crystallographic symmetry, we
define chains A and B by looking at the proximal face of the ring, with chain B at the 6 o’clock position, and chain
A at the 4 o’clock position. We have positioned the reference dimer such that the center of mass of chain B is at
the origin, and the center of mass of the whole hexamer lies on the positive x-axis. The proximal face of the Hfq
ring faces the positive y-axis, and thus chains A, B, C, and so on proceed in a left-handed direction about the y-axis
(The global coordinate system is right-handed). Figures 4.3 and 4.4 show how the PT is calculated.

void ca l cP izzaTensor (Dcd testDimer , Molecule refDimer ) {
// testDimer and refDimer both conta in only the C−a lpha atoms from
// r e s i d u e s common to the two p r o t e i n s ( as determined by s t r u c t u r e a l ignment )
Molecule chainRefB = refDimer . s e l e c t ( ” chain B” ) ;
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Figure 4.3: Representative PT alignment. For the reference struc-
ture, chains A, B, and C-F are colored red, orange, and gray, respec-
tively. The dimer of interest shows chains A and B in green and blue, re-
spectively. To calculate the PT, chain A of the dimer of interest (green)
is aligned to chain A of the reference structure (red). The least-squares
transformation matrix that maps chain B of the reference (orange) to
chain B of the dimer of interest (blue) is calculated. In this figure, the
centers of mass of chains B are shown as small spheres. In this figure,
chain B of the dimer of interest has moved substantially in the positive
x direction. For clarity, regions other than the β-sheet are shown as
transparent ribbons.

Molecule chainRefA = refDimer . s e l e c t ( ” chain A” ) ;
foreach ( Molecule frame ; testDimer . frames ) {

Molecule chainTestA = frame . s e l e c t ( ” chain A” ) ;
f loat [ 4 , 4 ] f itTestARefA = measureFit ( chainTestA , chainRefA ) ;
//move the whole t e s t dimer by fitTARA .
frame . move( f itTestARefA ) ;
Molecule chainTestB = frame . s e l e c t ( ” chain B” ) ;
// Find the t rans format ion between chains B.
f loat [ 4 , 4 ] pizzaMat = measureFit ( chainTestB , chainRefB ) ;
// Convert from a 4x4 matrix to ( dx , dy , dz , r o l l , p i t ch , yaw )
wr i t e ( toPizzaTensor ( pizzaMat ) ) ;

}
}

4.3.2 The oligomeric state of the ring can be predicted based on the dimer.
We next present a method to predict the oligomeric state of a cyclic homooligomer given only the dimer geometry.
We present the algorithm first for cyclic oligomers containing an integral number of subunits, and then we present a
continuous version. Given a homodimer of chains A and B, calculate the least-squares transformation matrix that
maps the atoms in chain A to those in chain B: B ≈MA, where B is a 4 x n matrix of homogeneous coordinates of
atoms in chain B (the fourth component of each coordinate is always 1), A is a 4 x n matrix of atomic coordinates in
chain A, and M is a 4 x 4 affine transformation matrix. n is the number of atoms in each chain. For a dimer extracted
from a k-fold symmetric oligomer, we know that A = MkA, since after k operations the coordinates return to their
original position. To determine the predicted oligomeric state (POS) given only a dimer, evaluate ||A −MkA|| for
integer values of k until the second minimum is found or some upper cut-off value is reached. (The second minimum
is needed because there will always be a trivial minimum at k = 0.) This value of k that minimizes ||A−MkA|| is
the POS.

A dimer structure will not necessarily predict an oligomer with an integer number of subunits. In this case,
we extend the above to allow for non-integer k. If M is diagonalizable (which it almost always will be), then
M = SDS−1, where S is a square matrix whose ith column is the ith eigenvector of M , and D is a diagonal matrix
and Di,i = λi, with λi the ith eigenvalue. Then Mk = SDkS−1 with Dk

i,i = λki . The search for the second minimum
of k is performed by evaluating ||A −MkA|| for k = 0, 0.5, 1, ...10, 10.5, 11. (The half-integer values are necessary
to ensure that the algorithm does not miss the second minimum.) Given that the second minimum was found at
kmin, a binary search is performed on the range (kmin− 0.5, kmin + 0.5) to determine the non-integer value of k that
minimizes ||A−MkA||

In the figures in Section S4.1, the POS is presented as a green trace, and the value of ||A −MkA|| is presented
as a blue trace. Both traces are smoothed with a 1-ns sliding median filter.

4.3.3 Sm dimers are structurally stable on the 200-ns timescale.

We have performed extensive MD simulations of the 22 different Sm protein systems summarized in Table 4.1
We have assessed the stability of each simulation in seven ways. First, we have assessed six root-mean-square
deviation (RMSD) values for each simulation. RMSD values were calculated according to Equation (1.13), using the
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Figure 4.4: Calculating the PT. Two Sm dimers are to be aligned. First, a structure alignment of monomers
is performed, yielding the sequence alignment shown in (A). (For the sake of text size, many residues have been
omitted.) The residues of chain A that matched in the alignment are shown for the reference structure (B) and the
target structure (C). In (D), the two structures have been aligned. (E) shows a schematized version of the alignment,
where the dimers of each structure (left and middle) have been aligned based on chain A (right). The change between
the two chains B is the PT. (F) shows the six degrees of freedom present in the PT. Note that the origin of the
x, y, and z axes is actually in the center of the test monomer, not in the center of the ring. (G) shows the results
of a simulation, where the target monomer has sampled a number of positions. These positions are represented in
(H), using blades that are roughly the same size as Sm monomers. (The orientation in (H) is the same as the blue
monomer in (F).) At each 10 ns in the simulation, the reference blade (R) is transformed by the PT and a new blade
is drawn. Blue blades occur earlier in the simulation, and red blades occur later. (The translational motion has been
exaggerated tenfold to better separate the blades for the sake of this visualization.)
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Figure 4.5: Calculating the predicted oligomeric state
(POS). The POS is calculated in three steps. First, the trans-
formation matrix M from chain A to chain B is calculated based
on simulation data. Next, M is applied repeatedly to chain A, and
at each iteration k the value of ||A−MkA|| is calculated. When a
second minimum in this quantitity has been located, the algorithm
then recursively refines the value of k so that ||A−MkA|| is mini-
mized. The value of k where this minimum occurs is, by definition,
the POS. To account for translation, M is a 4x4 affine matrix and
A is a 4xn matrix of homogeneous coordinates [x, y, z, w] with w=1
for every atom.

initial structure in the production run as the reference. Each system was aligned to the reference to minimize RMSD
at each frame. We show RMSD data for each monomer individually and the dimer as a whole. These RMSD values
are calculated both for the all-atom system as well as for only backbone atoms that form the Sm core (see Methods
for how this is defined). We also show the number of intermonomer interactions by calculating the number of atoms
that are within 3 Å of the other monomer. The full data are provided in Section S4.1.

Briefly, the RMSD values for the entire monomers are occasionally surprisingly high (11 Å for chain A of 2QTX
(Mja Hfq), for example). However, all systems which contain such high values include regions that were not resolved in
the crystal structure and were modelled essentially as straight chains extending from the protein. It is not surprising,
therefore, that such systems would display great flexibility. This effect is particularly pronounced in the monomers
from 4WZJ (Hsa Sm hetero-heptamer), many of which contain long extensions to the Sm core. By restricting the
RMSD calculations to those atoms which form the canonical Sm core (those which align to the Eco Hfq structure),
the values are reduced to under 4 Å.

Tracking the number of intersubunit contacts shows that none of the systems dissociate. For each system, we have
calculated the average number of atoms within 3 Å of the other monomer during the trajectory. With the exception
of 3BY7, the pentamer of putative cyanophage origin, every simulation has an average contact number of at least
13. The plots of the number of contacts over time (Section S4.1) show that no system exhibits a clear, systematic
decrease in the number of contacts over time. Systems containing Sm proteins with N- and C-terminal extensions to
the Sm core, such as the eukaryotic homologs SmD3, SmD1, and SmD2, show an increase in inter-monomer contacts
as the initially-disordered extensions collapse during the simulation. Figure 4.7 quantifies the nature of the actual
interface in terms of buried surface area.

4.3.4 The PT reveals remarkable flexibility in Sm dimers.
As an informative starting point, we first consider the simulations of 4PNO (Eco Hfq), as that structure was used
as the reference in calculations of the PT. Figure 4.8 shows the behavior of the dimer.

The translational components of the PT reveal that the dimer is built upon a flexible Sm-Sm interface, where
chain B can move by over 1 Å in the x, y, and z directions. The average values of dx, dy, and dz are all under 1 Å,
suggesting that the equilibrium structural ensemble for this dimer contains the crystal structure, but that the dimer
is not tightly constrained to this geometry. Examination of the rotational degrees of freedom shows a striking pitch
of -14.8°. Simulations of a tetramer of 4PNO also reveal a flexible protein; the central dimers shear by 2.4 Å in the
x direction, and 1.7 Å in the y direction. In the rotational degrees of freedom, the tetramer is not as flexible as the
dimer but still displays roll and yaw variations above 5°. As might be intuitively expected for structural and steric
reasons of steric packing, a simulation of the complete 4PNO ring reveals a more rigid structure than the dimer or
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Figure 4.6: The predicted oligomeric state (POS) of a dimer The POS of 1LJO (Afu SmAP2) is shown at
every 50 ps of the first 10 ns of that simulation. First, the transformation matrix M that maps chain A (red) to chain
B (blue) is calculated. Then, chain A is moved according to M and a sphere is drawn at the new center of mass of
chain A (orange spheres inside chain B). Chain A is moved again according to M and spheres are drawn at its new
center of mass. This is repeated four more times to generate the image. Line colors indicate the trajectory timestep,
with blue lines occurring earlier in the trajectory and red lines occuring toward the end. When M is applied 5 times
(green spheres), the center of mass has not quite returned to chain A’s original center of mass. However, when M is
applied 6 times (blue spheres), the center of mass has overshot the original center of mass. This means that the POS
of this system lies somewhere between 5 and 6. The blades (drawn at 6 ns) show that, in addition to the POS being
between 5 and 6, the projected monomer has also drifted in the -y direction (toward the distal face of the ring).

tetramer. The complete ring shows a translation in the z direction of nearly 1 Å, and roll and yaw values near 3.6°
and -4.3°, respectively.

Plots of the PT at every frame for each simulation are supplied in Section S4.1 and Figure 4.9. In the following,
we note only a few of the most salient features.

Methanococcus jannaschii is a hyperthermophilic archaeon that contains an Sm ortholog that is more similar to
Hfq than to other SmAPs[149]. This particular structure (PDB ID 2QTX), is marked by a high roll value of 17°. The
Sm-like structure of putative cyanophage origin (PDB ID 3BY7) departs drastically from the reference structure,
with a roll of -45° and a dz of -10.8 Å! Despite such deviation, the characteristic β-sheet between the two monomers
is preserved for the entire simulation. Further, the strongly-bent β-sheet is preserved in both monomers, though
somewhat distorted.

ORF-137 from Pyrobaculum spherical virus contains two tandem Sm domains separated by a short linker; three
of these proteins assemble into a ring. Since there are Sm-Sm contacts within the monomers as well as between the
monomers, we have simulated both interfaces. First, we simulated a single monomer and calculated the PT by aligning
the C-terminal Sm domain to the reference structure and monitoring the motion of the N-terminal Sm domain. (This
is the same convention used in Figure 4.4; with the C-terminal domain serving as chain A and the N-terminal domain
serving as chain B) Second, we have used the N-terminal domain from one monomer and the C-terminal domain
from its neighbor in the ring to form a dimer with no linker. These two systems display very different dynamics. The
single-monomer structure (identified as 2X4J.cternter in the Supporting Information) shows small perturbations from
its crystal structure. In particular, the dz component of the PT is +2.3 Å, showing that the β-sheet is compressed,
with the individual β-strands closer together than in 4PNO. The second structure (2X4J.ntercter) shows little dz
relative to 4PNO, but every component of the PT shows more variation than 2X4J.cternter. This result suggests
that the two distinct Sm-Sm interfaces in this tandem structure have different dynamics: one interface is relatively
rigid, while the other is much more flexible.

In general, there is no clear trend in PT values that separates SmAPs from eukaryotic Sm or bacterial Hfq, that
separates hexamers from heptamers from octamers, or that distinguishes homomeric from heteromeric assemblies.
It would appear, therefore, that there is no single parameter, degree of freedom, or structural determinant that
governs the preferred oligomeric state of a given Sm protein. Notably, these results are corroborated by attempts to
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Table 4.1: Simulated Sm protein systems

Protein Nat. state Sim. state PDB Sim. time POS SI figure
Eco Hfq 6 2 4PNO[188] 200 ns 5.506 S4.12
Eco Hfq 6 6 4PNO[188] 50 ns 5.578 S4.13
Eco Hfq 6 4 4PNO[188] 200 ns 6.196 S4.14
Ssp Hfq 6 2 3HFO[19] 200 ns 6.071 S4.11
Mja Hfq 6 2 2QTX[149] 200 ns 6.603 S4.6
Mth SmAP 7 2 1I81[45] 200 ns 7.177 S4.2
Pae SmAP1 7 2 1I8F[142] 200 ns 6.006 S4.3
Pae SmAP1 7 7 1I8F[142] 50 ns 6.232 S4.4
Pae SmAP2 8 2 N/A 200 ns 7.107 S4.22
Pae SmAP2 8 8 N/A 50 ns 8.576 S4.23
Afu SmAP2 6 2 1LJO[215] 200 ns 5.858 S4.5
Afu SmAP1 7 2 1I4K[216] 200 ns 6.741 S4.1
Sce Lsm3 8 2 3BW1[147] 200 ns 7.490 S4.9
Hsa SmB, SmD1 7 2 4WZJ[110] 200 ns N/A S4.15
Hsa SmD1, SmD2 7 2 4WZJ[110] 200 ns N/A S4.16
Hsa SmD2, SmF 7 2 4WZJ[110] 200 ns N/A S4.17
Hsa SmF, SmE 7 2 4WZJ[110] 200 ns N/A S4.20
Hsa SmE, SmG 7 2 4WZJ[110] 200 ns N/A S4.19
Hsa SmG, SmD3 7 2 4WZJ[110] 200 ns N/A S4.21
Hsa SmD3, SmB 7 2 4WZJ[110] 200 ns N/A S4.18
Unknown 5 2 3BY7[53] 200 ns 4.688 S4.10
PSV ORF-137 3 1 2X4J[153] 200 ns N/A S4.8
PSV ORF-137 3 2/2 2X4J[153] 200 ns N/A S4.7

Abbreviations: Eco, Escherichia coli; Ssp, Synechocystis sp.; Mja, Methanococcus jannaschii; Mth,
Methanobacterium thermoautotrophicus; Pae, Pyrobaculum aerophilum; Afu, Archaeoglobus fulgidus; Sce,
Saccharomyces cerevisiae; Hsa, Homo sapiens; PSV, Pyrobaculum spherical virus. PSV ORF-137 contains three
monomers, each of which contains two Sm domains. The first simulation of PSV ORF-137 just included one of
these monomers, while the second used the C-terminal Sm region from one monomer with the N-terminal region of
another to make a dimer. For homomeric systems, the average POS value is shown in the rightmost column.

perform principal component analysis (PCA) on the components of the PT. Figure S4.25 shows that the principal
components of the PT are not consistent between different systems, and therefore no simple combined motion (such
as a subduction motion comprised of positive roll combined with negative dx) can describe the movement between
the Sm proteins. Instead, this information seems to be encoded more globally, at a finer structural or dynamical
level.

4.3.5 The POS shows that oligomeric plasticity is inherent to Sm proteins.
In most cases, the POS computed from a dimer trajectory is similar to that seen in the crystal structure. Data
for all simulations are presented in S4.1 and are summarized in Figure 4.10. Several systems are notably unusual.
First, Pae SmAP1 (PDB 1I8F) has a POS value of 6.0 in the dimer, though it crystallized as a heptamer. More
striking is the POS found by extracting a single dimer from a complete ring simulation. (The particular dimer used
is irrelevant as asymmetry in any dimer implies asymmetry in the complete ring.) This dimer has a POS of 6.2, even
though it was simulated inside a heptameric ring! This result strongly suggests that the Pae SmAP1 heptamer ring
is highly asymmetric in solution. (Note that the Pae SmAP1 structure was refined without the imposition of NCS
restraints.) This may reflect one monomer being “special” in some way, as is seen in the φ29 packaging motor[35];
perhaps this asymmetry plays some role in RNA cycling. Or perhaps Pae SmAP1 can adopt several oligomeric
states, with the heptamer being most stable in the crystallization conditions used to solve the structure, but the
hexamer being preferred in our simulations. This mirrors the behavior known for Afu SmAP2, which is able to adopt
either a hexameric or heptameric state in response to its environment[100].

Pae SmAP2 shows a similar asymmetry. This SmAP was crystallized as an octamer and the octameric state is
supported by biophysical data (Randolph & Mura, unpublished data). Our simulation shows a POS of 7.1, suggesting
that this protein could also form a stable heptameric ring. Further, a dimer from the complete ring shows a POS of
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Figure 4.7: BSA in the Sm-Sm interface. For each system,
we have calculated the amount of buried surface area between the
two monomers contributed by residues in the Sm core (based on
alignment with 4PNO). Black circles indicate the value in the crys-
tal structure, red lines correspond to the median values, and the
colors of each distribution correspond to the phylogenetic tree in
Figure 4.1. Most structures remain compatible with their crys-
tallographic values, indicating that the interface does not drasti-
cally change during the simulaition. 3BY7, a pentamer of putative
cyanophage origin, displays a much weaker interface than all other
Sm proteins, likely due to the lack of an N-terminal α-helix in that
system. 2X4J, containing two tandem Sm-Sm domains, shows
that the two Sm interfaces are quite different. The intramonomer
Sm-Sm interface has a much lower BSA than the intermonomer
interface. 4PNO, from Eco, displays a strengthening of the inter-
face over the course of our simulations, in agreement with our PT
and POS values for that system.

Figure 4.8: The PT of 4PNO. At every 2 ns of the simulation of
4PNO, a blade is drawn, translated and rotated according to the
PT value at that frame. Green and blue backbone traces show the
position of atoms in the 4PNO crystal structure, and the red trace
shows the position of chain B (after chain A has been aligned to
the reference) at the beginning of the production run. A reference
blade, based on the crystal structure, is transformed by the PT at
each time step, and the blades are colored according to simulation
timestep (blue blades are early in the simulation, red blades occur
later). The reference blade, corresponding to Eco, is unfortunately
obscured by all of the other blades.

8.5, again implying that the complete ring is asymmetric in solution.
The asymmetric ring is also seen in Eco Hfq, where a dimer from our simulation of a complete ring shows

POS values of 5.72. While not as extreme as the asymmetry seen in Pae SmAP1, this asymmetry arises from a
perfectly-symmetric starting structure (4PNO was determined in a space group with a 6-fold symmetry axis).

Mja Hfq, an Hfq in a non-bacterial organism, straddles the hexamer-heptamer divide, with a POS of 6.6. This
is, by far, the highest POS for an Hfq, and is closer to Afu SmAP1 (POS = 6.7) than it is to any other Hfq. The
interesting octamer of Sce LSm3 adopts a POS of 7.5, far higher than any other Sm protein. An in vivo role of an
octameric LSm3 assembly is yet unknown, but the dimer at least is accomodating of this state.

Several of the Sm proteins studied here are derived from thermophiles, and it has been found that thermophilic
proteins exhibit more small-scale fluctuations around their average structure but reduced large-scale motions of
protein domains[131, 238]. Sm proteins, by our analysis, do not clearly demonstrate this trend. The components of
the PT do not track with the thermophilicity of the organism containing the protein. For instance, we consider the
standard deviations of dx, dy, and dz values. 3HFO, from the mesophilic bacterium Ssp, has values that are more
similar to those in 1I8F, from the thermophilic archaeon Pae than they are to the values from 4PNO, the mesophilic
Eco. Further, the RMSD data in Section S4.1 show no trend related to thermophilicity. This may be a result of the
general stability of Sm proteins against thermal and chemical denaturation.

4.3.6 The flexibility of Sm proteins can be probed experimentally.
While we are confident in our findings regarding the oligomeric plasticity of Sm proteins, all computational studies
must be seen as hypothesis-generating. We propose three experiments to validate our findings. First, we propose
creating two mutants of Eco Hfq: one with mutations such as V62R and F11H, and the other with mutations such
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Figure 4.9: Distribution of PT values for all systems. For each component of the PT, we show the distribution
of values adopted by each system. Colors correspond to the colors used in the phylogenetic tree in Figure 4.1. Black
circles indicate the value of that particular component in the crystal structure for that system, and red lines indicate
the median value.
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Figure 4.10: POS distributions for all simulated systems
Colors correspond to the phylogenetic tree in Figure 4.1. In most
cases, the POS distribution does not deviate more than one unit
from its crystallographic value. Black circles indicate the value of
the POS in each crystal structure, and red lines indicate the me-
dian value of the POS. On occasion, the POS algorithm is unable
to identify the first minimum and instead reports an “overtone”
POS, corresponding to M2kA. As is clear upon visual inspection,
the median value of the POS is not significantly affected by the
presence of these overtone POS numbers.

as L45Q and M53K. The first mutant will be unable to oligomerize on the side nearest its α-helix, while the second
will be unable to oligomerize on its other edge. As a result, when these proteins are combined, they will assemble
into dimers but no more. This system can then be crystallized and solved using X-ray diffraction. We expect to see
the system adopt a structure compatible with our simulation data of an Eco Hfq dimer. Second, we propose creating
chimeric Sm proteins to determine which regions of the protein are responsible for determining the oligomeric state.
By creating a chimera with, for example, residues 1 to 40 from Eco Hfq and residues 48 to 90 of Mth SmAP, we
will create a new Sm protein which could assemble is either a hexamer or heptamer. By using different sections of
different Sm proteins, we will gain a better understanding of the role of each part of the Sm fold in oligomerization.
Third, we propose a crystallographic approach to searching for ring asymmetry. While we cannot currently probe
the asymmetry of an Sm ring in solution, we can crystallize an Hfq with a four-nucleotide RNA molecule, U4. If this
forms a crystal in which the RNA density is consistently located in one place (rather than spread around the ring),
it will be possible to quantify the asymmetry of the ring in this situation using the tools we have presented here.

4.4 Conclusions
Taken as a whole, our simulation-based data suggest that Sm proteins are far more flexible than is typically
assumed[145]. The behavior of the PT suggests that Sm dimers deform in different ways in different dimers, rather
than simply having one particular type of flexibility. This would imply, then, that Sm rings can be flexible in
solution, as there are many permissible states that can be sampled by the monomers in a ring, at even just am-
bient temperatures. Our POS data show that Sm dimers typically adopt conformations that are compatible with
experimentally-observed oligomeric states, but there is substantial flexibility that supports the notion that some Sm
proteins are able to adopt multiple oligomeric states.

4.5 Materials and Methods
4.5.1 System preparation
Crystal structures were downloaded from the PDB; structures containing less than a complete ring in the asymmetric
unit used the biological assembly file from the PDB. In crystal structures containing more than one complete Sm
ring, the ring with the most atoms was used. All missing residues in crystal structures were placed with Modeller
9.15[180], using the refine.fast MD level, which performs conjugate gradients optimization followed by simulated
annealing from 150 to 1000 K, then down to 300 K. The total simulation time in Modeller was 2 ps for each model,
and only those residues added by Modeller were allowed to move during the optimization. In cases where the output
from Modeller clashed with other areas of the protein, the torsion angles of the terminal residues in the crystal
structures were slightly perturbed until the clash was relieved. Several structures had long extensions that made
the system impractically large for explicit-solvent MD simulations. These systems were the SmB-SmD1, SmD1-
SmD2, SmD3-SmB, and SmG-SmD3 dimers of 4WZJ. These extended systems were minimized for 10,000 steps then
simulated for 10 ns in implicit solvent (GBIS in NAMD[166] with 0.15M ion concentration) with the CHARMM36
force field[17]. During these implicit-solvent simulations, atoms that were present in the initial crystal structure (that
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is, those not added by Modeller) were restrained with harmonic restraints of 50 kcal/mol/Å2. All other simulation
parameters were as used in the production runs. The final frame of these implicit-solvent runs was used as the
starting structure for the explicit-solvent simulations described below.

The complete structures were solvated in TIP3P water using the Solvate program[82] and the resulting solvated
systems were truncated into a truncated octahedron of sufficient size that the nearest image-image distance is 30
Å. The systems were ionized to 0.15 M Na+ and the charge was neutralized with Cl− using the LeAP program
from AmberTools2015[26]. All simulations were performed with the ff14SB force field[122], which has been shown to
describe interprotein contacts well.

4.5.2 Simulations
All simulations were performed using NAMD 2.9[166]. During the simulations, all bonds involving hydrogen were
kept rigid, the vdW cutoff distance was at least 11 Å, and periodic boundary conditions based on the truncated
octahedron mentioned above were used. PME electrostatics were used with a grid spacing of at least 1/Å. Pressure
and temperature were maintained at 300 K and 1 atm using the Langevin thermostat and piston in NAMD. The
integration timestep for all simulations was 2.0 fs.

For all systems, protein backbone atoms were initially restrained with 50 kcal/mol/Å2. The systems were
minimized for at least 500 steps, then simulated for 1 ns to equilibrate the water and ions. The system was then
re-minimized for 1000 steps, then gradually heated from 0 K to 300 K in increments of 10 K, with 1 ps of dynamics
at each temperature. The restraints were then repeatedly cut in half with 1 ps of dynamics after every halving. Once
the restraints were under 0.01 kcal/mol/Å2, they were released completely.

The minimized and thermalized systems were then equilibrated for 10 ns of unrestrained dynamics, and production
runs (typically 200 ns) were conducted starting with the final frame of the 10 ns equilibration phase.

All scripts used in this work, as well as dehydrated trajectories, are available upon request.

4.5.3 Analysis
The definitions of the various structural and geometric quantities that we used are described in the Results section.
RMSD and contact values were calculated using VMD[93]. PT and POS values were calculated using in-house
code written in Python[226] and the D programming language[6]. Figures were created using geometry from VMD
and POV-ray 3.7[164]. To define the Sm ’core’ domain, we performed a structural alignment against 4PNO using
DeepAlign[234]. Full scripts used for the analysis are available upon request.
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Chapter 5

A Simulation-based Approach to the
Dynamical Basis of Hfq-RNA
Interactions
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5.1 Abstract
The bacterial Sm protein, known as Hfq, acts as a generic RNA chaperone that facilitates interactions between two
RNA strands, typically a noncoding small RNA (sRNA) and a regulatory target (e.g., a messenger RNA (mRNA)).
Many sRNAs play key roles in post-transcriptional regulation, including protein translational control and RNA
decay pathways. While many crystal structures have provided static snapshots of Hfq and, more recently, Hfq-RNA
complexes, and biochemical studies have supplied valuable information about Hfq function, the physicochemical
behavior of the interaction between RNA and Hfq remains unexplored. Hfq self-assembles into hexameric rings in
the absence of RNA, with two distinct RNA-binding regions. One side of the ring (the distal face) binds U-rich RNAs,
while the other (proximal) face binds A-rich RNAs. Our recent crystal structures of an Aquifex aeolicus Hfq, with
and without RNA, reveal, in addition to the proximal and distal sites, a conserved lateral RNA binding site on the
periphery of the ring. This lateral site binds U-rich RNA with lower affinity than the proximal site. To see how RNA
interacts with Hfq, we are pursuing an extensive suite of MD simulations. By using positional restraints to drive two
nucleotides of RNA toward the lateral site, our simulations start with a physically plausible, partially-bound state.
We then simulated the unconstrained system to examine RNA interactions with the neighboring protein surface. To
gain insight into the dynamic role of the lateral site in RNA annealing, we are now pursuing a battery of steered
molecular dynamics (SMD) simulations, guided by specific questions such as: Can RNA simultaneously bind both
the lateral and distal (or lateral and proximal) sites? How stable and persistent (thermodynamically and kinetically)
are RNA interactions with the lateral site? These simulations will illuminate, in atomic detail, a key mechanistic
step in Hfq-mediated RNA annealing.

5.2 Introduction
The roles of Hfq in RNA processing are many, but a unifying feature of all of Hfq’s known functionality stems from
Hfq’s affinity to bind U-rich RNA sequences on one face of the protein, and A-rich RNA sequences on the other
face[184, 187]. To give several examples, an RNA that is susceptible to degradation could be protected by binding to
Hfq[231]. Alternatively, an RNA with a secondary structure that prevents degradation, such as a stem-loop hairpin,
could bind to Hfq and adopt a new secondary structure that could be attacked by an RNase[231]. In a more involved
example, Hfq could bind to two RNA molecules simultaneously and facilitate their interaction; such a chaperoning
function is particularly crucial if the two RNAs have only partial base-pair complemantarity[145]. The work in this
chapter is driven by a desire to understand this third case, called annealing. For the sake of clarity, this introduction
will briefly review the modes of Hfq-RNA interaction, but will focus on only a subset of this third case called “class
I” RNA annealing. The results and discussion will implicitly assume class I annealing throughout, though the results
are anticipated to be applicable to any other case of Hfq-RNA interaction.

5.2.1 Hfq’s Role in Annealing sRNAs and mRNAs
Recently, Schu et al. have shown that, in vivo, there are two separate classes of Hfq-mediated sRNA-mRNA
interactions[187]. The process of class I annealing is shown in Figure 5.1. Class I annealing requires three com-
ponents. First, an mRNA that is a target of regulation that has adopted a secondary structure that occludes the
ribosome binding site (RBS). This mRNA must contain an AAN repeat in its sequence, where N is any nucleotide[23].
Second, an sRNA with a complementary sequence to some region of the mRNA. The sRNA must contain a U6 se-
quence and a UA-rich region. Third, Hfq. The proximal face of Hfq binds strongly to U-rich RNA regions, so
the sRNA will bind at this site. The lateral surface of Hfq binds to UA-rich regions, so the UA-rich region of the
sRNA will bind there. The distal face of Hfq binds AAN repeat motifs, so the mRNA will bind there. Hfq serves
a dual purpose in this scheme. First, Hfq brings the two RNA molecules close together, thereby increasing the
chance of contact between the two RNA molecules and decreasing the entropic cost associated with the formation
of the sRNA-mRNA complex. Second, by binding to nucleotides in RNA, Hfq allows the RNAs to adopt secondary
structures that would be unfavorable in solution[162]. These new RNA secondary structures may be better-suited
for annealing. Class II annealing is similar, except that the sRNA contains a U6 sequence and an AAN motif, while
the mRNA contains a UA-rich region. In class II, the sRNA binds to the proximal and distal sites, while the mRNA
binds to the rim[187].

sRNA-mRNA annealing is not limited to enhancing translation of the mRNA. Lenz et al. showed that an Hfq-
sRNA complex serves as a silencer for quorum sensing mRNAs; the sRNA-mRNA complex in this case is more
susceptible to degradation[109]. The benefit of using Hfq to silence certain genes is its sensitivity, as explained by
Lenz et al.:

“As base pairing of an sRNA with its target message is known to promote degradation of both the sRNA
and the mesage, this “mutual destruction” provides an elegant mechanism for ultrasensitivity. Specifically
[...] if the rate of synthesis of a particular sRNA exceeds the rate of synthesis of its target message, even if
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Figure 5.1: Hfq’s role in Class I sRNA-mRNA annealing. An mRNA may adopt a secondary structure that
occludes the RBS (left). An sRNA with some sequence complementarity to the RBS would disrupt the base-pairing
that occludes the RBS, thus allowing the mRNA to be translated. Hfq facilitates such RNA interactions. At left, a
U-rich region (orange) of an sRNA is bound to the proximal face of Hfq (red). A nearby U-rich patch in the sRNA
(yellow) interacts with the lateral site of the Hfq (tan). On the distal face of Hfq (pink), an mRNA has bound in a
region containing an AAN repeat (pink). The RBS (dark blue) is paired within an internal hairpin in the mRNA
(light blue), hindering translation on the mRNA. At right, the mRNA and sRNA have partially annealed, releasing
the RBS for binding by the ribosome and initiation of translation. (All sequences in this figure are fictional.)

only slightly, then the sRNA can accumulate in the cell, and target message levels can be reduced to very low
levels. In contrast, if the rate of synthesis of a particular target message exceeds that of its regulatory sRNA,
then the message can accumulate“[109].
Since a great deal of work is necessary before the complete mechanism of Hfq-mediated RNA annealing will be

available, we are focusing in this work on just the role of the lateral site of Hfq and its interaction with RNA. While
crystal structures have provided static snapshots of this interaction, we currently know very little about the dynamics
of the interaction. We are using molecular dynamics (MD) simulations to fill this gap in our understanding.

5.2.2 MD simulations of RNA
RNA molecules are highly charged, often highly flexible, and interact with polyvalent metal atoms such as Mg2+.
The high charge densities in these systems necessitate an accurate model of electrostatic interactions; the usual
Coulombic approximation (Equation (1.12)) struggles to accurately predict this[197]. Additionally, the intrinsic
flexibility of RNA creates challenges that are similar to those found in intrinsically disordered protein (IDP) studies.
Long simulations, on the order of 0.5 ms, are needed in order to adequately sample conformational space for even
small tetraloops[227]. Polyvalent metal atoms are critically important to RNA structure and dynamics, but current
force fields struggle to reproduce the behavior of these metals[108]. In short, “it is universally acknowledged that
current RNA force fields are inadequate”[227]. In this study, we are primarily interested in the dynamical interaction
between a short RNA molecule and a protein surface. While we cannot currently measure the accuracy of our
simulation, we have identified several phenomena that can be explained in terms of fundamental physicochemical
principles and what is known from the literature about the structure and properties of Hfq-RNA systems. As with all
MD simulations, the data presented here should be compared with data from experiments such as those we suggest
at the end of this chapter.

This chapter presents the first two stages of our three-pronged approach to investigate the interaction of U-rich
RNA with the lateral site of Aquifex aeolicus (Aae) Hfq. In the first part, we use constraints to gently force a
free U6 strand to bind to the Hfq rim in a physically plausible way. The second part consists of simulating this
bound structure long enough to observe the behavior of RNA as it explores the surface of Hfq. The third part,
which will be discussed briefly at the end of this chapter, is to pull RNA off of the Hfq ring in a variety of different
(systematically-sampled) directions, to understand the possible mechanisms for RNA dissociation. We hope that the
detailed interactions described herein will prove useful in developing a complete structural and dynamical model of
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Figure 5.2: During the constrained insertion step, RNA entered
the binding site and adopted a conformation that was stable over a four-
fold change in constraint strength. This plot shows the RMSD of the U2
that was forced into the binding pocket, relative to the crystal structure
for those nucleotides. Dotted vertical lines show the moments when con-
straint strength was doubled. The ten traces correspond to the ten start-
ing structures generated by Barnacle. The thick blue trace highlights
the simulation that was used for the unrestrained dynamics; it ended
with the highest buried surface area. Note that the constraint strengths
are indicated in cal/mol/Å2 rather than the usual kcal/mol/Å2 since
they are particularly weak.

Hfq-mediated RNA annealing.

5.3 Methods
The starting structure of the Hfq hexamer was taken from [199], and the starting structure of the RNA was generated
by Barnacle[69] by taking the most likely (according to the energy reported by Barnacle) of 50 randomly-generated
structures. All simulations were performed using NAMD 2.9[166]. The ff14SB force field[26] was used for protein
atoms, RNA.ROC[10] for RNA, and TIP3P for water. Sodium and chloride ions were included at 150 mM (for
implicit-solvent simulations, a 300 mM ion concentration was used). The system was maintained at 310 K using a
Langevin thermostat. A nonbonded cutoff of 12 Å was used with an 11 Å switching distance.

5.3.1 Constrained insertion to generate an Hfq-U6odel
Our crystal structure of Hfq contains only U2 bound to the lateral site. To obtain a structure including U6 that is
physically plausible, we placed U6 about 10 Å away from the surface of Hfq. We constrained the position of the last
two nucleotides (in 5’ to 3’ order) of the U6 molecule to the crystallographic positions. These constraints started
very weak (0.00001 kcal/mol/Å2). Additionally, we constrained all protein heavy atoms to their crystallographic
positions with restraints that were 100 times stronger than the constraints on the U2. The constraint strength was
doubled 15 times over a 1.5 ns simulation in implicit solvent using an integrator step size of 1 fs. We performed ten
constrained insertion simulations, using ten randomly-generated RNA structures from Barnacle.

5.3.2 Unrestrained dynamics of the Hfq-RNA complex
For each of the constrained insertion runs, we evaluated the buried surface area between Hfq and RNA and chose the
system with the greatest such value for further simulations. This system was solvated in a truncated octahedron of
TIP3P water molecules, with a 10 Å padding between the solute and the nearest face of the truncated octahedron.
Constraints of 5 kcal/mol/Å2 were applied to all protein and RNA atoms. These constraints were halved every 50
ps over a 350-ps simulation, and the system was then simulated for 10 ns without any constraints. This equilibration
run was followed by a 365-ns production, with coordinates saved every picosecond. The integration timestep was 2
fs, and all bonds to hydrogen were kept rigid. Long-range electrostatics were evaluated using particle mesh Ewald
summation with a grid spacing of at most 1/Å[52].

5.4 Results
5.4.1 Constrained insertion suggests bound conformations
The constrained insertion step was necessary because the crystal structure of Aae Hfq contains only two (complete)
nucleotides and we wished to simulate a longer RNA strand. While it is possible to graft nucleotides directly onto
the crystal structure, there is no way to know if the result is physically plausible - the nucleotides could be inserted
in a conformation that is not easily reachable, or the nucleotides could even intersect protein atoms. Our approach
was to model the insertion process itself, albeit in a somewhat heavy-handed fashion in order to ensure that the final
structure of our complex was physically plausible.

In a representative example of such trajectories, after bringing the RNA near the binding pocket using weak
constraints (0.001 kcal/mol/Å2), the 3’ nucleotide “jumps” into a bound conformation that is similar to the crystal
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Figure 5.3: Motion in the binding pocket over 300 ns.
Thin sticks show the conformations adopted by the RNA dur-
ing 300 ns of unrestrained dynamics. (The trajectory has
been aligned using the binding site as a reference). The thick
red sticks show the final pose from the constrained simula-
tion. Previous simulations on this system had suggested that
the RNA might exit the binding pocket and explore the sur-
face of the Hfq, but the rigidity of this pocket suggests that
RNA detachment is a rare event.

structure. This would suggest that the insertion is driven by the underlying structural dynamics of the system,
rather than the constraints. After the constraints are made stronger (0.01 kcal/mol/Å2), the second nucleotide
jumps into its binding pocket. The bound conformation persists until the constraints are made strong enough to
compete with the forces generated by the force field, at which point the conformation distorts slightly to better
match the crystallographic positions (Figure 5.2).

5.4.2 Two nucleotides bind firmly, four others explore the Hfq surface
A key goal of this work was to determine if RNA can dissociate from the lateral site in the course of our simulated
trajectories. Previous simulations (data not shown) had suggested that U2 could escape the binding pocket on the
sub-100-ns timescale and explore the surface, but we see no evidence of this tendency in our 365-ns production
simulation. Instead, the two nucleotides in the binding pocket quickly move from the crystallographic position
(which was enforced by the constraints in the previous simulation) to the pose that the nucleotides “jumped” to
at low constraint strength. The pattern of residue contacts adopted by the two 3’ nucleotides in the course of our
simulation mirrors that found crystallographically: N11, R14, S36, D37, and Y3 interact with RNA as seen in the
crystal structure, though K15 frequently detaches from the RNA. The two nucleotides then stay in that pose for the
duration of the simulation. This structural relaxation of our Hfq-RNA complexindicates two things. First, it indicates
that our physical model nearly, but not exactly, reproduces the bound conformation identified crystallographically.
Second, since the constrained insertion was able to reach this conformation with weak restraints, the nucleotides
outside the binding pocket did not experience strongly unfavorable conformations en route to the bound state.
Figure 5.3 shows the limited movement of the bound nucleotides.

The remaining nucleotides beyond the 3’-terminal U2 explore the surface of the Hfq rim. Figure 5.4a shows
the position of each phosphorus atom in U6 throughout the simulation. Figure 5.4b shows the extent to which the
surface area of RNA is buried by contact with Hfq. Unsurprisingly, the two bases in the binding pocket (B5 and B6)
are buried for the entire simulation. The remaining RNA nucleotides make numerous transient contacts during the
simulation, as shown in Figure 5.4b. The surface of Hfq interacts with all parts of the nucleotides; various bases,
sugars, and phosphates all show intermittent burial against Hfq.

The nucleotides exhibit a strong tendency to associate with the arginines on the rim. An analysis of the average
distance between each nucleotide and each Hfq residue reveals that the weakly-conserved basic patch in Hfq plays
a key role in orienting RNA on the lateral face[199]. Figure 5.5 shows that, with the exception of the final (3’)
nucleotide, every nucleotide is closest, on average, to an arginine residue. The residues on this binding face (R14,
K15, R17, R33, R35, E45, R66 are the residues comprising the five most frequently-contacted residues for the three
3’ bases) are, with the exception of R14 and K15, poorly conserved. This poor conservation is seen even in other
extremophiles such as Thermotoga maritima, which features the amino acids RVKFREY at the corresponding peptide
region. Escherichia coli has residues RRRQEKP at the corresponding positions.

5.4.3 A uracil-specific binding site on the rim
At 270 ns in the simulation, the second uracil base enters a binding pocket on the lateral surface (Figure 5.4, cyan
mark). This base hydrogen-bonds to three residues: R66* (from another Hfq monomer), E45, and G47, and it stacks
with the guanidinium moiety of R33. This binding pocket is not conserved in other bacterial species[199]. Since the
pocket forms three hydrogen bonds to the uracil base, it is sequence-specific. R33 is relatively quite mobile during
the simulation, and occasionally occludes the binding site. Figure 5.6 shows the motion in the pocket. We clustered

56



Figure 5.4: Unrestrained dynamics and RNA behavior on the protein surface. In the left panel, the
protein is colored by its surface electrostatic potential, with blue being more positive. The colored spheres (purple,
blue, green, yellow, orange, red in 5’ → 3’ order) show the positions of the 1’ carbon atoms in the RNA during the
simulation. The right panel shows that nucleotides outside the binding pocket are solvent-exposed. This plot shows
buried surface area (BSA = total SA - SASA) for each base (B), sugar (S, colored dot corresponding to colors in the
left panel), and phosphate (P) in the system. The two 3’ bases are in the binding pocket and therefore completely
buried. The behavior of the nucleotides outside this region is consistent with a mechanism where the the positively-
charged rim attracts the phosphates in the RNA, and this leaves some of the nucleosides solvent-exposed and able
to base-pair with mRNA. The burial of base 2 at 270 ns (indicated by a cyan mark) is caused by hydrogen bonds
made to R66 (from the next subunit), E45, and G47.

the conformations of the residues in this pocket with a 1 Å root-mean-square deviation (RMSD) cutoff in RMSD
using the cluster measurement tool in VMD[93]. The most common state had R33 pointing out of the pocket (blue).
An intermediate state (cyan) shows R33 flipping over to occlude the binding pocket (red). From this occluded state,
R33 can tilt slightly (green) to accomodate the uracil.

5.5 Future Directions
It is not known if RNA annealing occurs directly on the lateral site, nor is it known how the mRNA and sRNA
first come into contact. We also do not know the precise mechanism of RNA attachment and detachment from the
lateral site. What we do know is that at least one U-rich RNA strand can both bind to and leave this site. Starting
from the final structure of our unconstrained simulation, we are performing a systematic array of SMD simulations,
each pulling in a different direction. Our design for these simulations is to constrain the center of mass of the 5’
nucleotide to a plane that slowly moves away from the protein surface. This allows lateral movement of the RNA
during detachment, which reflects the types of forces present in single-molecule pulling experiments. From this, we
hope to unveil the most likely mechanisms of RNA dissociation. For example, do the bases detach independently in
a stepwise fashion, or is detachment a more concerted process? Must Hfq deform to allow bases in the pocket to
escape? Once the RNA leaves the pocket, does it continue to explore the surface of Hfq, or does it detach completely
with little force? Our SMD simulations will provide information that will guide future experimental work on this
system, both by suggesting key residues involved in the process and by providing a detailed map of the interactions
of RNA with the Hfq surface.

The data from this project suggest several new hypotheses that can be experimentally tested. The role of the
basic patch on the Aae Hfq rim could be analyzed by mutating Eco Hfq to include a similar patch, which we predict
would lead to stronger interactions between Hfq and U-rich RNA. Biophysical techniques to quantify the effect of
mutations on the function of Hfq have been firmly established[187]. The new U-specific binding site could be probed
by titrating Hfq with uridine and measuring, for example, the chemical shift of a key glycine, G47[124]. (G47 binds
to the uracil ring through its backbone nitrogen.) For studying the force required to detach RNA from the Hfq
surface, single-molecule pulling experiments provide a practical method for assessing the mechanisms predicted by
our steered simulations, with the elegant benefit of being the experimental analog of the SMD approach[160]. It
is our hope that these results will serve as the basis for an atomically-detailed mechanism for Hfq-mediated RNA
annealing processes.
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Figure 5.5: Average distance (top) and nearest distance (bottom) to each residue on the protein surface,
for each nucleotide (left to right, 5’ to 3’). Red colors indicate close proximity between the nucleotide and the protein
surface, while blue areas indicate that the nucleotide does not contact that area of the Hfq surface. Contact distances
are measured between the closest atoms in each nucleotide-residue pair. Cyan spheres show the movement of the
carbon atom at the 1’ position on each ribose ring throughout the trajectory. The bottom row lists, for each
nucleotide, the five residues that are closest, on average, to that nucleotide. An asterisk after a residue indicates that
it is from an adjacent Hfq subunit.

Figure 5.6: Structural clusters in the uracil-binding pocket. In the left panel, representative structures of the
five structural clusters identified by our analysis are shown, with colors corresponding to the plot on the right. The
right panel shows the cluster occupied by the system at every time point (thick line) and the fractional occupancy of
each cluster with a small smoothing window (thin line). Each thick line increases in height when the corresponding
cluster is occupied; therefore the height of the thick line indicates how frequently the system has been in each cluster.
The largest cluster, cluster 0, corresponds to R33 pointing out of the pocket, while cluster 2 is occupied when R33
occludes the binding pocket. Cluster 1, in green, is occupied when the base of U2 enters the binding pocket. Cluster
5 corresponds to system states that do not fall within any of the other clusters.
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K. F. Wong, F. Paesani, J. Vanicek, R. M. Wolf, J. Liu, X. Wu, S. R. Brozell, T. Steinbrecher, H. Gohlke,
Q. Cai, X. Ye, J. Wang, M. J. Hsieh, G. Cui, D. R. Roe, D. H. Mathews, M. G. Seetin, R. Salomon-Ferrer,
C. Sagui, V. Babin, T. Luchko, S. Gusarov, A. Kovalenko, and P. A. Kollman. AMBER 12, 2012. Accessed
2016-05-10.

[28] T. M. Casey, Z. Liu, J. M. Esquiaqui, N. L. Pirman, E. Milshteyn, and G. E. Fanucci. Continuous wave W-
and D-band EPR spectroscopy offer ”sweet-spots” for characterizing conformational changes and dynamics in
intrinsically disordered proteins. Biochem. Biophys. Res. Commun., 450(1):723–728, Jul 2014.

[29] D. E. Chandler, F. Penin, K. Schulten, and C. Chipot. The p7 protein of hepatitis C virus forms structurally
plastic, minimalist ion channels. PLoS Comput. Biol., 8(9):e1002702, 2012.

[30] B. Chang, Y. Chen, Y. Zhao, and R. K. Bruick. JMJD6 is a histone arginine demethylase. Science,
318(5849):444–447, Oct 2007.

[31] Y. Chao and J. Vogel. The role of Hfq in bacterial pathogens. Curr. Opin. Microbiol., 13(1):24–33, Feb 2010.

[32] C. Chen, T. J. Nott, J. Jin, and T. Pawson. Deciphering arginine methylation: Tudor tells the tale. Nat. Rev.
Mol. Cell Biol., 12(10):629–642, Oct 2011.

[33] V. B. Chen, W. B. Arendall, J. J. Headd, D. A. Keedy, R. M. Immormino, G. J. Kapral, L. W. Murray, J. S.
Richardson, and D. C. Richardson. MolProbity: All-atom structure validation for macromolecular crystallog-
raphy. Acta Crystallogr. D Biol. Crystallogr., 66(Pt 1):12–21, Jan 2010.

[34] Y.-L. Chen and Z.-B. Guan. Bioinspired modular synthesis of elastin-mimic polymers to probe the mechanism
of elastin elasticity. Journal of the American Chemical Society, 132(13):4577–4579, 2010.

[35] G. Chistol, S. Liu, C. L. Hetherington, J. R. Moffitt, S. Grimes, P. J. Jardine, and C. Bustamante. High degree
of coordination and division of labor among subunits in a homomeric ring ATPase. Cell, 151(5):1017–1028,
Nov 2012.

[36] Y. Cho, Y. Zhang, T. Christensen, L. B. Sagle, A. Chilkoti, and P. S. Cremer. Effects of hofmeister anions on
the phase transition temperature of elastin-like polypeptides. Journal of Physical Chemistry B, 112(44):13765–
13771, 2008.

[37] H. J. Choi, J. C. Gross, S. Pokutta, and W. I. Weis. Interactions of plakoglobin and β-catenin with desmosomal
cadherins: Basis of selective exclusion of α- and β-catenin from desmosomes. J. Biol. Chem., 284(46):31776–
31788, Nov 2009.

[38] H. J. Choi, S. Park-Snyder, L. T. Pascoe, K. J. Green, and W. I. Weis. Structures of two intermediate filament-
binding fragments of desmoplakin reveal a unique repeat motif structure. Nat. Struct. Biol., 9(8):612–620, Aug
2002.

60



[39] H. J. Choi and W. I. Weis. Structure of the armadillo repeat domain of plakophilin 1. J. Mol. Biol., 346(1):367–
376, Feb 2005.

[40] H. J. Choi and W. I. Weis. Crystal structure of a rigid four-spectrin-repeat fragment of the human desmoplakin
plakin domain. J. Mol. Biol., 409(5):800–812, Jun 2011.

[41] C. Chothia. Hydrophobic bonding and accessible surface area in proteins. Nature (London, United Kingdom),
248(5446):338–9, 1974.

[42] T. Christensen, W. Hassouneh, K. Trabbic-Carlson, and A. Chilkoti. Predicting transition temperatures of
elastin-like polypeptide fusion proteins. Biomacromolecules, 14(5):1514–1519, 2013.

[43] C. Chung, K. J. Lampe, and S. C. Heilshorn. Tetrakis(hydroxymethyl) phosphonium chloride as a covalent
cross-linking agent for cell encapsulation within protein-based hydrogels. Biomacromolecules, 13(12):3912–3916,
2012.

[44] S. G. Clarke. Protein methylation at the surface and buried deep: Thinking outside the histone box. Trends
Biochem. Sci., 38(5):243–252, May 2013.

[45] B. M. Collins, S. J. Harrop, G. D. Kornfeld, I. W. Dawes, P. M. Curmi, and B. C. Mabbutt. Crystal structure
of a heptameric Sm-like protein complex from archaea: implications for the structure and evolution of snRNPs.
J. Mol. Biol., 309(4):915–923, Jun 2001.

[46] H. Colognato, D. A. Winkelmann, and P. D. Yurchenco. Laminin polymerization induces a receptor-
cytoskeleton network. The Journal of cell biology, 145(3):619–31, 1999.

[47] T. P. Creamer and M. N. Campbell. Determinants of the polyproline ii helix from modeling studies. Advances
in Protein Chemistry, 62(Unfolded Proteins):263–282, 2002.

[48] T. P. Creamer and G. D. Rose. Alpha-helix-forming propensities in peptides and proteins. Proteins, 19(2):85–
97, 1994.

[49] S. Crosson, K. Mckee, M. Ruegg, and P. D. Yurchenco. Restoring laminin polymerization by transgenic
expression of α LNNd in skeletal muscle improves muscle integrity of laminin-α 2-deficient mice. Glycobiology,
22(11):1536–1536, 2012.

[50] Y. S. Dagdas, A. Tombuloglu, A. B. Tekinay, A. Dana, and M. O. Guler. Interfiber interactions alter the
stiffness of gels formed by supramolecular self-assembled nanofibers. Soft Matter, 7(7):3524–3532, 2011.

[51] J. Dandurand, V. Samouillan, C. Lacabanne, A. Pepe, and B. Bochicchio. Water structure and elastin-like
peptide aggregation - a differential calorimetric approach. Journal of Thermal Analysis and Calorimetry,
120(1):419–426, 2015.

[52] T. Darden, D. York, and L. Pedersen. Particle mesh Ewald: An N·log(N) method for Ewald sums in large
systems. Journal of Chemical Physics, 98(12):10089, 1993.

[53] D. Das, P. Kozbial, H. L. Axelrod, M. D. Miller, D. McMullan, S. S. Krishna, P. Abdubek, C. Acosta, T. As-
takhova, P. Burra, D. Carlton, C. Chen, H.-J. Chiu, T. Clayton, M. C. Deller, L. Duan, Y. Elias, M.-A. Elsliger,
D. Ernst, C. Farr, J. Feuerhelm, A. Grzechnik, S. K. Grzechnik, J. Hale, G. W. Han, L. Jaroszewski, K. K.
Jin, H. A. Johnson, H. E. Klock, M. W. Knuth, A. Kumar, D. Marciano, A. T. Morse, K. D. Murphy, E. Ni-
goghossian, A. Nopakun, L. Okach, S. Oommachen, J. Paulsen, C. Puckett, R. Reyes, C. L. Rife, N. Sefcovic,
S. Sudek, H. Tien, C. Trame, C. V. Trout, H. van den Bedem, D. Weekes, A. White, Q. Xu, K. O. Hodgson,
J. Wooley, A. M. Deacon, A. Godzik, S. A. Lesley, and I. A. Wilson. Crystal structure of a novel Sm-like
protein of putative cyanophage origin at 2.60 Å resolution. Proteins, 75(2):296–307, may 2009.
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Chapter S2

Supplementary Information for
Desmoplakin

S2.1 Overview
This document provides the detailed results of the analysis suite described in the Methods section of the main text,
as applied to each of our simulation systems. Each trajectory has been analyzed in terms of (a) CyR

∗ , (b) CyR, (c)
solvent-accessible surface area (SASA) of S2849, (d) SASA of R2834, (e) the S2849-R2834 distance, (f) glycogen
synthase kinase 3 (GSK3) steric clash scores, (g) inter-residue contact maps, and (h) the distribution of peptide
backbone torsion angles (φ, ψ).
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Chapter S3

Supplementary Information for LG-ELP
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Figure S3.1: Initial starting structure of the LG-ELP protein. The N-terminal LG5 domain was drawn from
the crystal structure of the mouse homolog of the laminin α2 chain (1DYK), while the C-terminal ELP domain was
built using Avogadro’s peptide builder, and was modelled as a canonical α-helix starting structure, with backbone
torsion angles φ = -60°, ψ = -40°.

Table S3.1: Summary of MD simulation systems of the engineered LG-ELP fusion protein. Atomistic
MD simulations were performed using the NAMD 2.9 code and the CHARMM36 force-field for the protein system.
The protein was solvated in explicit water with periodic boundary conditions and simulated as described in the
Methods section.

System Trajectory type, length
LG-ELP Solvation, Minimization
LG-ELP Equilibration, 10 ns
LG-ELP 290 K Production, 100 ns
LG-ELP 295 K Production, 100 ns
LG-ELP 300 K Production, 100 ns
LG-ELP 305 K Production, 100 ns
LG-ELP 310 K Production, 200 ns
LG-ELP 315 K Production, 100 ns
LG-ELP 320 K Production, 100 ns
LG-ELP 310K at 290 K Production, 40 ns
LG-ELP 310K at 300 K Production, 40 ns
LG-ELP 310K at 320 K Production, 40 ns
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Figure S3.2: RDF of oxygen atoms around the ELP backbone. The RDF is plotted as a function of tempera-
ture, and the first hydration shell was chosen to be the minimum for subsequent analysis in determining the number
of surrounding water molecules (Figure 3.7a).
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Figure S3.3: Secondary structural content across a range of temperatures as a function of time. Simulated
systems were sampled at different temperatures (five degree increments from 290 K to 315 K).
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Figure S3.4: Secondary structural content in extended simulations across a range of temperatures as a
function of time (100 - 140 ns for 290 K, 300 K, and 320 K and 100 - 200 ns for 310 K)
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Figure S3.5: Frequency of occurrence for secondary structural content across a range of temperatures as a
function of time.
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Figure S3.6: The time evolution of the secondary structure ensemble in the extended simulation at 310 K
showed four distinct regions of persistent β-sheet like conformations, (a) Leu4−Gly5200−201 − Leu4−Gly5205−206
(highlighted by blue ribbons) and (b) Ile4−Gly5210−211 − Ile4−Gly5214−215 (red ribbons) with reduced conforma-
tional flexibility. The trajectory was rendered overlaying multiple frames at 10-ns intervals.
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Figure S3.7: Secondary structural content of the ELP region across the 290-320 K temperature series for
extended simulations (100 - 140 ns for 290 K, 300 K, and 320 K and 100 - 200 ns for 310 K). Numbers within the
plot represent the total number of times that the secondary structure was observed in the simulation. Secondary
structure cartoon representations in the thumbnails displayed in the first row match the colors in the histogram.
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Figure S3.8: Protein contact maps of the dynamical interactions in the designed fusion suggest a lack of
persistent LG-ELP interactions (for 290 K - 320 K).
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Figure S3.9: Hydration of the ELP region. (A) Number of water molecules surrounding the ELP region as a
function of time. The abrupt drop in water molecules at 64 ns and 82 ns for 310 K corresponds to the formation
of β-sheets. (B) Number of intramolecular hydrogen bonds as a function of time. All data was smoothed using a
Savzky-Golay filter with a window size of 51 and 3rd order polynomial.
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Figure S3.10: Time evolution of the radius of gyration simulated at different temperatures.

Figure S3.11: Time evolution of the radius of gyration for extended simulations at different temperatures
(100 - 140 ns for 290 K, 300 K, and 320 K, and 100 - 200 ns for the 310 K trajectory)
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Figure S3.12: Correlation between the radius of gyration and end-to-end distance of the ELP region.
We computed a least-squares regression using SciPy’s stats function. R2 is the coefficient of determination. Colors
correspond to the time steps in the simulation (red indicates first time step, blue is the last time step of the
MD simulation). The schematic shown at lower-right represents the differences between the end-to-end distance
(Euclidean distance between N’- and C’- termini) and radius of gyration (Rg) of random coils. These two arbitrary
chains have similar Rg values but quite dissimilar end-to-end distances.
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Chapter S4

Supplementary Information for Sm
Oligomeric Plasticity

S4.1 PT, POS, and Validation statistics for all simulations
For each simulation, the left panel shows pizza tensor (PT) and predicted oligomeric state (POS) values at each
time step, and thick lines represent a 5-ns sliding median filter. Supertitles on each figure present the mean and
standard deviation for each of the various measures, over the course of the entire trajectory. Marginal distributions
are provided on the right side of each plot, and the colored markers (small triangles) indicate the value of the
corresponding quantity in the original crystal structure.

In the right panel, we present RMSD values and intermonomer contact numbers. In the top panel of each figure,
the RMSD is shown for all atoms in the system for chain A (red trace), chain B (green trace) and the complete
dimer (blue trace). These panels include atoms which are outside of the Sm core, such as N- and C- terminal
extensions. These regions were not used in the calculation of the PT or POS, and often contain unstructured regions
that were modelled essentially as straight chains extending from the protein surface if they were not observed in the
crystal structure. It is unsurprising, therefore, that systems containing such extensions exhibit high RMSD values.
In the center panel, we show the RMSD for the atoms that comprise the Sm core, again with chain A (red trace),
chain B (green trace) and both core regions together (blue trace). In the bottom panel, we show the number of
intermonomer contacts, which is defined as the number of atoms (excluding hydrogen) that are within 3 Å of the
other chain in the dimer (that is, “(chain A and within 3 of chain B) or (chain B and within 3 of chain A)”). In all
panels, individual pixels represent the values at each frame, the thick lines represent a 5-ns running median filter,
and marginal distributions are shown on the right. The marker in the marginal distribution of the contact plot shows
the number of contacts measured for the crystal structure.
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S4.2 POS dependence on atom selection

Figure S4.24: POS calculated for random subsets of atoms, to show that the POS is not strongly dependent
on the particular atoms selected for the calculation. One thousand random subsets of the atoms in 4PNO were used
to perform the POS analysis. In the top panel, all of the results are shown. Lighter-colored lines correspond to runs
with fewer atoms selected, while darker lines correspond to runs with more atoms selected. In the bottom panel,
the median value of the POS is shown as a function of the fraction of atoms selected. After the majority of atoms
are used in the calculation, the POS never differs by more than 0.2 from the median with all atoms selected. The
outliers tend to include side-chain atoms (only backbone atoms are used in the POS calculations in this paper) and
residues at the N and C termini of the protein (data not shown).
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S4.3 Principal components analysis of PT values

Figure S4.25: Principal components analysis of the components of the PT. For each simulation, we have
looked for common trends in PT values by performing principal components analysis. The first column shows
the relative contribution of each of the six principal components for each system (normalized so that the first
component is at 100 %.) The remaining columns show which components of the PT contribute to each mode, in
[dx, dy, dz, roll, pitch, yaw] order. For example, the first principal component of “PAESM2 ring” consists of a large
positive dx and negative yaw. No trend is readily apparent in the components extracted from this analysis, suggesting
that no single combination of PT terms can describe the motions seen in Sm proteins.
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