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Introduction

The field of drug development plays a pivotal role in addressing global health challenges 

but has faced significant challenges in recent years. Traditional approaches primarily rely on 

empirical trial-and-error methods, and thus it is typically a decade-long process that is laborious, 

expensive, and prone to failures, with an overall success rate estimated to be as low as 6.2% 

(Wong et al., 2018, p. 17). Factors such as increasing regulatory obstacles and the difficulty of 

finding blockbuster drugs have led to a weakening of research and development productivity in 

the pharmaceutical industry (Lavecchia, 2019, p. 2017). 

Recent advances in technology and growing automation have led to huge amounts of 

available data in biomedicine, and this has opened new avenues for improving and expediting the 

drug development process (Paul et al., 2021). It is extremely challenging to effectively utilize 

these data using traditional approaches, leading to the increasing popularity of machine learning 

technology in the drug development field. In recent years, machine learning technologies have 

been moving from theoretical studies to real-world applications and have demonstrated 

promising results in various fields. There has been increasing application of machine learning 

technologies in the drug development field, across various stages of the process (Vamathevan et 

al., 2019, p. 464), since such technologies offer the potential to expedite the drug discovery 

process by predicting drug properties, gene responses, and more based on molecular structures. 

With the aid of vast and ever-expanding data, machine learning has the potential to be a 

game-changer, with the ability to address some of the most pressing challenges in the drug 

development field, including accelerating the drug development pipeline, improving product 

quality, and enhancing cost-effectiveness (Dara et al., 2021, p. 1950). This has the potential to 

propel the industry forward and provide higher quality healthcare at a lower cost. However, 
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addressing this problem extends beyond technical innovations. Due to the finite resources that 

can be dedicated to drug development, equity in healthcare is an ever-growing concern. Thus, it 

is important to assess recent trends in the industry with regards to the shifting development 

focus. Understanding the relevant factors leading to this trend and its social impact will help 

address shortcomings in various aspects. 

In the technical topic section, I will discuss my research internship project on 

computational chemistry at Oak Ridge National Laboratory, focusing on the power of graph 

machine learning and its application on chemical molecule graphs. By utilizing graph neural 

networks, we were able to develop models to obtain efficient vector representations of chemical 

molecules, which can be utilized for downstream tasks. We also demonstrated the superiority of 

this method compared to traditional cheminformatics tools. In my STS topic section, I will 

discuss the prospects and challenges in the drug discovery and development process, its ethical 

and social impacts, especially in the context of machine learning technology utilizations in the 

field. 

Technical Topic

During the summer before my final year of undergraduate studies at the University of 

Virginia, I had the opportunity to intern at Oak Ridge National Laboratory, as a research intern. 

Oak Ridge National Laboratory is a federally funded laboratory sponsored by the Department of 

Energy based in Oak Ridge, Tennessee, which advances research in a variety of scientific fields. 

The research group I interned under, the Discrete Algorithms group, focuses on areas spanning 

from graph algorithms in High Performance Computing systems to Machine Learning theory and 

applications. I worked on a research project proposed by my mentor, who is a research scientist 
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at the laboratory. The project focused on machine learning and its application in computational 

chemistry, working with chemical molecules. 

In the field of machine learning, the emergence of graph data as a versatile and 

expressive format has paved the way for tackling complex problems in diverse scientific 

domains. Graphs have proven to be highly effective for representing and analyzing real-world 

data in numerous domains, due to their ability to encode both structural and semantic 

information. By representing entities as nodes and relationships as edges, graphs provide a 

powerful framework for capturing the underlying patterns, dependencies, and inter-dependencies 

within complex systems. This flexibility and ability to capture and model arbitrary relationships 

between arbitrary entities allow graphs to go beyond the limitations of traditional data structures, 

providing a more comprehensive and holistic understanding of complex systems and real-world 

data. By modeling chemical molecules as graphs, my technical project aims to leverage machine 

learning to address challenges in the realm of computational chemistry.

Machine learning has demonstrated tremendous success in a wide array of domains, on 1-

dimensional sequential and 2-dimensional grid data, but most algorithms and tasks require the 

data to be in tensor format, which are sets of algebraic objects related to a vector space. Thus, it 

is challenging to directly perform machine learning on graphs. Graph representation learning, 

which converts the raw graph data into vectors while preserving intrinsic graph properties (Chen 

et al., 2020, p. 2), allows for the efficient utilization of machine learning tools to perform 

downstream tasks. Various techniques have been developed, Graph Neural Networks (GNNs) in 

particular have demonstrated promising state-of-the-art performance. There is a wide array of 

different GNN structures, but they all follow the same general strategy of neighbor aggregation, 

where each node’s feature vector representation is iteratively updated by aggregating 
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representations of its neighboring nodes (Xu et al., 2018, p. 4), this allows for both structural and 

functional information to be effectively captured. 

In the field of computational chemistry, due to the nature of chemical molecule data, 

there have been cheminformatics tools for mapping the chemical space long before machine 

learning, called molecular fingerprinting. Such algorithms iteratively encode circular 

substructures of a molecule as identifiers, hash them, and fold them to bit positions to generate a 

bit string (Cereto-Massagué et al., 2015, p. 59), which is a vector that represents the structural 

information of a molecule. However, they are not able to offer ideal performance due to the 

length of the resulting embedding vectors.

The research questions my technical project revolves around are the efficient 

representation of molecular graphs and their applications in computational chemistry. 

Specifically, how can we transform chemical graphs into computationally efficient and 

informative tensor format representations that improve the accuracy and efficiency of tasks such 

as similarity search and prediction of molecular properties? 

The technical intervention that will address current challenges and advance the field of 

chemical molecule representation will be a framework for generating efficient chemical 

molecule vector representation. By building upon existing technologies by tweaking and 

combining state-of-the-art models and algorithms, this framework will utilize the power of 

Graph Neural Networks to accurately predict molecule properties while capturing structural 

information. The framework will be a powerful tool for the exploration of the chemical space 

and aid in reducing the time and resources required for discovery of new compounds with 

specific desired properties. Our findings will provide valuable insights into the application of 
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machine learning to graph data for chemical molecule analysis and has the potential to bring 

more effective life-saving drugs to market in a timelier manner. 

STS Topic 

The drug development industry has produced medications that have greatly increased 

quality of life for many, both through ameliorating pain and treating diseases. The 1990s was 

marked by an innovation boon in drug developments and various blockbuster drugs’ success, 

which led to skyrocketing market growth, primarily fueled by interest in drugs targeting chronic 

diseases with potential for large financial returns (Osakwe & Rizvi, 2016, p. 8). This marked the 

beginning of incremental shifts in the industry. Historically, patients with rare diseases have been 

underserved by drug development. Recently there has been legislation in various countries to 

incentivize and encourage the development of drugs to treat rare diseases (called orphan drugs), 

to address this disparity (Haffner, 2006, p. 446). 

Equity, especially access to treatment, is an important principle in healthcare. Patients 

suffering from rare conditions should be entitled to the same opportunity of receiving treatment 

as anyone else. However, there are currently still serious shortcomings in the development 

process, as standard procedures have suboptimal performance in capturing societal values when 

evaluating drugs, as orphan drugs do not prove to be cost effective in most cases. (Drummond et 

al., 2007, p. 36). Additionally, due to the small market, there are still many obstacles for 

individual patients in this regard, notably limited access.  

Thus, more research is required to gain a better understanding of the trends in the drug 

development industry, which will allow for the shortcomings to be addressed better. A key 

research question I aim to answer using this STS project is how have various sociotechnical 
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factors contributed to this shift of focus towards orphan drugs in the drug development industry. 

Answering this question will mainly rely on reviewing existing literature. I will review studies in 

medical journals that introduce the pharmaceutical ecosystem, drug development process, the 

stakeholders, and how it interacts with the overall society. Doing this will help provide insights 

on the evolving landscape of the drug development industry and how it impacts society. 

Additionally, from the aspect of government intervention and societal value, I will examine 

works in sociology studying the impact of government initiatives and discuss problems with 

technology assessment and the bias in societal value evaluation. 

The research on how the drug development industry has transitioned towards focusing on 

orphan drugs will be conducted in the framework of technological determinism, which is the 

belief that technology is an important governing force in society and drives social change, while 

some critics argue this fails to account for the complex relationship between technology and 

society (Smith & Marx, 1994, p. 2). This framework is appropriate since the question of interest 

involves the impact of technological advancements in the drug development field on social 

change, especially in the context of the underserved population of patients with rare diseases. 

Conclusion 

In my technical project, I successfully developed a model that can produce efficient 

vector representations of chemical molecule graphs, so that they can be efficiently utilized in 

downstream tasks, specifically aid in the identification of potential drug molecules. In my STS 

project, I will be investigating how sociotechnical factors have driven the pharmaceutical 

industry's transition to focusing on rare drugs, and the social impact. This can lead to informing 

policymakers of more effective regulation, guiding pharmaceutical companies in strategic 

adaptation, and empowering patients through increased awareness and advocacy for equitable 
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access to treatments. The combination of these projects can help address the need for more 

effective and equitable drug development processes, since the STS project assesses the 

sociotechnical factors behind the recent trends in the drug development industry and the 

technical project proposes a tool for improving the drug development process. 
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