
In the interstellar medium, cosmic rays comprised mostly of high-energy protons can drive fast
non-thermal reactions in the ice mantles covering microscopic dust grains. Illustrated here is such
a collision, highlighting the tracks (shown in red) of both the cosmic ray and "secondary electrons"
that are formed in the ice. This track was generated using the CIRIS program (Shingledecker et al.,
2017).
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ABSTRACT

COSMIC rays are known to have significant physicochemical impact on interstellar
regions (Indriolo and McCall, 2013). For example, even in the very first astro-
chemical modeling work of Herbst and Klemperer (1973), cosmic rays were
shown to drive the gas-phase chemistry of molecular clouds through the ion-

ization of H2 and subsequent formation of H+
3 . Later, Prasad and Tarafdar (1983) demon-

strated that cosmic rays - and the secondary electrons they generate - could collisionally
excite the Lyman and Werner bands of H2, leading to the formation of internal UV pho-
tons in dense regions where the external interstellar UV radiation field is quickly attenu-
ated. However, despite the central role that the ionization and excitation of H2 currently
plays in astrochemical models, extending the treatment of these types of interactions to
other species has proven challenging thanks to both the complexity and variety of under-
lying microscopic processes, which has stymied the development of suitable theoretical
and computational techniques. In spite of these difficulties, radiation chemistry remains
astrochemically attractive since, as demonstrated by an extensive body of work in labora-
tory astrophysics, non-thermal reactions triggered ice irradiation can lead to the formation
of even complex organic molecules (Holtom et al., 2005; Hudson and Moore, 2001; Hudson
et al., 2008; Rothard et al., 2017). Therefore, we have developed new techniques for mod-
eling solid-phase cosmic ray-induced radiation chemistry in both detailed microscopic
Monte Carlo models and more general models utilizing rate equations. Where possible, re-
sults from our new models are compared with previous experimental data and found to be
in good agreement. Finally, we have incorporated solid-phase radiation chemistry into an
existing chemical network in order to examine the impact of such reactions on the abun-
dances of species in cold cores. Our results suggest that cosmic ray-driven chemistry is
indeed a powerful formation mechanism which both increases the abundance of complex
organic molecules and improves the agreement between models and observations. Thus,
given the ubiquity of cosmic rays in the interstellar medium and their substantial physic-
ochemical impact, as shown in part by the new computational results presented here, we
conclude that, similar to photochemistry, radiation chemistry - particularly in interstellar
ices - should become a standard component of future astrochemical models.
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To Anna

DICO igitur, quod necessarium est, quod orbis totius natura aut sim-
plex est, nihil in se habens nisi homogenia quæ unius formæ et
unius dispositionis et virtutis sunt, sicut quælibet pars ignis est ig-
nis, aut est naturæ compositæ habens in se diversa secundum for-

mam et dispositionem. Nos autem videmus oculis nostris, quod orbis non est
naturæ unius et unius formæ et dispositionis: quoniam sunt in ipso et sphæræ
diversæ et partes diversæ: quarum una non est stellata, et altera non suscipit
lumen non habens: et talis diversitas formarum et dispositionum non est in eo
quod naturæ simplicis et homogenium...

- Sanctus Albertus Magnus

De causis proprietatum elementorum
Lib.II, tract.1, cap.1

De elementis cælum componentibus
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CHAPTER 1

BACKGROUND & SUMMARY

“... And so it was no flight of the imagination really, for me to assume that if you can
count cosmic rays that you ought to be able to count pulses, even if they were gener-
ated by something which was just a keyboard in which you created pulses to correspond
to numbers. Therefore, with fast electronic counters and switches, gates as they call
them now, that you could do things in the way of building an electronic counter. It
was Eckert then who assured me that you could certainly do this reliably, which was
a necessity, of course, for mathematical calculations and commercial accounting both
require reliability.”

- John Mauchly, on the invention of ENIAC, the first computer, with
J. Presper Eckert

SEVEN thousand light-years from Earth is an astronomical object known to astronomers
as NGC 6611 - more commonly referred to as the Eagle Nebula or M16. Using data
from the Hubble Space Telescope (HST), a composite image of the center of the Ea-
gle Nebula, shown in Fig. 1.1, was created in 1995 and has since become iconic for

capturing the majestic beauty of the Universe. Through other astronomical observations,
primarily using light in the radio and microwave regimes, we know that sources like NGC
6611 can be quite chemically rich. To date, nearly 200 different molecules - as well as many
isotopologues - have been discovered in the interstellar medium (ISM) (see Appendix D
for a timeline of interstellar molecule detections). These species can range from the simple
- like H2 - to the not-quite-so-simple - such as benzonitrile C6H5(CN) (McGuire et al., 2018).
Indeed, the sheer number and variety of these interstellar species is remarkable given the
extreme physical conditions of the ISM by Terrestrial standards.

It is not clear what the upper limit to interstellar chemical complexity is. Intriguingly,
however, prebiotic molecules - i.e. species implicated in the origin of life - have been de-
tected in planetary bodies such as comets and meteorites. For example, amino acids are
the building blocks of proteins and are synthesized in the cells of Terrestrial organisms
via complex metabolic pathways; yet, as demonstrated by Engel et al. (1990), glycine, ala-
nine, glutamic acid, aspartic acid, proline, and other amino acids have been detected in
meteorites and were confirmed to be of extraterrestrial origin based on isotopic analy-
sis. Moreover, Engel and Nagy (1982) found that these meteoritic species showed an L
enantiomeric excess - a striking finding given that Terrestrial organisms utilize L amino
acids almost exclusively. Amino acids have also been detected in comets by Altwegg et al.
(2016), suggesting that these complex molecules were present in the presolar nebula and
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Figure 1.1: The “Pillars of Creation” in NGC 6611. Credit: NASA, ESA, STScI, J. Hester
and P. Scowen (Arizona State University)

the primordial material out of which both comets and meteorites formed. In addition, both
nucleobases (Callahan et al., 2011) and sugars (Cooper and Rios, 2016) have also been de-
tected in meteorites, with the latter also showing an enantiomeric excess of the bio-relevant
form - the D enantiomer in this case. The cometary delivery of these prebiotic molecules
to planets is one of the efficient causes that could trigger the subsequent development of
primitive organisms (Chyba et al., 1990).
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Through chemical models, astrochemists attempt to uncover the reactions and pro-
cesses that might have contributed to the observed abundances of interstellar molecules.
For many species, like the cyannopolyynes (HCnN, 3 ≥ n ≥ 9), models agreeably repro-
duce the observed abundances to within a factor of a few (Hincelin et al., 2011), for others,
though, they do a much poorer job. For example, the ketenyl radical (HC2O), was observed
by Agúndez et al. (2015), who noted that it was badly underproduced in their simulations
- a fact that led them to posit the existence of a “powerful formation mechanism” hitherto
not considered in astrochemical models.

One challenge in using charge-coupled devices (CCDs) to obtain images like Fig. 1.1
- particularly on spacecraft like the HST - is an occasional noise from electrons generated
in random pixels. Cosmic rays - a form of very high energy (MeV-TeV) ionizing radiation
- are a common form of such noise (Windhorst et al., 1994) and, though not visible in
Fig. 1.1, are ubiquitous in interstellar space (Blasi, 2013). These cosmic rays are known to
have a significant physicochemical impact on interstellar environments (See Indriolo and
McCall (2013) and references therein). For example, cosmic rays drive chemistry in dense
molecular clouds via

H2 ⇝ H+
2 + e− (1.1)

H+
2 +H2 → H+

3 +H (1.2)

where the curly arrow implies bombardment by an energetic particle. The central impor-
tance of the ion-neutral reactions initiated by H+

3 in the subsequent formation of poly-
atomic species motivated Woon (2011) to comment that astrochemistry began, not with
the discovery of the first interstellar molecule, but rather when this mechanism was used
by Herbst and Klemperer (1973) in the first modeling paper - a claim that observational
astronomers might find amusing but which nevertheless underscores the role that cosmic
rays play in shaping the chemistry of the ISM. In addition, Lyman and Werner band excita-
tion of H2 by both cosmic rays and the secondary electrons they produce generate internal
UV photons in dense regions where the external UV photon flux is quickly attenuated
(Prasad and Tarafdar, 1983). The photoionization, photodissociation, and photodesorp-
tion caused by these internal UV photons is known to have a profound chemical impact,
particularly in energy-poor environments such as cold cores (van Dishoeck, 1988). Thus,
given the central importance of cosmic ray-driven ionization and excitation of H2, one
might think that similar processes for other species would be a common aspect of astro-
chemical modeling. However, due to the sheer complexity and variety of the underlying
microscopic events, there have not been any suitable theoretical and computational tech-
niques that would facilitate adding radiation chemistry to chemical networks in a general
way.

This dissertation documents some recent work we have done to address this short-
coming in astrochemical models, and we have focused on reactions in interstellar ices that
could occur as a result of cosmic ray bombardment, since it is in these ices that the fast
non-thermal processes triggered by cosmic rays are most likely to lead to complex organic
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molecules (COMs)- those consisting of more than ∼ 5 atoms - and other astrochemically
interesting species. Thus, our thesis is as follows:

(S1)

A If we could add cosmic ray-driven grain chemistry to astrochemical models,
then we could better establish its astrochemical importance

B We can add cosmic ray-driven chemistry grain chemistry to astrochemical
models.

C We can better establish its astrochemical importance ∴

In this Chapter, we will attempt to demonstrate that cosmic rays can indeed drive solid-
phase radiation chemistry. However, as mentioned, since suitable tools to study this phe-
nomenon have not been previously available, the majority of the rest of this work is aimed
at proving the minor premise (S1B) - that we can now add cosmic ray-driven grain chem-
istry to astrochemical models. To that end, we will describe new methods we have de-
veloped that now enable both the microscopic and macroscopic simulation of radiation
chemistry, and demonstrate the utility of our new techniques in modeling the chemistry
of cold cores. Therefore, via modus ponens, we hope to arrive at conclusion (S1C), that we
can begin to elucidate the astrochemical role of cosmic ray-dust interactions.

The organization of the rest of this Chapter is as follows: in §1.1 we go into the history of
cosmic rays and their physical characteristics. In §1.2 we summarize the physicochemical
effects that occur when a particle of ionizing radiation bombards some material. The types
of astrochemical models we have utilized - as well as their optimal use cases - are given in
§1.3. Finally, in §1.4 we go over the scope of this thesis.

1.1 Cosmic Rays

Cosmic rays, the focus of this work, have been studied for over a century by generations
of researchers. Ionizing radiation itself was discovered by Bequerel (1896), who there de-
scribed experiments involving the fogging of photographic plates that had been exposed
to what he called “les radiations” emitted by phosphorescent uranium salts. Initially, it was
thought that radioactivity was solely a property of Terrestrial materials, and that therefore,
the naturally occurring radiation flux would be inversely proportional to the distance from
the ground.

In order to test this theory, Wulf (1910) carried out experiments at the Eiffel tower -
the tallest human-made structure at the time - using a gold-leaf electroscope as a kind of
rudimentary radiation detector. Wulf measured no noticeable drop in the radiation flux
at the top of the tower compared with measurements made on the ground. In a follow-
up study, Hess (1912) made eletrometer measurements in balloons at altitudes of up to
∼ 5 km and found a very clear increase in the radiation flux with altitude, thus surmising
an extra-Terrestrial origin for the measured radiation. Based on the assumption that they
were comprised primarily of electromagnetic waves, Millikan and Cameron (1928) coined
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(a) (b)

Figure 1.2: An example of a Wulf electrometer, manufactured by Gunther & Tegetmeyer,
Braunschweig (a) (Credit: University of Toronto Scientific Instruments Collection), and a
diagram, taken from Hörandel (2013), showing the internal structure and gold leaves (b).

the term “cosmic rays” to describe the phenomena.
Later, measurements of cosmic rays at various latitudes motivated Rossi (1930) to posit

that, in fact, cosmic rays consisted mostly of positively charged particles. This charged-
particle theory - and the manner in which these particles interact with the magnetosphere
of the Earth - was later elaborated by Lemaître and Vallarta (1933). In that work, Lemaître
commented “I think that a possible test of the theory is that, if I am right, cosmic rays
cannot be formed uniquely of photons, but must contain, like the radioactive rays, fast
beta-rays and alpha-particles, and even new rays of greater masses and charges.” How-
ever, despite the conclusive evidence against the “ray” theory of cosmic rays, the name
persisted - a fact that can result in confusion at times.

Currently, it is thought that cosmic rays are particles with energies in the range of
∼MeV and higher and, as shown in Fig. 1.3, consist of protons (∼ 90%), helium nuclei
(∼ 9%), and High atomic number (Z) and Energy (HZE) nuclei (∼ 1%) (Blasi, 2013; Indri-
olo et al., 2009). Directly measuring the low-energy component of the Galactic cosmic ray
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Figure 1.3: The approximate composition of cosmic rays.

energy distribution from Earth is not possible due to the effects of the Solar wind, a lo-
cal source of ionizing radiation (Baade and Zwicky, 1934). Supernova shocks are thought
to be a major formation mechanism for cosmic rays (Axford, 1981; Biermann et al., 2010),
which would result in a lower energy limit of ∼ 100 MeV (Hayakawa et al., 1961; Ip and
Axford, 1985). It is possible that interstellar shocks can re-accelerate thermalized cosmic
rays, thus reducing the lower energy limit to ∼ 1 MeV (Indriolo et al., 2009; Ip and Axford,
1985). Data from the Pierre Auger cosmic ray observatory indicates that the upper limit to
cosmic ray energies can exceed the astonishing value of a few exa-electronvolts (1018 eV),
or about a Joule per particle (Aab et al., 2017). These so-called “ultra-high energy cosmic
rays” almost certainly originate in extragalactic sources, with super-massive black holes at
the centers of some galaxies likely being involved in their formation (Aab et al., 2017).

The interaction between cosmic rays and either H or H2 is critical for understanding the
physics and chemistry of the ISM. Take, for example, the ionization of atomic hydrogen

H⇝ H+ + e−. (1.3)

The rate of H+ production due to cosmic rays is thus

d[H+]

dt
= ζH[H] (1.4)

with ζH being the cosmic ray-induced ionization rate coefficient of atomic hydrogen. The
rate coefficients for the ionization of atomic and molecular hydrogen are related via
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Figure 1.4: Cosmic ray flux spectra proposed by Hayakawa et al. (1961) (dashed line),
Spitzer and Tomasko (1968) (dotted line), and Nath and Biermann (1994) (solid line). Im-
age taken from Rimmer et al. (2012).

ζH2 ≈ 2ζH (1.5)

where ζH2 is the ionization rate coefficient for H2 (Glassgold and Langer, 1974). Collisions
between cosmic rays and atomic and molecular hydrogen are widely thought to have a
significant impact on both the physical conditions (Ao et al., 2013; Goldsmith and Langer,
1978; Spitzer and Tomasko, 1968) and chemistry (Indriolo and McCall, 2013) of interstellar
environments.

Given our inability to directly measure the low energy component of the Galactic cos-
mic ray flux from Earth, a number of different energy distributions have been proposed
over the years (Hayakawa et al., 1961; Nath and Biermann, 1994; Spitzer and Tomasko,
1968), some of which are shown in Fig. 1.4, taken from Rimmer et al. (2012). Perhaps
the most widely used spectrum is that of Spitzer and Tomasko (1968) - represented by the
dotted line in Fig. 1.4 - which represents a lower limit in the predicted abundance of MeV
cosmic rays and results in an ionization rate of ∼ 10−17 s−1 - the standard value used in
most astrochemical models (Shingledecker et al., 2016). This standard value can be signif-
icantly enhanced due to local conditions in some regions. For example, the ionization rate
around Sgr A∗ - the galactic center - has been estimated to be as high as ∼ 10−14 s−1 (Ao
et al., 2013; Yusef-Zadeh et al., 2013).
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Figure 1.5: Cartoon of a radiation track initiated by a primary ion, in this case a proton,
colliding with a solid target, here represented as an O2 ice.

1.2 Radiation Chemistry

As a form of ionizing radiation, cosmic rays can trigger significant physicochemical changes
in materials. Generally, when a particle of ionizing radiation - also referred to as a “pri-
mary” - collides with some material - called the “target” - a series of microscopic events
is initiated (Johnson, 1990), as depicted in Fig. 1.5. When species in the target are ionized
by the primary, an ion-pair is formed, typically consisting of a cation and a “secondary
electron.” These secondary electrons may be formed with sufficient energy, in turn, to
collisionally excite and ionize other species in the target, thus propagating the physico-
chemical changes in the target initiated by the primary. When the energy of a secondary
electron drops below the excitation threshold of the material, the electron is known as
a sub-excitation electron and can continue to cause physicochemical changes in the tar-
get via resonant mechanisms like dissociate electron attachment (DEA) (Arumainayagam
et al., 2010).

Based on Johnson (1990), we here divide the sequence of events into the following
general phases:

t Physical Stage (< 10−13 s): Here, energy is transferred from the energetic primary to
the target in discrete elastic and inelastic (ionizing and exciting) collisions. Secondary
electrons generated in the target propagate the changes initiated by the primary via
yet more collisions.
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t physicochemical Stage (< 10−11 s): Here, electronic recombinations occur between
either cations and anions, or cations and electrons. Excited molecular species may
dissociate or undergo rearrangements. At the selvedge of solids (Abdulgalil et al.,
2013), non-thermal desorption mechanisms, e.g sputtering, may promote species into
the gas-phase.

t Luminescence (> 10−9 s): Here, electronically excited species may either quickly
react, dissociate, or be quenched by the material.

t Chemical Stage (∼ 10−6 s - yr): In solids, species react via thermal, diffusive mecha-
nisms.

Where, following Bohr (1913), we have made a distinction between elastic (or nuclear)
collisions in which energy is transferred to the target nuclei, and inelastic (or electronic)
collisions in which energy is transferred to the target electrons. The net energy loss of some
of some particle, A, to a target comprised of B can be expressed as

dE

dt
≈ nB(Sn + Se) (1.6)

where here, nB is the number density of the target and Sn and Se are the so-called nu-
clear and electronic stopping cross sections, respectively. The stopping cross sections are
also referred to as energy loss functions, which perhaps gives a better sense of what they
characterize.

In Chapters 2 and 3, we discuss in detail how the inelastic energy loss of an charged par-
ticle can drive chemical changes in a material. Radiation-chemical reactions often involve
the suprathermal species, radicals, and molecular fragments formed from the collisionally
driven ionization, excitation, and dissociation of target species (Spinks and Woods, 1990).
In the often cold, energy-poor environments of interstellar space, such reactions are partic-
ularly attractive since they represent a promising means by which COMs could be formed,
even under the constraints imposed by the physical conditions. The notion is supported
by a large body of work in laboratory astrophysics and radiation chemistry, which indi-
cate that the energetic particle bombardment can result in the formation of these COMs,
even inside very cold ices. For example, Abplanalp et al. (2016) describe the synthesis of
acetaldehyde and vinyl alcohol in mixed CO:CH4 ices, and work by Holtom et al. (2005),
Lafosse et al. (2006), and Hudson et al. (2008) showed that amino acids could be formed in
irradiated ice mixtures.

1.3 Methodology

In this work, we have used astrochemical models to simulate chemistry under the phys-
ical conditions of interstellar environments. Such models can be grouped into two main
categories, viz.



11

i Deterministic models based on coupled differential equations

ii Stochastic Monte Carlo models

Each of these has its own uses and advantages, which we will discuss in this section.

1.3.1 Models Utilizing Rate-Equations

The quantitative study of the abundance of interstellar molecules began with work by
Bates and Spitzer (1951), in which the chemistry of CH and CH+ were examined. That
seminal work considered a number of processes that are still critical in modern astrochem-
ical models - such as radiative association and dissociative recombination. Building on
the work of Bates and Spitzer (1951), McCrea and McNally (1960) studied the effects of
H2 formation on grains, which also remains a key element in simulations of interstellar
environments.

Perhaps the most important breakthrough in the quantitative study of the abundances
of interstellar molecules was made by Herbst and Klemperer (1973). That work marked
the first used of an astrochemical model based on coupled nonlinear equations, which they
used to study the chemistry of cold cores. To illustrate the general method behind rate
equation-based simulations, consider a hypothetical pure gas-phase toy model in which
the rate of change in the abundance of some species, x, is given by

dn(x)

dt
=
∑
y

∑
z

kyzn(y)n(z)− n(x)
∑
y

kxyn(y) (1.7)

where here, n(x), n(y), and n(z) are the number densities of x, y, and z, respectively. The
first term on the right hand side of Eq. (1.7) describes the production of x from the reaction
of y and z, which occurs with a rate coefficient given by kyz. The second term describes the
destruction of x via its reaction with y, occurring with rate coefficients of kxy.

In astrochemical models with Nsp different species, there are therefore the same num-
ber of differential equations. Each of these rates equations has the same basic form as Eq.
(1.7), though of course the individual production and destruction reactions will be unique
to each species. Since, as on can see from Eq. (1.7), the rate of change for x depends
on the abundances of other species - here y and z - these Nsp differential equations are
thus necessarily coupled, resulting in a highly non-linear dynamical system. The abun-
dances of species on grain surfaces or in ice-mantles can be added through the inclusion
of additional terms to the basic differential equations to describe the interactions between
neighboring phases - an often difficult task given the differences between gas-phase and
surface chemistry (Garrod, 2008, 2013).

One of the major advantages of this type of model is the efficiency with which results
can be calculated, since such systems of equations can be solved using the techniques of
linear algebra and there are very efficient numerical libraries for this kind of task, such as
BLAS, the Basic Linear Algebra Subprograms (Blackford et al., 2002; Lawson et al., 1979),
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which have been continually updated since the late 70’s. Thus, “0-D”, i.e. isotropic, ho-
mogeneous models of the chemical evolution of interstellar sources over more than 108 yr
can be run in less than a minute on modern desktop computers. Since these basic models
are so efficient, one can link these basic 0-D models together to account for spatial vari-
ations in physical conditions, resulting in higher dimensional - and thus more accurate -
simulations of astronomical environments. For even more physical realism in simulations,
rate-equation based models can be coupled to radiative transfer (Le Petit et al., 2006) or hy-
drodynamics codes (Hincelin et al., 2013). Despite these advantages, models based on rate
equations suffer a number of non-trivial drawbacks. For example, one of the most serious
of these arises in two-phase models that include surface reactions - a fact that has lead
to the development of modified rate equation approaches to chemical modeling (Garrod,
2008).

1.3.2 Monte Carlo Models

Monte Carlo models originated in the 1940s based on work by Ulam, von Neumann,
and Metropolis (Harrison, 2010), who were inspired by the recent invention of ENIAC,
the Electronic Numerical Integrator and Computer, which was the first electronic digital
computer and was designed and built by Mauchly and Eckert. Stochastic calculations
involving many random numbers had been considered exceedingly tedious and time-
consuming, however, very early on, it was realized by Ulam and coworkers that com-
puters were ideally suited for such problems (Metropolis and Ulam, 1949). One of the first
applications of the Monte Carlo method was in studying radiation shielding materials (see
Harrison (2010), and references therein, for an historical overview). These techniques have
continued to prove well-suited for detailed studies of energetic particles. Indeed, as noted
by Wilson and Paretzke (1981), “At present, the only tractable method for handling par-
ticle transport in charged-particle track structure with such res- olution and retaining the
inherent stochastics is the Monte Carlo method.” As shown later in this work, Monte Carlo
methods remain a natural choice for modeling radiation tracks.

In this work, we have used the continuous time random walk (CTRW) Monte Carlo
technique for our detailed, microscopic chemical models, which was originally developed
by Montroll and Weiss (1965) and later applied to astrochemically relevant solids by Chang
et al. (2005) based on the work of Akiyama et al. (1987). This approach follows the ran-
dom thermal diffusion of every individual species in a system. As we discuss in detail in
Chapter 2, in a CTRW model, the time between movements for some species, x, is influ-
enced by the temperature of the system and the strength of the interactions between x and
its neighbors. Reactions can occur when two randomly diffusing reactants encounter one
another in the material (Chang and Herbst, 2014).

As shown in Fig. 1.6, the Monte Carlo method naturally accounts for many microscopic
details - e.g. adsorption, desorption, and diffusion - that may be difficult to accurately gen-
eralize in models utilizing rate equations. For example, a CTRW (and similar) approach,
easily captures the fact that species in a material randomly diffuse in a way that has been
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Surface Bulk

Figure 1.6: Cartoon depicting the major processes considered in a CTRW chemical model.
Blue squares are normal lattice sites, and yellow squares are interstitial sites - white squares
are unoccupied. Fig. (A) shows the surface, while (B) shows the bulk. Image taken from
Chang and Herbst (2014).

compared to a “drunken sailor” (Pelleg, 2016) in which particles often “back-diffuse” and
do not move along straight trajectories; however, as noted by Willis and Garrod (2017),
accurately incorporating even this seemingly simple microscopic phenomenon into a rate
equation-based model is a non-trivial problem. Similar difficulties involved in generaliz-
ing microscopic phenomena related to radiation chemistry will be discussed in Chapter 3
of this work.

Another challenge when using a stochastic Monte Carlo approach is the computational
expense. Since only one species moves at a time in a typical stochastic chemical simu-
lation, such stochastic codes do not lend themselves to parallelization, unlike those that
rely on linear algebra. The presence of species that move at significantly faster rates than
others can result in a serious loss in performance and poses another computational chal-
lenge. In astrochemical models, atomic hydrogen poses such a problem, necessitating the
use of various computational workaround in order to simulate chemistry over astronom-
ical timescales (Chang and Herbst, 2014; Chang et al., 2017). Despite these technical lim-
itations, when fine-grained physical detail is desired, the innate properties of stochastic
Monte Carlo models often make them the best choice.

1.4 Thesis scope

This thesis is focused on the development of theoretical and computational tools to facili-
tate simulating radiation chemistry, and the application of these tools to better understand-
ing the importance of cosmic ray-induced chemistry in the ISM. We have concentrated on
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an examination of this non-thermal chemistry in solids, which in the ISM consists primar-
ily of the ice-mantles that coat dust grains, since

i The effects of these non-thermal reactions are perhaps most pronounced in ices, given
the very diffuse gas densities of even “dense” interstellar regions

ii Based on previous experimental studies, such solid-phase chemistry is most likely
to lead to COMs, since the surrounding material can act as a third-body to stabilize
products

Here, we have made extensive use of both detailed microscopic Monte Carlo models, and
faster, more general codes based on rate equations. As previously mentioned, both types
of models have unique strengths and weaknesses, but together, they can reveal a fuller
picture of the effects of radiation bombardment in interstellar space than either could in-
dividually.

Since the microscopic physicochemical changes initiated by the bombardment of a par-
ticle of ionizing radiation are stochastic in nature, they are very naturally amenable to
modeling using Monte Carlo methods. In Chapter 2, we describe the first such model of
an irradiated solid1, CIRIS: the Chemistry of Ionizing Radiation in Solids. Using this pro-
gram, we successfully simulated a laboratory experiment in which ozone was synthesized
in an irradiated O2 ice. In developing CIRIS, we gained key insights into key importance
of suprathermal, i.e. electronically excited, species that are generated in solids via the
radiolytic decomposition of bulk species.

Based on insights gleaned from our detailed models, we developed a general method
for incorporating radiation chemistry into macroscopic models, which we describe in Chap-
ter 3. This theory enables the estimation of radiolytic decomposition pathways, radio-
chemical yields, and rate coefficients suitable for inclusion in chemical networks.

The methods described in 3 were then incorporated into an existing macroscopic as-
trochemical model, and simulations of regions known as cold cores were run. The results
of these models, described in Chapter 4, showed that the inclusion of cosmic ray-driven
radiation chemistry could efficiently drive the formation of COMs and other astrochem-
ically interesting species without degrading the accuracy with which the abundances of
well-known interstellar molecules could be reproduced.

Finally, in Chapter 5, we review both the results presented in this work and our ar-
guments for the necessity of including solid-phase cosmic ray-driven radiation chemistry
in future astrochemical models. We further summarize the tools we have developed to
facilitate these advances and their optimal use cases. Finally, we point to fruitful avenues
of future work in this area, particularly highlighting other physical processes associated
with radiation bombardment that could further enhance the astrochemical importance of
non-thermal cosmic ray chemistry.

1To the best of our knowledge!
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CHAPTER 2

ON DETAILED RADIATION CHEMISTRY
MODELING

The collisions between high-energy ions and solids can result in significant physical
and chemical changes to the material. These effects are potentially important for better
understanding the chemistry of interstellar and planetary bodies, which are exposed to
cosmic radiation and the solar wind, respectively; however, modeling such collisions on
a detailed microscopic basis has thus far been largely unsuccessful. To that end, a new
model, entitled CIRIS: the Chemistry of Ionizing Radiation in Solids, was created to
calculate the physical and chemical effects of the irradiation of solid materials. With the
new code, we simulate O2 ice irradiated with 100 keV protons. Our models are able to
reproduce the measured ozone abundances of a previous experimental study, as well as
independently predict the approximate thickness of the ice used in that work.1

2.1 Introduction

IRRADIATION by charged particles is well-known to cause substantial physicochem-
ical changes in condensed matter. Beyond its more obvious connections to medi-
cal and material science, a detailed understanding of the effects of irradiation in-
duced processes is of great astrochemical interest, since the galaxy is bathed in cos-

mic rays. Cosmic rays are a particularly high-energy form of ionizing radiation (MeV -
TeV) (Ikhsanov, 1991) comprised mostly of protons, which are thought to be created in
supernovae (Baade and Zwicky, 1934) or by the super-massive black holes at the centers
of galaxies (Abraham et al., 2007). In the interstellar medium, cosmic rays are known to
have a strong influence on the chemistry of molecular clouds (Grenier et al., 2015). One
component of such environments is dust, which, in cold dense regions, is covered by an
ice mantle mainly composed of water (Hasegawa et al., 1992; Herbst and van Dishoeck,
2009). Based on the substantial body of experimental studies showing the complexity of
irradiation chemistry, such processes represent promising means by which large interstel-
lar molecules could be formed (Abplanalp et al., 2016), particularly in cases where obser-
vational results are difficult to reproduce with current astronomical models (Corby et al.,
2015) and possible drivers of complex molecule synthesis are not obvious. In the case of in-
terstellar clouds such as TMC-1, which have temperatures of around 10 K and densities of

1Originally published as Shingledecker et al. (2017)
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∼ 104 cm−3, a better understanding of cosmic ray induced irradiation chemistry is particu-
larly required since the interiors of these regions are shielded from most of the interstellar
UV radiation field. Though cosmic ray ionization rates are reduced by roughly two orders
of magnitudes in these regions (Rimmer et al., 2012), a steady-state is reached at which
ionization rates stabilize. Thus, particularly in dense cold interstellar environments, it is
possible that cosmic ray induced chemical processes represent a potentially very efficient
pathway to produce complex and even prebiotic molecules.

Although the interstellar chemistry following cosmic ray bombardment of grains has
rarely been studied theoretically, Monte Carlo techniques have been used to give a de-
tailed, microscopic view of the chemistry of solids with, however, only a cursory treatment
of the role of ion bombardment. The first such stochastic grain chemistry model utilizing
a Monte Carlo approach was reported by Chang et al. (2005). This and later models have
utilized in particular the continuous-time random-walk Monte Carlo approach of Montroll
and Weiss (1965), such as the simulation of Chang and Herbst (2014).

Due to its many practical applications, prior interest in modeling irradiated matter is
well known. Most of this previous computational research has focused on simulating par-
ticle tracks in the material, which result from the collisions between species in the solid
and the irradiating particles. Due to the stochastic nature of these collisions, Monte Carlo
methods are a natural choice for such simulations. Well-known models of this type in-
clude MOCA (Paretzke, 1974), MARLOWE (Robinson and Torrens, 1974), TRIM (Ziegler and
Manoyan, 1988), and that of Pimblott et al. (1996). The subsequent irradiation-induced
chemistry that occurs has been followed in a large number of laboratory experiments on
ices and bare solids using both high-energy protons and electrons. In spite of this interest,
there has been only limited success in combining track calculations with the subsequent
chemistry. One of the most detailed of such attempts was the model of Pimblott and LaV-
erne (2002). In that work, the authors were able to combine realistic track calculations
with a simplified chemical network representing the aqueous solution of a Fricke dosime-
ter; however, in spite of approximations to the chemistry, such as treating the solute as an
infinite continuum, they were only able to simulate the radiation induced chemistry for
∼ 1µs, due to the computational expense.

The computational expense of these models reflects the many complex physical and
chemical processes associated with the bombardment of solids, which must be consid-
ered when using a detailed microscopic approach like molecular dynamics or one of the
Monte Carlo methods. The physical processes are initiated when a moving energetic par-
ticle collides with some material, which we call the target. In this work, the particles we
consider are protons and we refer to these as primary ions; however, if the incoming par-
ticle is an electron it is sometimes called the primary electron. These primaries transfer
energy to atomic or molecular species in the target through collisions. Some of these col-
lisions ionize species in the material, resulting in the formation of “secondary” electrons,
which, in turn, transfer energy collisionally to target species and compound the effects of
the primary particle, in large part by causing the formation of additional charged species
and secondary electrons (Johnson, 1990). Subsequent charge recombination reactions help
drive the formation of radicals and other highly reactive species (Mason et al., 2014), which
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can react via thermal diffusive mechanisms in the solid, albeit much more slowly than the
non-thermal irradiation induced processes (Johnson, 1990).

In this paper, we present a code that is designed to simulate these processes over sim-
ulated irradiation exposures relevant to experiments and other real-world applications
where a better understanding of the resulting effects on the material is desired. This pro-
gram, with the acronym CIRIS, which stands for the Chemistry of Ionizing Radiation in
Solids, represents an initial attempt at the development of a simulation including a unified
model of atomic physics and chemistry. Here, we report the use of our code to simulate the
chemistry of the experimental system studied by Baragiola et al. (1999), hereafter referred
to as B99. In that work, solid O2 ice cooled to 5 K under ultra-high vacuum (UHV) condi-
tions was irradiated with 100 keV protons and ozone was synthesized via proton-induced
chemical processes.

This system is particularly well-suited as an initial test of our new code. Due to the
novelty of this kind of model, well-constrained experiments such as the one reported by
B99 allow for a reasonable comparison with our theoretical data. This comparison is aided
by the relative simplicity of the irradiated oxygen ice system. One example of this relative
simplicity is the upper limit to the size of observable molecules produced via irradiation;
namely, ozone, as found by experimental studies, not only of B99, but also those of Ennis
and Kaiser (2012) and Lacombe et al. (1997). In other systems, such as those containing
carbon, it may not be obvious to determine the limit of chemical complexity obtainable
through these processes and some arbitrary upper limit in molecular size may have to be
set in the chemical network.

Molecular oxygen ice is present, not only in the Solar System on icy Jovian moons such
like Ganymede (Calvin and Spencer, 1997; Spencer et al., 1995) but also in comets. Re-
cently, interest in cometary O2 ice has increased following the detection of gas-phase O2

around comet 67P/Churyumov-Gerasimenko (Bieler et al., 2015). It has been speculated
by Taquet et al. (2016) and Mousis et al. (2016) that this molecular oxygen was liberated
from the icy body of the comet. If that is indeed true, then this represents a possible imme-
diate application of the current results, since comets experience irradiation from the Solar
wind, made up mostly of protons with energies mostly between 1.5 and 10 keV (Schwenn,
2001), and cosmic rays with energies above ∼1 MeV (Spitzer and Tomasko, 1968) that are
not stopped by the Solar wind. Moreover, it is possible that cometary ices are relatively
pristine remnants of the parent pre-solar nebula (Taquet et al., 2016). Since observations of
interstellar O2, either in the gas or frozen in ice, have thus far proved mainly unsuccessful
(Goldsmith et al., 2000; Pagani et al., 2003; Yldz et al., 2013), cometary ice chemistry may
provide a crucial window into an as yet poorly understood aspect of interstellar chem-
istry. Therefore, it is possible that a better understanding of the irradiation chemistry of
cometary ices in our Solar system can provide clues as to its possible importance in and
contribution to more remote interstellar environments.

The format of the following sections of the paper is as follows. In Section 2 we discuss
our model in more detail and give the theory behind the atomic physics and chemistry
calculations. In Section 3, we give the results and discuss how these compare with prior
experimental work. Finally, in Section 4, we present our summary and conclusions.
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2.2 Model and Theory

In our approach, solids are approximated as a lattice, represented in the program by a
three-dimensional array. This structure is comprising two types of sites: strongly bound
regular lattice sites on the surface and in the bulk of the solid, and more weakly bound
internal interstitial sites (Akiyama et al., 1987). At the start of a simulation, we assume a
regular lattice comprised of some material, which in this work is solid O2. The simulation
begins when the first irradiating proton collides with the pristine ice. The primary ion
strikes a random surface site at a 90◦ angle and, as it travels through the solid, the code
calculates the relevant physical changes to the material, as described below in Section 2.2.1.
The calculations described there are repeated for every subsequent particle arrival. As
given in Section 2.2.2, in the model times between particle arrivals, neutral species can
thermally diffuse through the solid and chemical reactions in Section 2.2.3 can occur. The
model ends when the target material has been exposed to some total amount of irradiation,
known as the fluence.

2.2.1 Monte Carlo modeling of irradiation effects

Collisions between energetic particles, such as protons and electrons, with target species
occur randomly along the track of the particle through the solid and are thus well-suited
to modeling using Monte Carlo techniques. For so-called “fast” incident ions with ener-
gies greater than ∼ 1 keV/amu (Johnson, 1990), the timescale for these collisions is very
short, relative to the chemical timescale (Johnson, 1990). Because the physical irradiation
processes occur much faster than the subsequent chemistry, the model decouples the track
calculations from the chemistry while the ion is traveling through the target.

In our code, the arrival rate, in s−1, for incoming primary ions is given by

kion = ϕionAsolid (2.1)

where ϕion is the radiation flux in cm−2 s−1 and Asolid is the surface area of the solid being
irradiated. We assume a Poisson distribution of waiting times and calculate the next ion
arrival using the stochastic relation

τion = − ln(Rn)

kion
(2.2)

where Rn is a pseudorandom number between 0 and 1. When an ion hits the ice, thermal
diffusion is halted until a special set of calculations, described in section 2.2.1, is completed
to determine the changes to the solid caused by the incoming ion.

Track Calculations

Following Bohr (1913), we divide collisions between a moving energetic ion and stationary
target into two broad categories: those in which energy is transferred to the target nuclei,
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which are customarily called nuclear, or elastic, collisions, and those in which energy is
transferred to the target electrons, which are called electronic, or inelastic, collisions. The
inelastic collisions can be further subdivided into ionizations, in which enough energy is
imparted to liberate a secondary electron, and electronic excitations of the target atom or
molecule. Here, rotational and vibrational excitations are not considered.

Our code calculates the distance to the next collision, ∆x, based on the mean-free-path,
Λtot for an energetic ion with some energy, E, given by

Λtot =
1

ntarget σtot

(2.3)

where ntarget is the number density of the target and σtot is the total cross-section (Pimblott
et al., 1996), which is given by

σtot = σelastic + σinelastic = σelastic + σion + σex (2.4)

where σion and σex are the cross-sections for ionization and excitation of the target, respec-
tively (Pimblott et al., 1996). We stochastically determine which of these three types of
collisions occurs next based on the relative sizes of the cross-sections using:

Collision


Ionization for 0 < Rn ≤ σion

σtot

Excitation for σion

σtot
< Rn ≤ σinelastic

σtot

Elastic for σinelastic

σtot
< Rn ≤ 1.

(2.5)

To obtain the distance to the next collision event, we sample from another Poisson distri-
bution using

Rn = 1− e−∆x/Λtot (2.6)

where here, a different random number, Rn, is used and is equivalent to the probability of
the particle traveling a distance of ∆x to the next collision, given a mean-free-path of Λtot

(Pimblott et al., 1996).

Protons

For protons, we calculate the three key cross-sections for elastic collisions, ionizations and
excitations, given in eq. (2.4) before the first collision, and again after every subsequent
one, until the particle leaves the system or its energy falls below an arbitrary cutoff of 100
eV, which is the lower limit to the applicability of our method (Biersack and Haggmark,
1980). The average energy loss per unit path length of an ion, labeled A, in a material
made of either atoms or molecules, labeled B, is called the stopping, or stopping power
(Johnson, 1990), and is given, in the laboratory coordinate system, by

dE

dx
= nB(Sn(E) + Se(E)) (2.7)
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Figure 2.1: Proton-collision cross-sections using parameters listed in Tables 2.1 and 2.2.

where Sn and Se are the so-called stopping cross-sections for nuclear (elastic) and electronic
(inelastic) collisions, respectively, in units of eV cm2, and nB is the number density of the
material. Here, A refers to protons only, and where B is a molecule, we follow Bragg’s rule
in approximating the stopping powers as linear combinations of the stopping powers of
its constituent atoms (Ziegler and Biersack, 1985; Ziegler and Manoyan, 1988).

Our code uses the stopping cross-section, Sn, to calculate the collisional cross-section,
σelastic. There are many semi-empirical expressions for calculating Sn (Johnson, 1990); we
utilize the formalism developed by Ziegler and Biersack (1985) and used in the TRIM pro-
gram (Ziegler and Biersack, 1985; Ziegler and Manoyan, 1988) which is valid for ions with
energies between ∼0.1 keV and several MeV. For an elastic collision between ion A, with
energy, EA, and atom B, this is given by

Sn(E) = 2π
A2

γEA

[2ϵ sn(ϵ)]. (2.8)
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Here, γ is the mass fraction, defined as

γ =
4mAmB

(mA +mB)2
, (2.9)

and A is a quantity given by

A =

(
2mA

mA +mB

ZAZBe
2

)
(2.10)

where ZA and ZB are the nuclear charges of A and B. In equation (2.8), ϵ is the Lindhard-
Scharff-Schiott (LSS) reduced energy (Lindhard et al., 1963), calculated as

ϵ =
32.53mBEA

ZA ZB (mA +mB)(Z0.23
A + Z0.23

B )
(2.11)

and sn(ϵ) is the reduced stopping, which has a value of

sn(ϵ) =


ln(ϵ)
2 ϵ

when ϵ > 30,

ln(1+1.1383ϵ)
(ϵ + 0.01321ϵ0.21226 + 0.19593ϵ0.5)

otherwise.
(2.12)

We thus calculate the elastic collisional cross-section from the stopping cross-section using

σelastic =
2Sn(E)

γEA

. (2.13)

These elastic cross-sections typically have values of less than ∼ 10−20 cm−2 at energies
above approximately 100 keV and approach values of 10−16 cm−2 as the incident ion energy
decreases.

The kinetic energy transferred from the ion to the target in the elastic collision is found
from elementary classical scattering theory (Ziegler and Manoyan, 1988) to be

Ekin =
4EAmAmB

mA +mB

sin2Θ

2
(2.14)

where Θ, the center-of-mass (CM) scattering angle, is obtained using the “Magic Formula”
of Biersack and Haggmark (1980) and the “universal” potential for ion-target scattering of
Ziegler and Biersack (1985). It should be noted that the scattering angles are all assumed
to be small and thus tracks of the primary ions are approximated with straight line trajec-
tories; however, we calculate these angles explicitly in the code to allow for more accurate
modeling of the energy lost in such nuclear-elastic collisions.

1Data taken from Edgar et al. (1975)
2Data extracted from Newson et al. (1995)
3Data extracted from Sweeney and Shyn (1996)
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Table 2.1: Proton ionization cross-section parameters

State a J(eV) ν Ω I(eV)
Atomic Oxygen1

3P2 20.40 6.15× 104 0.82 0.75 13.6
Molecular Oxygen1

X 2Πg 9.56 4.58× 104 0.61 1.26 12.1
Ozone2

X 1A1 40.00 1.05× 105 1.00 0.75 12.43

Table 2.2: Proton excitation cross-section parameters

Excited State a J(eV) ν Ω W (eV)
Atomic Oxygen1

1D 0.51 5.40× 103 1.0 1.0 1.85
1S 0.075 8.70× 103 1.0 1.0 4.18
3S 0.38 3.72× 104 1.0 1.0 9.53
5S 0.55 1.61× 106 1.0 1.0 9.20

Molecular Oxygen1

a1∆g 0.092 2.50× 103 0.5 3.0 0.98
b1Σ+

g 0.11 4.19× 103 0.5 3.0 1.64
A3Σ+

u 0.57 1.76× 104 0.5 0.9 4.5
B3Σ−

u 4.73 5.17× 104 0.5 0.75 8.4
9.9 eV peak 0.83 8.07× 104 0.5 0.85 9.9

Ozone3

1B2 0.84 20.00 0.30 35.00 4.9

For protons, ionization and excitation cross-sections are calculated using the semi-
empirical Green-McNeal formula (Green and McNeal, 1971; Miller and Green, 1973)

σinelastic = σ0
(ZB a)Ω(EA − I)ν

JΩ+ν + (EA − I)Ω+ν
(2.15)

where σ0 = 10−16 ≈ π r20 cm2, ZB is the number of electrons in the target atom or molecule,
and I is the ionization threshold. For excitations between bound states, we replace I with
W , the energy threshold for the particular transition. Listed in Tables 2.1 and 2.2 are the
species-dependent values of the unit-less parameters Ω, ν, and a, as well as those of the
parameter J , which is given in units of energy.

In the O2 ice system considered here, ionization of neutrals by protons, as well as sec-
ondary electrons, leads to the formation of the following cation-secondary electron prod-
uct pairs:

O → O+ + e− (2.16)
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O2 → O+
2 + e− (2.17)

O3 → O+
3 + e−. (2.18)

For ionization, the energy deducted from the colliding ion is equal to the sum of the ion-
ization threshold, plus an amount equal to the energy of the resulting secondary electron,
which is selected randomly from a skewed Gaussian probability density function(Pimblott
et al., 1996) with a mean value of 33 eV, the average energy per ion pair for O2 (Dalgarno,
1962).

Shown in Fig. 2.1 are the cross-sections as a function of proton energy for collisions
with the neutral species we consider in this work, O, O2, and O3 using the parameters
listed in Tables 2.1 and 2.2. For atomic and molecular oxygen, we have used data from
Edgar et al. (1975). Due to the lack of proton-ozone collisional data, in this work, we have
fit measured electron impact ionization (Newson et al., 1995) and electron impact excita-
tion cross-sections (Sweeney and Shyn, 1996) to Eq. (2.15) for use in both proton-ozone
and secondary electron-ozone ionization and excitation collisions. As can be seen in Fig.
2.1, for all of the neutral species considered, the ionization cross-sections of protons for all
energies above 100 eV are at least about an order of magnitude larger than either the excita-
tion or elastic collisional cross-sections. Below this energy, elastic collisions are dominant.
Fig. 2.1 also shows the well-known inverse relationship between primary ion energy and
total collisional cross-section, i.e. that colliding particles with more energy interact less as
they travel through materials than do those with lower energies. This illustrates partially
why attempts to measure the galactic cosmic ray energy spectrum are thwarted by the ef-
fects of Sun, since the lower energy cosmic rays interact more strongly with the Solar wind
(Parker, 1958).

Secondary Electrons

Once formed, secondary electrons are placed on a random lattice site next to their parent
cations and diffuse away until they are stopped by the solid through energy lost in inelastic
collisions. To calculate their trajectories in the material, we utilize a hybrid approach which
combines elements of proton travel with our treatment of the hopping of neutral species.
As with protons, we calculate a mean-free-path between inelastic collisions; however, in
the case of electrons, we use this distance to determine the number of instantaneous jumps
from one neighboring lattice site to the next until ionization or excitation occurs. The
value used in determining these distances is the sum of the total inelastic collisional cross-
section and a constant elastic cross-section equal to the geometrical hard-sphere value of
σe
elastic = 10−16 cm2. The actual distance a secondary electron travels between collisions,

∆x, is then calculated as in Eq. (2.6). Energy loss due to elastic collisions of electrons is not
treated rigorously since, for the purposes of chemical changes in the solids, such collisions
are of comparatively less importance than excitations and ionizations, due to the mass
difference between electrons and bulk species.
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The secondary electrons formed by the primary ion are known as “first-generation”
secondary electrons and these can, in turn, ionize other species in the bulk, resulting in the
formation of later generations of secondary electrons. In this way, a cascade of a few to
up to ∼ 104 ion-pairs can be formed from a single primary ion (Mason et al., 2014). For
electron-impact ionization cross sections, we use the semi-empirical formala described in
Green and Stolarski (1972) given by:

σi(E) = σ0A(E) Γ(E)

[
arctan

(
Tm(E)− T0(E)

Γ(E)

)
+ arctan

(
T0(E)

Γ(E)

)]
(2.19)

where, σ0 is 10−16 cm2 and A(E) is the differential cross-section with respect to energy,
calculated using

A(E) =

(
K

E
+KB

)
ln

(
E

J
+ JB +

JC
E

)
. (2.20)

The values Γ(E) and T0(E) are what Green and Stolarski (1972) refer to as width and
resonance factors, respectively, and are given by

Γ(E) = ΓS
E

E + ΓB

(2.21)

T0(E) = TS −
(

TA

E + TB

)
eV. (2.22)

We assume the more energetic electron, post collision, to be the particle which caused
the ionization. Thus, Tm, the maximum energy of the new secondary electron, is half the
remaining energy of the parent electron after the ionization, i.e. Tm = 1/2(E − I), where E
the energy of the colliding secondary electron and I the ionization threshold. Values used
in calculating these cross-sections are given in Table 2.3.

Table 2.3: Electron ionization cross-section parameters

State K (eV) KB J (eV) JB JC (eV) ΓS (eV) ΓB (eV) TS (eV) TA (eV) TB (eV)
Molecular Oxygen4

X 2Πg 0.48 0.00 3.76 0.00 0.00 18.50 12.10 1.86 1000.00 24.20
Atomic Oxygen4

3P2 1.03 0.00 1.81 0.00 0.00 13.00 -0.815 6.41 3450.00 162.00

For electron-impact excitations of bulk species from the ground state to the j-th state,
we use the formalism developed by Porter (1976) for allowed transitions, in which the
cross-section is given by

σj(E) =

(
q0 Fj

[
1−

(
W
E

)α]β
EW

)
ln

(
4E C

W
+ e

)
. (2.23)
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Here q0 = 4πa2R2, where is R the Rydberg energy for atomic hydrogen, Fj is the optical
oscillator strength, and α and β dimensionless values which Porter (1976) extracted from
experiment. W is again the excitation energy threshold and ensures proper shape in the
low-energy regime while C ensures proper high-energy falloff. Species-specific values
used in this work for calculating these excitation cross-sections can be found in Tables 2.4
and 2.5.

Table 2.4: Electron excitation cross-section parameters for allowed transitions

Excited State W (eV) α β C F
Atomic Oxygen4

3S 9.53 0.86 1.44 0.32 0.056
Molecular Oxygen5

B3Σ−
u 8.4 1.19 2.31 0.037 0.25

9.9 eV peak 9.9 1.38 3.44 0.62 0.029

Table 2.5: Electron excitation cross-section parameters for forbidden transitions

Excited State W (eV) α β Ω F
Atomic Oxygen4

1D 1.96 1.00 2.00 1.00 0.010
1S 4.18 0.50 1.00 1.00 0.0042
5S 10.60 19.20 10.50 2.69 0.013

Molecular Oxygen5

a1∆g 0.98 3.00 1.00 3.00 0.0005
b1Σ+

g 1.64 3.00 1.00 3.00 0.0005
A3Σ+

u 4.50 1.00 1.00 0.90 0.021

Our calculated values for the electron cross-sections, using the parameters given in Ta-
bles 2.3, 2.4, and 2.5, are shown in Fig. 2.2. Comparison with Fig. 2.1 shows that the
cross-sections for electron impact are generally smaller than the equivalent values for pro-
tons at the same energy.

Energy is deducted from secondary electrons until a lower threshold of 4 eV is reached,
at which point a secondary electron enters the sub-excitation regime. Sub-excitation sec-
ondary electrons are thought to be the delivery mechanism for ∼10-20% of the energy
deposited in the solid by the primary ion (Fano and Stephens, 1986), and affect the chem-
istry through a variety of mechanisms, such as the resonant process of dissociative elec-
tron attachment (DEA) (Arumainayagam et al., 2010). We choose 4 eV as our lower en-
ergy threshold since it corresponds approximately to the low energy limit of the resonance
which leads to DEA in O2 (Arumainayagam et al., 2010).

4Data taken from Jackman et al. (1977)
5Data taken from Porter (1976)
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Figure 2.2: Electron-collision cross-sections calculated using parameters from Tables 2.3,
2.4, and 2.5.

As listed in Table 2.6, we assume that sub-excitation electrons are destroyed in one of
two ways. One possibility is through charge recombination with a neighboring cation.
The other is by reaction with a randomly chosen neighboring neutral species via DEA to
form an anion. These anions then react with nearby cations formed in previous ionization
collisions at the end of the track calculation phase, at which time all remaining charged
species are neutralized by such fast ion-ion reactions (Johnson, 1990).

2.2.2 Continuous-time random walk chemical modeling

In the chemical phase of the model, ground-state neutral species in the bulk can diffuse
throughout the crystal lattice of the solid and reactions can occur. The Monte Carlo tech-
nique used for modeling the chemistry of the solid is the continuous-time random walk
method initially developed by Montroll and Weiss (1965), which was further developed by
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Table 2.6: Secondary electron reactions

ID# Electron Attachment6 fbranching Source
1 O+ e− → O− 1.00 (Phelps, 1969)
2 O2 + e− → O− +O 1.00 (Arumainayagam et al., 2010)
3 O3 + e− → O− +O2 1.00 (Senn et al., 1999)
ID# Electron Recombination fbranching Source
4 O+ + e− → O(1D) 1.00 (Garrod et al., 2008)
5 O+

2 + e− → 2O 0.20 (Peverall et al., 2001)
6 O+

2 + e− → 2O(1D) 0.36 (Peverall et al., 2001)
7 O+

2 + e− → O+O(1D) 0.44 (Peverall et al., 2001)
8 O+

3 + e− → O2 +O 0.06 (Zhaunerchyk et al., 2008)
9 O+

3 + e− → 3O 0.26 (Zhaunerchyk et al., 2008)
10 O+

3 + e− → 3O(1D) 0.0094 (Zhaunerchyk et al., 2008)
11 O+

3 + e− → O+ 2O(1D) 0.20 (Zhaunerchyk et al., 2008)
12 O+

3 + e− → 2O +O(1D) 0.47 (Zhaunerchyk et al., 2008)

Chang et al. (2005) and others (Chang and Herbst, 2014, 2016; Hincelin et al., 2015; Lauck
et al., 2015) for studying molecular formation on interstellar dust grains. In this scheme,
the interstitial sites facilitate bulk diffusion by allowing species to hop from one interstitial
site to another with a low barrier. Normal lattice species are, effectively, immobile and do
not become interstitial species; however, if a species on a normal lattice site dissociates or
reacts, the products can become interstitial. Moreover, an interstitial species can hop to
a lattice defect site to become a normal lattice species. A cartoon representation of these
possible moves is given in Fig. 1 of Chang and Herbst (2014).

Hopping rates are parameterized by three species-specific values: the binding energy
for surface species, ED; the barrier against diffusion for surface species, Eb1; and, the bar-
rier against diffusion for bulk species, Eb2. We approximate the surface barrier against
diffusion as being Eb1 = 0.5ED following the approximation used in Garrod and Herbst
(2006). The bulk barrier against diffusion is assumed to be Eb2 = 0.7ED (Chang and Herbst,
2014).

For any surface species, the rate coefficient for hopping, b1, given by

b1 = ν exp

(
−Eb1

T

)
(2.24)

where T is the temperature of the solid and ν is the trial frequency, which has a value of
1.0×1012 s−1(Chang and Herbst, 2014; Hasegawa et al., 1992). Similarly, the rate coefficient
for bulk species is

b2 = ν exp

(
−Eb2

T

)
. (2.25)

Moreover, on the surface, our Monte Carlo technique allows for the possibility of desorp-
tion into the gas phase with a rate coefficient of
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b3 = ν exp

(
−ED

T

)
. (2.26)

Whether a surface species hops or desorbs is based on a competitive mechanism based on
a random number, RD, to determine the outcome:

Outcome

{
Desorption for 0 < RD ≤ b3

b3+b1

Diffusion for b3
b3+b1

< RD ≤ 1
(2.27)

Because the primary focus of this work is on modeling the chemistry of the irradiated O2

system, and because the model is not coupled to any gas-phase chemical system, we have
disabled the desorption of surface species. Even when enabled, however, such thermal
desorption is negligible, given the low ice temperature of 5 K and the high reactivity of the
most weakly bound species, atomic oxygen.

Reactions in the model are assumed to proceed via the diffusive (Langmuir-Hinshelwood)
mechanism, and can occur when species hop to sites occupied by possible co-reactants,
and products can be formed. If the reaction has a barrier, a competitive mechanism is also
utilized to determine whether the reaction proceeds or the hopping species diffuses away.
If one of the co-reactants occupies a normal bulk lattice site and there are multiple prod-
ucts, the one with the higher binding energy will be placed at the site, with the rest being
randomly placed in the surrounding interstitial sites. On the surface, only the normal lat-
tice sites can be occupied, i.e. it is assumed that there are no available interstitial sites on
the surface.

The waiting time between hops, τ , for a species on the surface is given by

τsurf = − ln(RD)

b1 + b3
, (2.28)

while for bulk species, the time is

τbulk = − ln(RD)

b2
. (2.29)

As shown in Fig. 2.3, bulk hopping times are affected by both the system temperature
and the height of the diffusion barrier. Above about 100 K, further increases in tempera-
ture have little or no effect on the hopping time; however, there is a strong temperature
dependence below 10 K and this effect becomes larger with increasing diffusion barriers.
As described in detail in Chang and Herbst (2014), the waiting time until the next action
is stored in a data structure that also contains the type and current coordinates of each
species in the system. After a hop, the model searches the waiting list and the species
associated with the shortest waiting moves next.

6Only applicable for sub-excitation electrons
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Figure 2.3: Hopping times for neutral species as a function of system temperature and
diffusion barrier height.

2.2.3 Chemical Network

In their work, B99 fit their experimental data with a simplified chemical network consisting
of:

O2 → 2O (2.30)

O3 → O+O2 (2.31)

O+ 2O2 → O3 +O2 (2.32)

O+O3 → O2 +O2 (2.33)

where here, reactions (2.30) and (2.31) are irradiation induced dissociations, and reactions
(2.32) and (2.33) are assumed to proceed via thermal diffusion in the solid. Our network
expands on the work of B99, in part, by including electronically excited neutral species, as
shown in Table 2.7. We are able to do this since our method of calculating the tracks of
the proton and secondary electrons allows us to determine the final state of a species after
undergoing an excitation collision; however, our ability to do so is limited by the scarcity
of data on the reactivity and product pathways of species in most of these excited states.
For instance, though we explicitly consider excitation of O2 from its triplet ground state to
both excited singlet and triplet states, as shown by the cross-sectional parameters in Tables
2.2-2.5, the available theoretical and experimental kinetic data is almost entirely for the 1∆
state. Given this discrepancy between the available cross-sectional and kinetic data, in our
network, we denote all electronically excited O2 as O2(1∆). We similarly denote the other
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Table 2.7: Chemical network. The activation energies and branching fractions are taken
from gas-phase studies.

ID# Neutral-Neutral Reactions fbranching EA(kJ/mol) Source
13 O+O → O2(

1∆) 1.00 0.00 (Warnatz, 1984)
14 O+O2 → O3(

1B2) 1.00 0.00 (DeMore et al., 1997)
15 O+O3 → 2O2 1.00 17.12 (Atkinson et al., 2004)
16 O3 +O3 → 3O2 1.00 77.41 (Pshezhetskii et al., 1959)
17 O(1D) + O → 2O 0.50 0.00 (Sobral et al., 1993)
18 O(1D) + O → O2(

1∆) 0.50 0.00 See text
19 O(1D) + O2 → O+O2 0.50 0.00 (DeMore et al., 1997)
20 O(1D) + O2 → O3(

1B2) 0.50 0.00 See text
21 O(1D) + O3 → 2O2 1.00 0.00 (Brasseur and Solomon, 1984)
22 O2(

1∆) + O → O+O2 0.50 0.00 (Doroshenko et al., 1992)
23 O2(

1∆) + O → O3(
1B2) 0.50 0.00 See text

24 O2(
1∆) + O2 → 2O2 1.00 0.00 (Klopovskiy et al., 1999)

25 O2(
1∆) + O3 → 2O2 +O 1.00 23.61 (DeMore et al., 1997)

26 O(1D) + O(1D) → 2O 0.50 0.00 See text
27 O(1D) + O(1D) → O2(

1∆) 0.50 0.00 See text
28 O(1D) + O2(

1∆) → O+O2 0.50 0.00 (Doroshenko et al., 1992)
29 O(1D) + O2(

1∆) → O3(
1B2) 0.50 0.00 See text

30 O(1D) + O3(
1B2) → 2O2 1.00 0.00 See text

31 O2(
1∆) + O2(

1∆) → 2O2 1.00 3.23 (Heidner, 1981)
32 O2(

1∆) + O3(
1B2) → 2O2 +O 1.00 23.61 See text

33 O3(
1B2) + O3(

1B2) → 3O2 1.00 77.41 See text
34 O3(

1B2) + O → 2O2 1.00 17.12 See text
35 O3(

1B2) + O2 → 2O2 +O 1.00 23.61 See text
36 O3(

1B2) + O3 → 3O2 1.00 77.41 See text
ID# Ion Recombinations fbranching EA(kJ/mol) Source
37 O+

2 +O−
2 → O2(

1∆) + O2 1.00 0.00 (Fridman, 2008)
38 O+

2 +O− → O2(
1∆) + O 1.00 0.00 (Fueki and Magee, 1963)

39 O−
2 +O+ → O2(

1∆) + O 1.00 0.00 (Fueki and Magee, 1963)
40 O+ +O− → 2O(1D) 1.00 0.00 See text
41 O+ +O−

3 → O(1D) + O3(
1B2) 1.00 0.00 See text

42 O+ +O−
3 → 2O2(

1∆) 1.00 0.00 See text
43 O− +O+

3 → O(1D) + O3(
1B2) 1.00 0.00 See text

44 O− +O+
3 → 2O2(

1∆) 1.00 0.00 See text
45 O−

2 +O+
3 → O3(

1B2) + O2(1∆) 1.00 0.00 See text
46 O+

2 +O−
3 → O3(

1B2) + O2(1∆) 1.00 0.00 See text
47 O+

3 +O−
3 → 3O2(

1∆) 1.00 0.00 See text

excited neutral species in our network using the term symbol of the best studied higher
state.

In our code, we assume that neutrals in excited electronic states either react immedi-
ately with a neighboring species or relax back to the ground state if there are no possible



32

nearest neighbor co-reactants. The important role excited species play in the chemistry of
the irradiated oxygen ice system is illustrated by the following two reactions:

O(3P) + O3 → 2O2

O(1D) + O3 → 2O2.

Here, the reaction between ozone and the triplet ground state of atomic oxygen has been
measured to have a barrier of about 0.2 eV (Atkinson et al., 2004), whereas no barrier has
been reported for the reaction between excited singlet atomic oxygen and ozone (DeMore
et al., 1997).

Following B99, we have drawn heavily on previous research in atmospheric chemistry
in compiling our network (Atkinson et al., 2004; Brasseur and Solomon, 1984; DeMore
et al., 1997); however, in some cases we have been unable to find data on certain reac-
tions, particularly for those involving two electronically excited species. For these, we
have based the product channels and branching fractions on similar reactions. Since the
chemistry here is occurring in an ice, we have added additional pathways to some of the
gas-phase reactions to account for solid-phase effects. For instance, to the previously stud-
ied (Sobral et al., 1993) gas-phase reaction

O+O(1D) → 2O

we have added the additional product channel

O+O(1D) → O2

to account for the trapping and stabilization of products in the ice.
Ion-ion recombinations present unique challenges in our model, since there are a num-

ber of product channels involving species that can be formed in a number of different
excited states. For simplicity, where we have been unable to find data on these processes,
we base the product channels on the corresponding neutral-neutral reactions, but with
products assumed to be electronically excited, as with:

O− +O+
3 → 2O2(

1∆)

O+ +O−
3 → 2O2(

1∆),

which were based on the reaction between singlet atomic oxygen and ozone.
One class of reactions not present in our network consists of those between ions and

neutral species. These are often barrier-less and are known to be of significant astrochem-
ical importance (Wakelam et al., 2010). We do not include these since we assume in this
work that ions are quickly neutralized via charge recombination reactions, as suggested by
previous theoretical and experimental studies (Baragiola et al., 1999; Johnson, 1990). This
is due to the uncertain diffusion barriers of charged species in solids, and the significant
influence of effects which we do not consider in this work, such as Coulombic forces.
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2.3 Results and Discussion

As an initial test of our approach, we simulated the experiment described in B99 in which
O2 is partially converted to O3. Listed in Table 2.8 are the physical conditions we take from
that work. We assume an initial pure O2 ice at a constant temperature of 5 K, connected
to a helium cryostat. The ice studied in B99 had a thickness of ∼ 10 µm. In this work we
model a ∼ 0.1 µm thick ice, due both to computational expense and because our interest is
ultimately in the chemistry of the ice mantles of interstellar dust grains, which are thought
to reach a maximum thickness on the order of ∼ 0.01 µm (Herbst, 2014). We here use
the thicker ice, since in this work, we wanted to better model the experiment, rather than
an actual interstellar ice mantle. In our code, the simulation begins when the first proton
collides with the pristine ice. Following B99, we assume an initial proton energy of 100 keV
and a flux of 1011 cm−2 s−1 . The model continues to follow subsequent proton arrivals and
hopping of species in the ice until an upper fluence limit of 1017 protons/cm2 is reached,
where fluence is defined as the total irradiation exposure per unit surface area. It is used
in comparing the results of irradiation in a way that is less dependent on the specific flux
of particles to which the material is exposed.

Table 2.8: Model parameters

Physical Conditions from B99 Value
Temperature 5 K
Ice Density [O2] 1.313× 1022 cm−3

Initial Proton Energy 100 keV
Proton Flux 1.0× 1011 cm−2 s−1

Species Binding Energy to O2 (eV)
O 2.15× 10−2

O2 7.85× 10−2

O3 6.41× 10−2

Using the parameters listed in Table 2.8, our code predicts that each proton undergoes
a collision in the bulk of the ice approximately every 300 Å, or about three times, given the
thickness of the simulated ices in this work. On average, protons in these simulations lose
on the order of ∼ 102 eV, or 0.1% of their initial energy, by the time they exit the system.
We can, however, arbitrarily fix the distance between proton collisions to be some smaller
value. By thus increasing the number of collisions, and thus the energy deposited in the
system by each proton, we can approximate the effects of having a thicker ice. From the
formula for the stopping power, given in Eq. (2.7), one can derive the energy lost by a
proton traveling in a straight path through any given solid to be

∆E = ∆x
∑
n

Qn

Λn

, (2.34)

where ∆x is some path length and the sum is over n inelastic processes, with each resulting
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Figure 2.4: Sample track structure in which a proton collides with a pristine O2 ice with
fixed collision distance of ∆x = 33 Å.

in an average energy loss, Qn, by the primary ion and having a mean-free-path of Λn. If
∆x is the total thickness of the solid, ∆E approximates the total energy lost by the primary
ion, which is proportional to ice thickness and inversely proportional to the mean-free-
path between energy loss events.

Shown in Fig. 2.4 is an example of a track calculation in which, starting with pristine
O2 ice, we fixed the distance between collisions to be 33 Å, corresponding to a total cross-
section larger than the real value by about an order of magnitude. Here the proton enters
the ice at z = 0 Å, with an entry angle of 90◦ relative to the surface, and travels in a nearly
straight path through the material until it exits at z = 1000 Å. In Fig. 2.4 the path of the
proton is represented by a red line and secondary electron paths are given in blue. CIRIS
performs such a track calculation for every proton arrival. Given the simulated size of our
ice, to reach a fluence of 1017 protons/cm2, our code calculates more than 106 such proton
arrivals.
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Figure 2.5: Ozone abundances both as calculated by CIRIS and from B99. Experimental
data are shown in blue. Calculated abundances are represented by the yellow, green, and
red curves, which correspond the ices of thicknesses of 0.1 µm, 1 µm, and 10 µm, respec-
tively.

Between track calculations, neutral species diffuse through the solid and can react with
their neighbors. The rate of this diffusive chemistry is governed, in part, by the hopping
rates of each of the reactants. In our code, we calculate these hopping rates using Eqs.
(2.24) - (2.26). These values are functions of both the temperature of the solid and the bar-
rier against diffusion, which we approximate as 50% and 70% of the desorption energy,
ED, of the relevant adsorbate-substrate pair for surface and bulk diffusion, respectively.
For O2-O2, we have a measured value of EO2

D = 7.85 × 10−2 eV from an experimental
study by Acharyya et al. (2007). Lacking other data, one could make the crude assump-
tion that atomic oxygen desorption is ∼ 0.5 times this value, and ozone desorption as 1.5
times this value, giving EO

D = 3.92 × 10−2 eV and EO3
D = 1.18 × 10−1 eV for O and O3,

respectively. Unfortunately, we were unable to find much other previous work on O-O2 or
O3-O2 desorption energies; however, Cuppen and Herbst (2007) estimate these values to
be EO

D = 4.74 × 10−3 eV and EO3
D = 1.03 × 10−2 eV for O and O3 adsorbed on an O2 sub-

strate. Here, we assume that the values derived from the work of Acharyya et al. (2007)
represent a rough upper limit, while those in Cuppen and Herbst (2007) represent a lower
limit, and use the average of the two. This gives values of EO

D = 2.15 × 10−2 eV for O
and EO3

D = 6.41× 10−2 eV for O3. B99 assumed that the concentration of atomic oxygen in
their ice remained very low throughout the experiment, given its reactivity with molecular
oxygen. We find that, in our models at 5 K, values for the O-O2 diffusion barriers above
EO

B ∼ 2.60 × 10−2 eV lead to a large buildup of atomic oxygen in the ice which is most
likely unphysical. Values lower than this, such as the one used here, result effectively in
a constant near-zero concentration of atomic oxygen in the ice, as it reacts quickly with
surrounding species.

Plotted in Fig. 2.5 are ozone abundances as a function of proton fluence for the ex-
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perimental data of B99, as well as several calculated abundance curves. Shown in yellow
are data from Model A, in which the distances between proton collisions are calculated
on-the-fly based on the magnitude of the energy-dependent cross-sections, as given by Eq.
(2.3). A comparison between the experimental data and this model shows that, in both,
ozone abundances increase at roughly the same rate before reaching ∼ 7× 10−4 mol cm−3.
After abundances have reached this quasi steady-state value, further irradiation results in
only marginal increases in ozone. The fluence at which such an inflection in growth occurs,
however, is much larger in the model than measured in B99. This discrepancy is likely due
to the differing ice thicknesses considered. Since the ices used in the experimental study
were roughly two orders of magnitude thicker than the ∼ 0.1 µm ice considered in this
work, each proton which hit the surface deposited less energy in our base model simula-
tion. To illustrate this effect, we include simulations in Fig. 2.5,Models B and C, in which
the distance between proton collisions was artificially reduced from our calculated value
of ∼ 300 Å, to 3.3 and 33 Å, respectively. These data show that, as more energy per proton
is transferred to the solid, the theoretical results approach the experimental values. From
Fig. 2.5, one can also see that the best agreement between our model and the experiment
is obtained when ∆x = 3.3 Å. Given the thickness of our simulated ice, this means that the
proton collides ∼ 300 times before exiting the system. If one uses the Model A results for
protons of ∼ 300 Å between collisions, this corresponds to an ice ∼ 105 Å, or 10 µm, thick
- approximately equal to the actual thickness of the ice studied in B99.

The chemistry behind the ozone abundances given in Fig. 2.5 begins with the arrival of
the first proton. The secondary electrons which form along the track of this primary ion are
the main drivers of atomic oxygen production through both dissociative attachment with
O2 and dissociative recombination with O+

2 . Atomic oxygen is mainly depleted through
reaction with O2, resulting in the formation of the ozone which begins to build up in the ice.
This reaction between triplet O and triplet O2 continues to be the primary formation route
for ozone throughout the simulation. Once formed, ozone is destroyed through two main
non-thermal pathways which occur as a result of continued irradiation. The first of these
is through direct ionization by both the primary ion and secondary electrons, resulting in
O+

3 , which is destroyed via the charge neutralizations with either secondary electrons or
anions, which occur at the end of each track calculation phase of the code. The other main
destruction mechanism for ozone is reaction with singlet atomic and molecular oxygen,
both of which are formed either through direct excitation or as a product of ion-ion and
ion-electron recombinations.

2.4 Summary and Conclusions

In this work, we have presented a new stochastic model which calculates the physical and
chemical changes of solids exposed to high-energy protons. Beginning with pure O2 ice
we are able to follow, on a collision-by-collision basis, the tracks of energetic protons and
secondary electrons. The reactive species, such as atomic oxygen, which form as a result of
the non-thermal processes induced by the irradiation cause significant chemical changes in
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the ice, even at the very low temperatures considered in this work where thermal diffusive
chemistry is inefficient. As shown in Fig. 2.5, we are able to reproduce both the quasi-
steady-state abundances of ozone in such an irradiated material, as well as reproduce the
approximate thickness of the ice studied by B99.

Though our ultimate goal is to better understand the degree to which interactions be-
tween cosmic rays and interstellar grain ice mantles contribute to the formation of complex
molecules, the techniques presented here are not specific to the chemistry of these extreme
environments, and can be applied to other systems as well. One area of practical inter-
est where CIRIS can compliment experimental work is in modeling irradiated polymers,
such as poly(vinyl chloride) or PVC. These materials are widely used in environments in
which they are exposed to ionizing radiation (Nicholson, 2006). Previous experimental
work has investigated PVC radiolysis (LaVerne et al., 2008), and our code could compli-
ment such studies by providing a means to investigate possible radiolysis pathways, or
to simulate the system under physical conditions and exposures not practical or obtain-
able in the laboratory. Ionizing radiation also poses serious health and safety risks for any
future missions to Mars and the Moon, and our code could be used to evaluate potential
radiation shielding materials, such as those composed of polymers. This type of shielding
is generally more effective at stopping energetic ions than metals, but poses a greater risk
of structural failure due to prolonged exposure or flammability, in part, from radiolysis
products like gaseous H2 (Barghouty and Thibeault, 2006; LaVerne et al., 2008). By allow-
ing for simulations of the physicochemical evolution of potential shielding materials, use
of CIRIS could aid mission planners in selecting the safest, most effective solutions.

A major consideration for future applications to other systems is the availability, or lack
thereof, of relevant experimental data. In calculating tracks and collisional probabilities for
each neutral species considered in this work, our code draws on cross-sectional data for
electron and proton impact ionization and excitation. For the chemistry, we rely on des-
orption energies to calculate hopping rates, and kinetic studies to determine the branching
fractions. Unfortunately, there is often significant uncertainty in desorption energies, as is
the case for O-O2 binding. For the kinetics of charge recombination processes such as
ion-ion and ion-electron reactions, the unique properties of storage rings allow for experi-
ments, such as the one reported by Zhaunerchyk et al. (2008), that can furnish exactly the
kind of data which can be directly used in our code, i.e. dissociation pathways, the elec-
tronic states of products, and branching fractions. Though we have had to rely mostly on
previous gas-phase studies in modeling the comparatively simple O2 ice system, this ap-
proach is not equally applicable for all systems. For instance, Ribeiro et al. (2015) irradiated
CH3CN ice and observed products with notably different abundances from what would
be expected in the gas phase, likely because of the influence of the condensed medium on
the non-thermal ion and electron induced chemistry. Such experimental work is of sig-
nificant value when considering irradiation chemistry on a microscopic level and future
applications should focus on systems where solid state

Nevertheless, this model may represent a first-step towards a better understanding of
complex, interconnected phenomena. Future versions of our code will focus on improve-
ments that will enable us to examine other aspects of the irradiation of a solid in more
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detail, despite the promising results reported here of our simulations of the O2 ice system.
First, we would like to consider displacement of lattice species due to elastic collisions in
more detail. Improving these aspects will allow us to better model the changes to the ice
lattice caused by collisions between bulk species and the primary ion, as well as to begin
examining additional processes associated with ion-solid collisions, such as sputtering, in
which bound species on or near the surface of the target material are released into the gas
phase. Another aspect of the model that is important to continue developing is electron
transport. This aspect is treated in more detail by the CASINO (Hovington et al., 1997) and
PENELOPE (Salvat et al., 2006) models, and it may be possible to incorporate the theory
they employ into future versions of CIRIS. Related to this, electrostatic effects such as
Coulombic forces could be incorporated that could allow for a better picture of the motion
of charged species in the solid. Improvements such as these will enable us to better inves-
tigate irradiation induced non-thermal desorption mechanisms. In addition to sputtering,
these improvements include desorption induced by electronic transitions (DIET), Auger
stimulated ion desorption (ASID), and electron stimulated ion desorption (ESID) (Ribeiro
et al., 2015). These processes are of particular astrochemical interest, because they repre-
sent a means by which the complex molecules formed on interstellar dust grain surfaces
can be
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CHAPTER 3

ON A GENERAL THEORY FOR MODELING
RADIATION CHEMISTRY

In this chapter, we propose a general formalism that allows for the estimation of radi-
olysis decomposition pathways and rate coefficients suitable for use in astrochemical
models, with a focus on solid phase chemistry. Such a theory can help increase the
connection between laboratory astrophysics experiments and astrochemical models by
providing a means for modelers to incorporate radiation chemistry into chemical net-
works. The general method proposed here is targeted particularly at the majority of
species now included in chemical networks for which little radiochemical data exists;
however, the method can also be used a starting point for considering better studied
species. We here apply our theory to the irradiation of H2O ice and compare the results
with previous experimental data.1

3.1 Introduction

INTERSTELLAR space is permeated by the highly energetic particles known as cosmic
rays. These particles, which are over 90% protons and typically have energies of
MeV-TeV, are formed in supernovæ (Baade and Zwicky, 1934) or active galactic nu-
clei (see review by Blasi (2013) and references therein). Unlike external UV photons,

cosmic rays are not quickly attenuated in regions with high visual extinctions (>10) and
can undergo a large number of collisions before being fully stopped (Padovani et al., 2009;
Rimmer et al., 2012). The interaction between these ionizing particles and the gas and dust
of the interstellar medium can have significant effects on the physical and chemical prop-
erties of a source (Caselli et al., 1998; Ceccarelli et al., 2011; Guelin et al., 1977; Hasegawa
et al., 1992; Ivlev et al., 2015; Leger et al., 1985) and are thus of great astrochemical interest.

In addition to the production of gas-phase ions, which leads to ion-molecule chemistry,
cosmic rays have two main roles in astrochemical simulations. The more important is in
generating internal UV photons, following the work of Prasad and Tarafdar (1983), which
drive photoionization and photodissociation. In many astrochemical models, cosmic rays
can also non thermally desorb grain-surface species (Ruaud et al., 2016), following work by
Hasegawa et al. (1992). In addition to these functions, however, cosmic rays can also have
a substantial impact on the chemistry of interstellar ices, particularly in cold cores such as

1Originally published as Shingledecker and Herbst (2018)
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TMC-1 where there is very little thermal energy to drive the normal diffusive chemistry of
grain species.

In this work, we will refer to the chemical changes induced by ionizing particles by the
historical and still widely used, though somewhat confusing, name of “radiation chem-
istry (Spinks and Woods, 1990),” which was originally coined by Burton (Magee, 1988)
and meant to distinguish the field from photochemistry. One key characteristic of radia-
tion chemistry is the production of “secondary electrons” which are produced in ionizing
collisions in an irradiated material and typically have energies below ∼ 50 eV (Johnson,
1990).

A large body of work in laboratory astrophysics exists on the action of ionizing radi-
ation on astrophysically relevant ices (Boyer et al., 2016; Rothard et al., 2017), and some
experiments have shown that complex organic molecules, even amino acids, can be pro-
duced in irradiated ice mixtures (Abplanalp et al., 2016; Lafosse et al., 2006). However,
despite the abundance of such studies, astrochemical models largely omit any solid-phase
radiation chemistry. This deficiency in models has been due, in part, to the complexity
of the microscopic processes that contribute to the ultimately measured values in exper-
iments, and the lack of radiochemical data for the majority of the many species now in-
cluded in astrochemical networks. For instance, the chemical network used in recent work
by Ruaud et al. (2016) contains 717 different species.

Recently, in Abplanalp et al. (2016), we made an initial attempt to examine the effects of
radiation chemistry in astrochemical simulations. This was, to the best of our knowledge,
the first time such processes were incorporated into an astrochemical network, and our re-
sults showed that the additions improved the agreement between observed and calculated
abundances. A major obstacle to a more thorough implementation of radiation chemistry
in astrochemical networks has been the lack of a general theory that can be used to reduce
the detail needed in a microscopic model (Shingledecker et al., 2017) to a level more easily
implementable in a typical rate equation model. Ideally, such a theory should be (a) ap-
plicable to any species, (b) utilize readily available physical values as parameters, and (c)
should give results within reasonable agreement of experiments. In this work, we propose
a simple, astrochemically relevant formalism for estimating both the major radiolysis de-
composition pathways and rate coefficients in a manner suitable for addition to standard
chemical networks, which we hope satisfy these criteria. Here, we discuss the theory in
§2, and apply our scheme to water ice in §3. A list of key values used in this work is given
in Table 3.1.

3.2 Theory

3.2.1 Energy loss and W values

Since the early 20th century, it has been known that when a swiftly moving charged par-
ticle of ionizing radiation, which we will call the primary ion, encounters some material,
called the target, the primary ion loses velocity and physicochemical changes to the target



41

Table 3.1: Key symbols used.

Value Units Description
σtot cm2 Total cross section
σn cm2 Nuclear cross section
σe cm2 Electronic cross section
σion cm2 Ionization cross section
σexc cm2 Excitation cross section
Se eV cm2 Total electronic stopping cross section
Sion eV cm2 Ionization stopping cross section
Sexc eV cm2 Excitation stopping cross section
W eV Mean energy per ion pair
G species/100 eV Radiochemical yield
Eion eV Ionization potential
E0 eV Excitation threshold
We eV Total inelastic energy loss
Wion eV Average ionization energy loss
Wexc eV Average excitation energy loss
Ws eV Average sub-excitation energy loss
ϵ eV Secondary electron energy
ζ s−1 Cosmic ray ionization rate
ξ Excitation to ionization ratio
Ne Total number of inelastic collisions
Nion Total number of ionizing collisions
Nexc Total number of excitating collisions
M Number of species created or destroyed
F Total number of inelastic processes
I Total number of ionized states
J Total number of transitions between bound states
fbr Branching fraction
Pe Electron escape probability
Pdis Dissociation probability
ϕst Spitzer & Tomasko cosmic ray flux
ϕism Scaled cosmic ray flux

occur (Curie, 1910). These changes are driven by collisions in which energy is transferred
from the primary to the target (Bethe, 1932; Bohr, 1913). A convenient distinction was
made by Bohr (1913) between energy loss by the swiftly moving charged particle to the
nuclei and electrons, termed elastic and inelastic collisions, respectively. The inelastic col-
lisions can, in turn, be divided into collisions in which the target species are either ionized
or electronically excited. Thus, the total collisional cross section can be represented by
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σtot = σn + σe = σn + σion + σexc (3.1)

with σn and σe being the elastic and inelastic cross sections, and σion and σexc being the
cross-sections for ionization and excitation. Using this distinction between nuclear and
electronic collisions, we can express the “stopping power,” or energy loss per unit path
length for any energetic particle, as

dE

dx
= n(Sn + Se) (3.2)

where n is the density of the target and Sn and Se are the stopping cross sections in units
of energy times area, which are also sometimes referred to by the more descriptive term
“energy loss functions” (Peterson and Green, 1968). The electronic stopping cross section,
Se, characterizes the energy lost in inelastic collisions by a primary ion hitting some target,
and are dependent on the physical properties of both.

The electronic energy loss function, Se, can be described as the sum of each possible
inelastic energy loss, weighted by its cross section. For example, let F be the number
of different inelastic collisional processes in which wf energy is lost by the primary ion
traveling through some target. Moreover, let F be composed of (a) the ionization of I
different states resulting in an energy loss of wion

i and (b), J different excitations between
bound and unbound states resulting in an energy loss of wexc

j . The electronic energy loss
function, Se, is then (Johnson, 1990)

Se =
F∑
f

wfσf =
I∑
i

wion
i σion

i +
J∑
j

wexc
j σexc

j + ... (3.3)

where here, we have neglected higher order processes such as double ionizations.
Consider now the case of the bombardment of a target by a single primary ion where

we approximate the inelastic energy loss function to be Se = Sion +Sexc. Now, let Ne be the
total number of inelastic collisions that occur between target species in the material and
both the primary ion and secondary electrons. Moreover, let Nion be the total number of
ionizing collisions and Nexc be the total number of exciting collisions such that the total
number of inelastic collisions is Ne = Nion + Nexc. The average energy lost in exciting
collisions, Wexc, is then

Wexc =
1

Nexc

Nexc∑
j

wexc
j (3.4)

where wexc
j is the energy lost in each excitation. One can also define an average excitation

cross section, σexc as

σexc =

∑Nexc

j σexc
j wexc

j∑Nexc

j wexc
j

(3.5)



43

The remainder of the inelastic collisions, Nion = Ne−Nexc, result in ionization of species
in the target. One can similarly define the average ionization energy loss to be

Wion =
1

Nion

Nion∑
i

wion
i (3.6)

and the average ionization cross section

σion =

∑Nion

i σion
i wion

i∑Nion

i wion
i

. (3.7)

In equations (3.5) and (3.7), we have averaged the cross sections of both the primary ion
and secondary electrons. Such an approach is physically meaningful, since the cross sec-
tions for both have similar peak values - around 10−16 cm−2 for collisions in solid O2 -
and typically remain within an order of magnitude of each other at high energies (Shin-
gledecker et al., 2017). For every ionizing collision some energy wion

i = Eion + ϵ is lost,
where Eion is the ionization potential of the target species and ϵ is the energy of the newly
liberated secondary electron. If ϵ > Eion, following Fano (1946), we assume that it con-
tributes to the total number of ionizing collisions, Nion. Unlike Fano, however, if ϵ is less
than Eion but greater than some electronic excitation threshold of the target, E0, we will
assume it contributes to the total number of exciting collisions, Nexc. Secondary electrons
with energies below the excitation threshold of the target are known as sub-excitation elec-
trons (Platzman, 1955) and contribute neither to the total number of ionization or excitation
collisions, though are thought to play a critical role in irradiation induced chemistry (Aru-
mainayagam et al., 2010). We will assume (a) that all Nion secondary electrons produced in
ionizing collisions either are formed with energies in the sub-excitation regime, or lose suf-
ficient energy via subsequent ionization or excitation collisions to become sub-excitation
electrons, and (b), that these sub-excitation electrons have an average energy of Ws.

As an example, consider the case of a secondary electron with energy ϵ in a molecular
hydrogen gas, where Eion = 15.4 eV and E0 = 11.2 eV (Philip et al., 2004). Here, ϵ can
be either the initial energy, ϵ0, of the secondary electron, or a subsequent value after the
electron has undergone some number of inelastic collisions. If ϵ is greater than 15.4 eV, we
assume it further ionizes other H2 molecules. If the energy is in the range 11.2 eV ≤ ϵ ≤
15.4 eV, we similarly assume that the electron would cause electronic excitations in H2.
Finally, if ϵ < 11.2 eV, we consider it a sub-excitation electron.

For every ionizing collision, there will be some number of excitation collisions. Let ξ be
the average excitation to ionization ratio, i.e.

ξ =
Nexc

Nion

. (3.8)

Thus, We, the total energy transferred to the target via inelastic collisions with either the
primary ion or secondary electrons is

We = NionWion + ξNionWexc = Nion(Eion +Ws) + ξNionWexc. (3.9)
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One can also express the inelastic energy loss per ionization as W , where

W = Eion +Ws + ξWexc (3.10)

is an important quantity in experimental nuclear physics and radiation chemistry (Bethe
and Ashkin, 1953) and typically has a value of ∼ 30 eV (Dalgarno and Griffing, 1958;
Simon Wedlund et al., 2011).

3.2.2 G values

Some of the inelastic collisions by the primary ion or secondary electrons result in the
dissociation of species in the target material. The number of species created or destroyed
per 100 eV of energy transferred to the system by irradiating particles is known as the
G value, which is another important quantity in radiation chemistry. This radiochemical
yield has a typical value between 0.1-3 molecules/100 eV for bombardment by protons.

The G value has a long history in radiation chemistry, and was proposed by Burton (De-
whurst et al., 1952). As an example, consider the radiolysis of some species, A, described
by

aA⇝ bB + cC + ... (3.11)

where the curly arrow implies bombardment by either a primary ion or secondary elec-
tron, and the lowercase values represent the stoichiometric coefficients of the reactants and
products. The corresponding G-value for the destruction of A, as it might be measured,
would then be

G(−A) = a fbr

(
100

W

)(
M (A)

Nion

)
(3.12)

where a is the stoichiometric coefficient of A, fbr is the branching fraction where there are
multiple product channels, M (A) is the number of A molecules destroyed, and Nion is the
number of ion-pairs produced. The negative value of A in G(−A) implies that A is here
being destroyed. The G values for the destruction of the reactant and production of the
products can then be related via

G(−A)

a
=

G(B)

b
=

G(C)

c
. (3.13)

It should be noted that, strictly speaking, the measured G values characterize a system
in steady state, and are dependent on the physical conditions and nature of the target
(Johnson, 2011). Also, as will be discussed later in this work, the G values of the immediate
production or destruction are not identical to the measured values due to processes that
impact the actual number of species measured.
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3.2.3 Decomposition Pathways

The ultimately reported experimental G values characterize the steady state yields of the
irradiated system. These yields are effective values that reflect the cumulative physico-
chemical changes that occur in the target as a result of bombardment by many primary
ions. Though complex, the series of events caused by a single primary ion can be divided
into several major phases. During the initial “physical” stage of irradiation, the ionizing
and exciting collisions between the target and both the primary ion and secondary elec-
trons occur. Subsequently, during the “physicochemical” stage, radiolysis products are
formed through the dissociation of excited species and the charge neutralization of molec-
ular ions (Johnson, 1990). In a detailed microscopic model, for even a relatively simple
irradiated system, i.e. a pure O2 ice, one must consider a large number of possible radioly-
sis products and decomposition pathways (Shingledecker et al., 2017). This level of detail,
however, is not realistically achievable in most widely used astrochemical models, which
typically use a rate equation approach of some kind and are quite limited in accommo-
dating physical complexity, particularly for grain surface and bulk chemistry (Garrod and
Herbst, 2006; Ruaud et al., 2016; Willis and Garrod, 2017).

Therefore, it is necessary to simplify the microscopic radiochemical processes in a way
that is amenable to inclusion into astrochemical models, yet captures the salient features of
radiation chemistry that contribute to its astrochemical interest. In this work, we propose
that essential astrochemically relevant features of irradiation chemistry are (a) the ioniza-
tion and excitation of target species, (b) the destruction of the target species via charge
neutralization and excitative dissociation, and (c) the formation of radiolysis products, in-
cluding electronically excited suprathermal species. Thus, for molecular species, A, we
propose the following basic decomposition pathways that occur after bombardment by an
energetic particle

aA⇝ aA+ + e (3.14)

aA⇝ aA+ + e → aA∗ → bB∗ + cC∗ (3.15)

aA⇝ aA∗ → bB + cC (3.16)

aA⇝ aA∗ (3.17)

where the star superscript indicates an electronically excited species. Here, we will refer
to processes (3.14)-(3.17) as ion1, ion2, exc1, and exc2, respectively. If A is an atom, we
assume that process (3.16) does not occur and that (3.15) is functionally identical to (3.17).
Once they are formed, we further assume that these electronically excited, or suprather-
mal, species rapidly react, are quenched by the solid (Abplanalp et al., 2016; Johnson, 1990;
Shingledecker et al., 2017), or dissociate in the case of molecular products (Herbst, 1978).
Reactions between ground state species that have a barrier often have little or no barrier
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when one of the reactants is in one of these electronically excited states, which is in part
why such energetic radiolysis products have been of recent astrochemical interest (Shin-
gledecker et al., 2017), and these suprathermal species have been implicated in driving
the non-equilibrium low-temperature solid-phase chemistry seen in previous experiments
(Abplanalp et al., 2016). In a real system, the measured G values will be heavily influenced
by the rate of the backwards reactions, e.g. bB + cC → aA. One advantage of including
reactions (3.14) - (3.17) in an astrochemical simulation is that the back reactions can be
accounted for separately and explicitly, thus, we here focus on the radiolytic destruction
of A and show only the forward reactions. It should be emphasized that reactions (3.14)-
(3.17) most appropriately describe what occurs in the bulk of the solid, where most of the
radiation chemistry is thought to occur (Abdulgalil et al., 2013). Conversely, irradiation-
induced processes at the gas-surface interface, also called the selvedge, are more likely to
lead to desorption, as also noted in work by Abdulgalil et al. (2013).

Having described the major decomposition routes for A via radiolysis, we now turn
our attention to determining the products, which we have here called B and C. We first
examine the products of the excitative dissociation given in (3.16), where A dissociates
after being electronically excited due to an inelastic collision with a primary ion or sec-
ondary electron. One can use the dissociation products from photochemistry Okabe (1978)
as a guide in this regard (Spinks and Woods, 1990), since there is typically no distinction
whether the species absorbed wexc

j eV from an inelastic collision from a particle or a photon
of E = wexc

j when considering a single event. Care must be taken, however, due to two
key differences between photochemistry and radiation chemistry. First, in photochemistry
selection rules govern the possible excitations and product channels. Secondly, since pho-
tochemical experiments often use monochromatic light, only a few, or even one, electronic
transition may result, moreover, not all species in a photochemical target of mixed com-
position will absorb light of the utilized frequency to the same degree, and the chemical
changes observed can be dominated by the dissociation of a single constituent. Conversely,
for ionizing radiation, a larger number of electronic excitations are possible in the target
species, and in mixed materials all components can be physio-chemically altered (Wishart,
1998).

The products of the dissociative recombination reaction given in (3.15) can be more dif-
ficult to estimate. For polyatomic species there exist statistical theories, such as the one
proposed by us in a previous work (Herbst, 1978), in which the excited intermediate is
treated as a complex of excited atoms and the product channels are assumed to be inde-
pendent of the entrance channel. This statistical method works best for molecules with
∼ 3 or more atoms (Chabot et al., 2010). For smaller species, the dissociative recombi-
nation mechanism can be non-statistical; however, since these are typically better studied
than larger species, there is likely to be more relevant experimental and theoretical work
which could be used in determining the nature and energetics of the products. For both
excitative dissociation and dissociative recombination, where there are multiple known
product channels, the corresponding G values for the formation of the products can be
multiplied by a branching fraction, as in equation (3.12).

What, though, are the G values for reactions (3.14)-(3.17)? Consider the case of Nion = 1
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and Nexc = ξ. Based on processes (3.14)-(3.16), we propose the following forms for the G
values describing the effects of an inelastic collision resulting in the ionization or excitation
of some species, A:

Gion1(−A) = aPe

(
100

W

)
M

(A)
ion (3.18)

Gion2(−A) = a (1− Pe)

(
100

W

)
M

(A)
ion (3.19)

Gexc1(−A) = aPdis

(
100

W

)
M (A)

exc (3.20)

Gexc2(−A) = a (1− Pdis)

(
100

W

)
M (A)

exc (3.21)

where a is the stoichiometric coefficient, Pe is the electron escape probability and Pdis is
the dissociation probability. The electron escape probability can be estimated using the
formalism of Elkomoss and Magee (1962), based on which we approximate Pe = 0 for
solids, which means that Gion1 = 0, i.e. that all charged species formed in ionizations are
neutralized. Regarding the dissociation probability, we here set Pdis = 0.5 in the absence
of any experimental or theoretical data for A.

For each process given in Eq. (3.14)-(3.17), we determine the corresponding value of
M (A) from our expression for the W value given in (3.10). Thus, for each ionization

M
(A)
ion = 1 (3.22)

while the number of excitations that occur per ion-pair is then

M (A)
exc = ξ. (3.23)

Following Fueki and Magee (1963) we estimate an average value of ξ from the energy per
ion-pair, W using

ξ =
W − (Eion +Ws)

Wexc

. (3.24)

In solids with large band gaps, excitons, electron-hole pairs formed due to the electronic
excitation of species in the material, have been noted as being both a promising link
between photochemistry and radiation chemistry and an additional initiator of physic-
ochemical changes (Cuppen et al., 2014). These excitons could increase the number of
excited species and thereby amplify the radiochemical yield. Though a consideration of
these effects is beyond the scope of the present work, they could be included via an extra
factor in equation (23) which would take into account the increased number of affected
species.
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Since W is typically ∼ 30 eV (Bethe and Ashkin, 1953; Dalgarno and Griffing, 1958;
Lind, 1961), Gion1 and Gion2 will be similar for most species. Thus, the relative stability of
some electronically excited species, A∗, is reflected more by ξ. From equation (3.24), one
can see that ξ is inversely proportional to Wexc, and thus, the smaller the average excitation
energy, the more excitation collisions that will occur per ion-pair (Johnson, 2011).

To obtain values for Eion and Wexc we assume a solid composed of pure A. For solids,
Eion and by extension, W will typically be lower than the corresponding gas phase val-
ues. Here, for species in interstellar ices, we take Eion to be the ionization potential from
the ground state. The average excitation energy, Wexc, can be approximated as the peak
UV/vis absorption energy, corresponding to the most likely electronic transition (Fueki
and Magee, 1963). Obtaining solid-phase values for Wexc can be difficult; however, gas-
phase values can be easily obtained for many species from online databases such as the
MPI-Mainz UV/Vis spectral atlas2 or the Leiden database for astrophysical molecules3.
The average sub-excitation energy, Ws, can be obtained from the distribution of sub-excitation
electron energies given in Elkomoss and Magee (1962), which is a function of Eion and E0

and is given by

f(ϵ) =

 1[
1 +

(
ϵ

Eion

)]3



[
1 +

(
E0

Eion

)]2
E0

[
1 +

(
E0

2Eion

)]
 0 ≤ ϵ ≤ E0 (3.25)

where ϵ is the sub-excitation energy. The average sub-excitation electron energy can be
obtained from

Ws =

∫ E0

0
f(ϵ)ϵ dϵ∫ E0

0
ϵ dϵ

. (3.26)

In cases where the value of E0 is not accurately known, one can approximate this energy
as E0 ≈ Wexc (Fueki and Magee, 1963).

3.2.4 Rate coefficients for radiolysis

Being thus equipped to estimate G values, we can now use them in determining rate coeffi-
cients for use in standard astrochemical models. From basic kinetic theory, one can express
the first-order rate coefficient for the bombardment of some species by some particles with
a flux of ϕ as k(s−1) = σ ϕ.

In the interstellar medium, cosmic rays are a ubiquitous form of ionizing radiation. Due
to the effects of the Sun, directly measuring the interstellar flux from Earth is not possible
(Parker, 1958), and there are a number of energy distributions in the literature which differ
mainly in the abundance of cosmic rays with energies below ∼ 1 GeV (see Indriolo et al.

2http://satellite.mpic.de/spectral_atlas
3http://home.strw.leidenuniv.nl/ ewine/photo/
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Figure 3.1: Cosmic ray energy distribution from Spitzer and Tomasko (1968).

(2009) and references therein). We here estimate j(E), the cosmic ray intensity, using the
widely used energy distribution of Spitzer and Tomasko (1968), given by

j(E) =
0.90

(0.85 + EG)2.6
1

(1 + 0.01/EG)
(3.27)

where EG is the cosmic ray energy in GeV. This distribution is shown in Fig. 3.1 and,
when integrated for particle energies between 0.3 MeV to 100 GeV, corresponding to the
lower limit of the Spitzer and Tomasko (1968) theory and a conservative upper cosmic ray
energy, one obtains a flux of 8.6 particles cm−2 s−1, which changes only negligibly when the
upper energy limit is increased. This integrated value of the interstellar cosmic ray flux,
which we shall refer to as ϕst, was used in determining what has become the canonical
molecular hydrogen ionization rate of ζ = 1.36 × 10−17 s−1 (Spitzer and Tomasko, 1968).
This ionization rate is a common input parameter in astrochemical simulations, though
is thought to be significantly enhanced in some sources (Indriolo et al., 2009; Oka, 2011;
Shingledecker et al., 2016), particularly those near the galactic center (Oka, 2011). Thus,
we will introduce a scaling factor, relative to ϕst, that can suitably adjust the cosmic ray
flux based on the chosen value of ζ for the source being simulated, i.e.

ϕism = ϕst

(
ζ

10−17

)
(3.28)

where we have assumed here that increasing the ionization rate relative to the standard
value increases the flux but preserves the overall energy distribution.

Thus, the rate coefficients for processes (3.14)-(3.17) are
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kion1 = σion1ϕism (3.29)

kion2 = σion2ϕism (3.30)

kexc1 = σexc1ϕism (3.31)

kexc2 = σexc2ϕism. (3.32)

Where there are no experimental or theoretical data on the cross sections, these can be
estimated using the appropriate G value from equations (3.18)-(3.21). If one expresses Se,
the inelastic stopping cross section, as the sum of the average ionization and excitation
energy losses, then division by the average ionization cross section yields

Se

σion

≈ 1

σion

(σionWion + σexcWexc)

=
1

σion

(σionEion + σionWs + σexcWexc)

= W

(3.33)

and one can then solve for the ionization cross section, i.e.

σion =
Se

W
=

(
Gion

100

)
Se. (3.34)

By substituting one of the G values given in Eq. (3.18)-(3.21) the rate coefficient for the
corresponding process can be estimated (Baragiola et al., 1999). The first-order rate coeffi-
cients for processes n = 3.14-3.17, as can be used in astrochemical models, are therefore,

kn =

(
Gn

100

)
Se ϕism (3.35)

where here, Gn is the G value for process (3.14)-(3.17). Equation (3.35) more strongly char-
acterizes the disappearance of the reactants than the formation of the products as a result
of the correlation between the rate coefficient and the assumptions made here about dis-
sociation and branching fractions. In order to illustrate an extreme case, we here assume
a total absence of relevant theoretical and experimental data for values like Pdis and fbf ;
however, this will not necessarily be true, particularly for common interstellar molecules.

One advantage of Eq. (3.34) is that there exist well known methods for calculating
Se(E) (Bethe, 1932; Johnson, 1990; Ziegler and Biersack, 1985), particularly for high en-
ergy particles with energies above 1 MeV/nucleon (Ziegler and Biersack, 1985). The most
commonly used formula for high energy electronic stopping cross sections is the Bethe
equation (Bethe, 1932), also referred to as the Bethe-Born (Johnson, 1990) or Bethe-Bloch
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Figure 3.2: Electronic stopping cross sections for protons in water, calculated using PSTAR.

equation (Ziegler and Biersack, 1985). For some primary ion, x with a velocity of v collid-
ing with target atom y, the formula is

Se(E) =
4πZ2

xZye
4

mev2

[
ln

(
2mev

2

Eion

)
− 1− C

Zy

]
(3.36)

where me is the electron mass, Zx is the atomic number of x, Zy is the atomic number of
y, and e is the elementary charge. The factor C/Zy is the shell correction term and ac-
counts for cases where v is much greater than the bound electron velocities of y. The Bethe
equation is also used in the popular SRIM program (Ziegler and Manoyan, 1988). This
widely used model is particularly good at calculating energy loss, and can simulate other
physical effects as well, such as lattice damage and surface sputtering; however, it neither
considers the chemical changes that result from inelastic energy loss, nor does it explicitly
distinguish between different kinds of electronic energy loss. We here circumvent these
limitations through our use of the G values, which allows us to connect specific kinds of
inelastic energy loss with specific chemical changes, i.e. radiolytic decomposition path-
ways.

For radiolysis processes in solids, we here use the stopping cross section for water,
which is typically the primary constituent of astrochemical ices (Allamandola et al., 1999;
Ruaud et al., 2016). Using the PSTAR program 4, we obtained the values for Se shown in
Fig. 3.2. A mean value of Se = 1.287× 10−15 cm−2 eV was obtained using

4http://physics.nist.gov/PhysRefData/Star/Text/PSTAR.html
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Se =

∑
Se(E)j(E)∑

j(E)
(3.37)

where here, we have used the Spitzer and Tomasko (1968) cosmic ray energy distribution
for weighting.

Table 3.2: Ionization, excitation, and sub-excitation energies as well as the resulting G
values and rate coefficients for water.5

Parameter Value Source
W 27 eV Johnson (2011)
Eion 12.62 eV Lias (2018)
Wexc 11.12 eV Keller-Rudek et al. (2013)
Ws 3.85 eV See text
Gion2a(-H2O) 1.85 species/100 eV See text
Gion2b(-H2O) 1.85 species/100 eV See text
Gexc1(-H2O) 1.75 species/100 eV See text
Gexc2(-H2O) 1.75 species/100 eV See text
kion2a 2.05× 10−16 s−1 See text
kion2b 2.05× 10−16 s−1 See text
kexc1 1.93× 10−16 s−1 See text
kexc2 1.93× 10−16 s−1 See text
Pe 0.0 See text
Pdis 0.5 See text

3.3 Results & Discussion

We will now apply our theory to the radiolysis of water ice. The resulting G values we ob-
tain using our method are listed in Table 3.2. It should be noted that water is not an under-
studied species by any means in the context of radiation chemistry (Johnson, 1991, 2011),
rather, it is the existence of such data that allows us to estimate the utility of the approxi-
mate treatment we propose here. Again, since we are considering solid-phase species, we
will approximate Pe = 0, i.e. that electron recapture occurs with unit probability. For the
remaining radiolysis pathways we will consider the following product channels:

H2O⇝ H2O
+ + e → OH∗ +H∗ (3.38a)

→ O+H+H∗ (3.38b)

H2O⇝ H2O
∗ → OH+H (3.39)

5Rate coefficients were calculated assuming a cosmic ray ionization rate of ζ = 1.3× 10−17 s−1.



53

H2O⇝ H2O
∗ (3.40)

where products for reaction (3.39) are based on photo products (Roberge et al., 1991) and
those shown in (3.38) are taken from previous water ice radiolysis studies (Johnson, 2011).
We further denote processes (3.38a)-(3.40) as ion2a, ion2b, exc1, and exc2, respectively.
For the sake of illustration, we let f (ion2a)

br = f
(ion2b)
br = 0.5. Thus, the cosmic ray driven

dissociation rate for water, R(CR)
H2O

, is

R
(CR)
H2O

= kion2an(H2O) + kion2bn(H2O) + kexc1n(H2O)

+ kexc2n(H2O)
(3.41)

and the time dependent abundances of the suprathermal species are

d n(H∗)

dt
= kion2an(H2O) + kion2bn(H2O)−

∑
k n(H∗)n(X) (3.42)

d n(OH∗)

dt
= kion2an(H2O)−

∑
k n(OH∗)n(X) (3.43)

d n(H2O
∗)

dt
= kexc2n(H2O)−

∑
k n(H2O

∗)n(X) (3.44)

where the sums are over all destruction reactions. In solids the lifetime of these suprather-
mal species is very short (Abplanalp et al., 2016; Shingledecker et al., 2017) since they will
either rapidly react with a nearby species or be quenched by the solid. Thus, the abun-
dance of these suprathermal species at any time will be very low.

In order to calculate the G values, and by extension the rate coefficients, we use an ion-
ization energy of 12.62 eV (Lias, 2018) and an excitation energy of 11.12 eV, corresponding
to the strong VUV absorption peak at 111.5 nm (Keller-Rudek et al., 2013). These val-
ues were then used in equation (3.25) to determine the sub-excitation energy distribution,
shown in Fig. 3.3 and a mean sub-excitation electron energy of Ws = 3.85 eV using (3.26).
Since, W , the mean energy per ion-pair is typically around ∼ 30 eV, the total ionization
G value is 100/W ≈ 3 molecules/100 eV. For water ice, we used a value of W = 27 eV
(Johnson, 2011) and, assuming complete charge-neutralization, the resulting value we ob-
tain for Gion2 = Gion2a + Gion2b is 3.70 molecules/100 eV. Assuming Pdis = 0.5 means that
Gexc1 = Gexc2, which for water ice results in G values of 1.75 molecules/100 eV.

Direct comparison of our calculated G values with experimentally determined ones
is complicated by the fact that distinguishing between different radiolysis pathways can
be difficult, since excited molecular species either relax, dissociate, or react very quickly
upon formation (Abplanalp et al., 2016; Shingledecker et al., 2017) and it is more common
to infer these G values from the measured abundances of product species (Spinks and
Woods, 1990). Hart, E.J. and Platzman, R. L. (1961) determined a value of G(H2) ≈ 0.7
molecules/100 eV based on out-gassing of H2 from water ice irradiated by α particles. In
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Figure 3.3: sub-excitation electron energy distribution for water, calculated using equation
(3.25).

the water decomposition pathways given in (3.38a)-(3.40), hydrogen is produced in (3.38)
and (3.39). Since the canonical value of Gion is typically 3, and since the suprathermal
products of the dissociative recombination are likely to be very short lived due to their
increased reactivity (Abplanalp et al., 2016), we will focus our comparison on Gexc1. If
one rewrites process (3.39) as H2O ⇝ OH + (1/2)H2, then, following the relation given in
(3.13), we estimate a G value for the formation of H2 of Gexc2(H2) = 0.875 molecules/100
eV, which is ∼ 20% larger than the measured value of 0.7 molecules/100 eV. The difference
between the measured and calculated G values underscores the difference between the
G values of immediate formation and destruction and the measured quantities, which in
this case are likely lower due to some combination of (a) outgassing of unreacted atomic
hydrogen (b) competing reaction pathways, or (c) trapping in the ice. In a standard gas-
grain astrochemical model, (a) and (b) at least are usually accounted for in some manner
(Ruaud et al., 2016). Using Eq. (3.35) with the previously given values for ϕism and Se

results in rate coefficients of kion2a = kion2b = 2.05×10−16 s−1 and kexc1 = kexc2 = 1.93×10−16

s−1.

How important are these processes, though, in interstellar chemistry? In dense molec-
ular clouds, where external UV photons are quickly attenuated, another possible dissoci-
ation mechanism for gas and grain species is via bombardment by internal UV photons,
which are formed as a result of cosmic ray ionization of molecular hydrogen (Prasad and
Tarafdar, 1983). Gredel et al. (1989) express the cosmic ray induced photodissociation rate,
R

(CRP)
A , for some species, A, as
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R
(CRP)
A =

(
pA

1− ω

)
ζ n(A) (3.45)

where ω is the grain albedo and pA is an efficiency factor for species A. From Gredel et al.
(1989), we get ω = 0.5 and pH2O = 971. Comparing R

(CR)
H2O

/R
(CRP)
H2O

, where R
(CR)
H2O

is given in
equation (3.41), implies that the “direct” cosmic ray driven process of water radiolysis oc-
curs with ∼ 3% of the rate of “indirect” internal UV photodissociation. By way of further
comparison, R(CR)

H2O is ∼ 109 times greater than the rate of photodissociation caused by exter-
nal UV photons (van Dishoeck, 1988) from the interstellar radiation field (Draine, 1978) in
a source with visual extinction of Av = 10, typical of dense molecular clouds. As indicated
by previous experimental work (Abplanalp et al., 2016; Lafosse et al., 2006), radiolysis is
astrochemically attractive, in part, because of the resulting suprathermal products, which
can drive the formation of even complex molecules in low temperature ices, in addition to
enhancing diffusion and desorption (Hasegawa et al., 1992; Ivlev et al., 2015; Leger et al.,
1985). Thus, our calculated rate for the cosmic ray driven radiation chemistry of water
is suggestive of the potential importance of these processes for other interstellar species.
This conclusion is in line with our preliminary modeling results in which experimental G
values were used (Abplanalp et al., 2016). The simulation results presented in Abplanalp
et al. (2016) indicated that the importance of direct cosmic ray ice processing is on par with,
and in that case even more important than, indirect cosmic ray VUV photon processing.

As previously alluded to in this work, the underlying processes which drive the radi-
ation chemistry are indeed complex (Shingledecker et al., 2017), and interpreting experi-
mental data may require significantly more speculation than is needed in photochemistry
(Spinks and Woods, 1990); however, given the level of detail of standard astrochemical
models, reducing the complexity to a few key processes, as described here, can at least al-
low workers to assess the impact of ionizing radiation on the overall abundances predicted
with astrochemical models.

3.4 Conclusion

In conclusion, in this work we have presented a general theory for estimating the radiol-
ysis pathways and rate coefficients for any arbitrary species, A, which can be utilized by
non-experts in irradiation chemistry. This formalism uses readily available physical val-
ues as input, and yields G values which are within an astrochemically satisfactory level
of agreement with experimental data. The size of the calculated rate coefficients com-
pared with the standard interstellar ionization rate point to the potential importance of
radiolysis in grain-surface chemical networks, as does the growing body of laboratory as-
trophysics data showing that non-equilibrium irradiation-induced solid-phase chemistry
can drive low-temperature complex organic molecule formation (Abplanalp et al., 2016;
Lafosse et al., 2006).
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CHAPTER 4

ON COSMIC RAY-DRIVEN GRAIN
CHEMISTRY IN COLD CORE MODELS

In this chapter, we present preliminary results illustrating the effect of cosmic rays on
solid-phase chemistry in models of both TMC-1 and several sources with physical con-
ditions identical to TMC-1 except for hypothetically enhanced ionization rates. Using
work described in Chapter 3, we calculated the radiochemical yields, called G values, for
the primary dust grain ice-mantle constituents. We show that the inclusion of this non-
thermal chemistry can lead to the formation of complex organic molecules from sim-
pler ice-mantle constituents, even under cold core conditions. In addition to enriching
ice-mantles, we find that these new radiation-chemical processes can lead to increased
gas-phase abundances as well, particularly for HOCO, NO2, HC2O, methyl formate
(HCOOCH3), and ethanol (CH3CH2OH). These model results imply that HOCO -
and perhaps NO2 - might be observable in TMC-1. Future detections of either of these
two species in cold interstellar environments could provide strong support for the im-
portance of cosmic ray-driven radiation chemistry. The increased gas-phase abundance
of methyl formate can be compared with abundances achieved through other formation
mechanisms such as pure gas-phase chemistry and three-body surface reactions.1

4.1 Introduction

COSMIC rays are a form of high-energy (MeV - TeV) ionizing radiation composed
mostly of protons thought to form both in supernovae and galactic nuclei (Baade
and Zwicky, 1934; Blasi, 2013; Lemaître and Vallarta, 1933). It has long been
speculated that these energetic particles can have significant physicochemical

effects on the interstellar medium (ISM) as a result of collisional energy transfer to the
matter in a region. For example, in Herbst and Klemperer (1973), cosmic rays were shown
to be the drivers of cold core chemistry via

H2 ⇝ H+
2 + e− (4.1)

followed by
H+

2 +H2 → H+
3 +H (4.2)

1Originally published as Shingledecker et al. (2018)
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where the curly arrow implies bombardment by an energetic particle. The ion-molecule
reactions initiated by H+

3 are of central importance in the subsequent formation of poly-
atomic species. In addition, cosmic rays are thought to play an important role both in
source heating (Ao et al., 2013; Goldsmith and Langer, 1978) and in generating internal
UV photons in cold cores through the Lyman and Werner band excitation of H2 (Prasad
and Tarafdar, 1983).

The Galactic value of the cosmic ray ionization rate, ζ , cannot be directly measured
from Earth due to the effects of the Solar wind (Parker, 1958). It is thought that the most
common ionization rate in the ISM is ζ ≈ 10−15 s−1 everywhere but in dense regions (Gre-
nier et al., 2015), where interactions between the dense cloud and the charged particles
that comprise cosmic rays result in a reduced ionization rate of ∼ 10−17 s−1 (Rimmer et al.,
2012). However, even in dense regions, local effects can result in substantially higher fluxes
of ionizing radiation leading to ionization rates in the range ζ ≈ 10−15 − 10−14 s−1. Such
rates arise in Sgr A* (Ao et al., 2013; Yusef-Zadeh et al., 2013,?), and in sources like W51C,
which are near supernova remnants (Ceccarelli et al., 2011; Shingledecker et al., 2016).

Collisions between cosmic rays and dust grains are also important in the ISM. For in-
stance, Ivlev et al. (2015) note that cosmic rays affect the net charge on dust particles, which
has an influence on grain growth. Cosmic ray collisions have also been implicated in im-
pulsive grain heating (Hasegawa and Herbst, 1993; Ivlev et al., 2015), which can stimulate
both diffusive chemistry and desorption. Despite this, the direct chemical effects resulting
from cosmic ray bombardment of dust grain ice mantles are not currently considered in
astrochemical models. Previous experimental work has shown that the bombardment of
low-temperature ices by ionizing radiation can trigger a rich chemistry (Abplanalp et al.,
2016; Hudson and Moore, 2001; Rothard et al., 2017) - including the formation of complex
organic molecules such as amino acids (Holtom et al., 2005; Hudson et al., 2008; Lafosse
et al., 2006).

Following Bohr (1913), the energy lost by an energetic particle per distance travelled -
called the stopping power - can be approximated by the sum of two types of energy loss,
as seen in the following equation:

dE

dx
= n(Sn + Se) (4.3)

where n is the density of the target material, while Sn and Se are so-called stopping cross
sections (Johnson, 1990; Ziegler and Biersack, 1985) - also known as energy loss func-
tions, in units of area × energy (Peterson and Green, 1968). Here, Sn characterizes the
elastic energy collisionally transferred to nuclei in a material, while Se characterizes the
energy transferred to electrons in inelastic collisions (Bohr, 1913; Johnson, 1990; Spinks
and Woods, 1990). Inelastic events, in turn, are typically approximated as consisting of
collisions that cause either the ionization or electronic excitation of target species. The
ionization of species in a material results in the formation of so-called “secondary elec-
trons” (Spinks and Woods, 1990). Around 104 secondary electrons can be produced per
MeV transferred to a material, and they play a critical role in propagating physicochemi-
cal changes initiated by primary ions (Gerakines et al., 2001; Mason et al., 2014; Spinks and
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Woods, 1990).
In Abplanalp et al. (2016), we made the first attempt - to the best of our knowledge

- to incorporate experimentally determined chemical reactions resulting from radiation
processes into an astrochemical model. Based on insights gained both from that work,
and from radiation chemistry based on a subsequent detailed microscopic Monte Carlo
model (Shingledecker et al., 2017), we developed a general method described in detail in
Shingledecker and Herbst (2018) targeted at the great majority of astrochemically relevant
radiolysis processes which have not been studied in detail in the laboratory. The basis of
this method is that a microscopic collision between a target species, A, and either a primary
ion or secondary electron is assumed to have one of the following outcomes:

A⇝ A+ + e− (R1)

A⇝ A+ + e− → A∗ → bB∗ + cC∗ (R2)

A⇝ A∗ → bB + cC (R3)

A⇝ A∗. (R4)

Here, the asterisk indicates an electronically excited species, which can be referred to as
“suprathermal” (Abplanalp et al., 2016); B and C are the dissociation products; and the
lowercase letters are the stoichiometric coefficients (Spinks and Woods, 1990). In this work,
we will refer to molecular dissociation due to bombardment by ionizing radiation as radi-
olysis (Johnson, 2011; Spinks and Woods, 1990).

In processes (R1) and (R2), A is ionized upon collision with an energetic particle, re-
sulting in the ion-pair A+ + e−, which can quickly undergo dissociative recombination, as
shown in (R2). The relative importance of (R1) and (R2) is characterized by the electron
escape probability, Pe, which we will here assume to be zero for solid-phase processes, so
that (R1) is negligible. In processes (R3) and (R4), A is electronically excited after collision
with an energetic particle. As with the ionizing processes, (R1) and (R2), the relative im-
portance of (R3) and (R4) is given by Pdis, the dissociation probability, which we will here
assume to be 0.5 in the absence of relevant experimental or theoretical values.

The suprathermal species produced in processes (R2) and (R4) are critical when consid-
ering the effects of radiation exposure on a material, particularly in cold regions, because
their energies are often sufficient to overcome reaction barriers that are inaccessible to
the reactants in their ground electronic states (Spinks and Woods, 1990). Previous exper-
imental work suggests that these electronically excited species can drive the formation of
complex organic molecules, even in solids at 5 K (Abplanalp et al., 2016), where they likely
either rapidly react with a neighbor or are quenched by the material (Spinks and Woods,
1990).

The overall efficiency of processes (R1)-(R4), called the radiochemical yield, is charac-
terized by the G value (Dewhurst et al., 1952), defined as the number of molecules created
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or destroyed per 100 eV deposited by an incident energetic particle into some system. As
described in detail in Shingledecker and Herbst (2018), the G values for processes (R1)-(R4)
can be calculated using the following expressions:

GR1 = Pe

(
100 eV

W

)
(4.4)

GR2 = (1− Pe)

(
100 eV

W

)
(4.5)

GR3 = Pdis

(
100 eV

W

)(
W − (Eion +Ws)

Wexc

)
(4.6)

GR4 = (1− Pdis)

(
100 eV

W

)(
W − (Eion +Ws)

Wexc

)
(4.7)

where W is the mean energy per ion-pair (usually ∼ 30 eV) (Dalgarno and Griffing, 1958;
Edgar et al., 1973), Eion is the ionization energy of A, Wexc is the average excitation energy
of A, and Ws is the average sub-excitation energy of the secondary electrons formed via
the ionization of A (typically ∼ 3 eV) (Elkomoss and Magee, 1962; Fueki and Magee, 1963).

By definition, there is one ionization per ion-pair; however, the number of excitations
per ionization is a function of the average excitation energy. The average number of exci-
tations per ionization, ξ, is given by

ξ =
W − (Eion +Ws)

Wexc

(4.8)

and is the extra factor included in Eqs. (4.6) and (4.7). Physically, for every W eV lost per
ion-pair, an amount equal to Eion of that energy is used to generate the ion-pair, and some
small amount Ws accounts for the fact that secondary electrons (a) lose energy through
inelastic collisions or (b) have insufficient energy upon formation to either ionize or excite
species in the material. Thus, the remaining energy per ion-pair available to cause elec-
tronic excitations is W − (Eion + Ws), and ξ, the average number of excitations that can
result from this amount of energy, is a function of the average excitation energy, Wexc.

These G values can, in turn, be used to estimate the first-order rate coefficients (s−1) of
processes R1-R4 via

kR1 = GR1

(
Se

100 eV

)(
ϕST

[
ζ

10−17

])
(4.9)

kR2 = GR2

(
Se

100 eV

)(
ϕST

[
ζ

10−17

])
(4.10)

kR3 = GR3

(
Se

100 eV

)(
ϕST

[
ζ

10−17

])
(4.11)
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kR4 = GR4

(
Se

100 eV

)(
ϕST

[
ζ

10−17

])
. (4.12)

Here, ϕST is the integrated Spitzer-Tomasko cosmic ray flux (8.6 particles cm−2 s−1) (Spitzer
and Tomasko, 1968), ζ is the H2 ionization rate, and Se is the electronic stopping cross sec-
tion (Bethe, 1932; Johnson, 1990; Ziegler and Biersack, 1985). Amorphous H2O is typically
the dominant ice-mantle constituent; thus, we approximate the stopping cross section for
protons in amorphous water ice with the more readily available values for liquid water,
which were calculated using the PSTAR program2. An average value of Se = 1.287× 10−15

cm2 eV was obtained using the Spitzer-Tomasko cosmic ray flux (Spitzer and Tomasko,
1968). As discussed further in §4.3, when multiplied by the density of the reactant species,
Eqs. (4.9)-(4.12) refer to the time dependence of the concentration of products produced
by radiolysis - driven mainly by inelastic collisions involving secondary electrons.

We here examine how radiolysis of the primary dust grain ice mantle constituents in-
fluences the chemistry of cold cores like TMC-1. The organization of the rest of this paper
is as follows: in §4.2 we give details concerning the code and physical conditions used
here, while §4.3 contains a description of the reactions and processes added to the net-
work for this work. §4.4 concerns the description and discussion of our major findings,
while in §4.5, we summarize our results and point to areas of future development.

4.2 Model

In this work, we focus on the chemistry of cold cores, such as TMC-1. Despite the low
temperatures of these regions, their chemical complexity has been highlighted by recent
detections of species such as HC5O (McGuire et al., 2017), HC7O (Cordiner et al., 2017;
McGuire et al., 2017), and the aromatic molecule benzonitrile (McGuire et al., 2018). The
effects of radiation chemistry should be more pronounced in these cold interstellar envi-
ronments since thermal diffusion is inhibited, thus increasing the relative importance of
fast solid-phase reactions involving suprathermal species.

We utilized the NAUTILUS-1.1 astrochemical model (Ruaud et al., 2016), in which three
phases are simulated, specifically, (a) the gas-phase, (b) the ice/grain-surface, and (c) the
ice-mantle bulk. This distinction between the surface and bulk of the ice is helpful here,
since it highlights an important aspect of solid-phase radiation chemistry, namely, that
bombardment by ionizing radiation can greatly increase the chemical importance of the
bulk ice, since this is the phase in which the majority of the physicochemical changes likely
occur (Johnson, 1990; Shingledecker et al., 2017; Spinks and Woods, 1990). The degree of
penetration into the ice constitutes a major difference between photochemistry and radia-
tion chemistry (Gerakines et al., 2001, 2004). In the absence of bombardment by energetic
particles, the surface is significantly more important in astrochemical models, due both to
the lower diffusion barriers and direct contact with the surrounding gas. The non-thermal

2https://physics.nist.gov/PhysRefData/Star/Text/PSTAR.html
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desorption mechanisms for surface species are (1) chemical desorption with a standard 1%
efficiency (Garrod et al., 2007) (2) cosmic ray-induced desorption (Hasegawa and Herbst,
1993), and (3) photodesorption (Bertin et al., 2013).

We ran simulations of two different types of sources, the cold core TMC-1 and a group
of hypothetical sources physically identical to TMC-1, other than having higher ionization
rates. The latter set of simulations were run in order to identify any trends in our models
arising from the included radiation chemistry. The physical conditions used here for both
sets of simulations are given in Table 1, and all models utilized the same initial elemental
abundances, listed in Table 2.

Table 4.1: Model parameters and physical conditions used.

Parameter TMC-1 Hypothetical Sources
nH (cm−3) 104 104

ndust (cm−3) 1.8× 10−8 1.8× 10−8

Tgas (K) 10 10
Tgrain (K) 10 10
Av (mag) 10 10
Nsite (cm−2) 1.5× 1015 1.5× 1015

ζ (s−1) 10−17 10−17 − 10−14

Table 4.2: Elemental abundances used in this work.

Element Value Source
X(H2) 5.00× 10−1

X(He) 9.00× 10−2 Wakelam and Herbst (2008)
X(N) 2.14× 10−5 Wakelam and Herbst (2008)
X(O) 1.70× 10−4 McGuire et al. (2018)
X(C+) 1.70× 10−4 Jenkins (2009)
X(S+) 8.00× 10−8 Graedel et al. (1982)
X(Si+) 8.00× 10−9 Graedel et al. (1982)
X(Fe+) 3.00× 10−9 Graedel et al. (1982)
X(Na+) 2.00× 10−9 Graedel et al. (1982)
X(Mg+) 7.00× 10−9 Graedel et al. (1982)
X(P+) 2.00× 10−10 Graedel et al. (1982)
X(Cl+) 1.00× 10−9 Graedel et al. (1982)
X(F) 6.68× 10−9 Neufeld et al. (2005)

4.3 Network

Our three-phase chemical network is based on the one described in Ruaud et al. (2016) to
which we have added the gas-phase reactions of Balucani et al. (2015). To this network,
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Table 4.3: Parameters used in calculating G values and rate coefficients. Ionization ener-
gies were taken from Lias (2018), and average excitation energies from Keller-Rudek et al.
(2013).

Species Eion Wexc Ws

(eV) (eV) (eV)
H2O 12.621 11.190 3.824
O2 12.070 8.500 3.886
O3 12.530 4.860 3.815
CO 14.014 13.190 3.947
CO2 13.777 13.776 3.927
NO 9.264 13.776 3.422
NO2 9.586 21.377 3.478
O2H 11.350 5.961 3.694
H2O2 10.580 10.332 3.606
CH3OH 10.840 14.760 3.636
NH3 10.070 9.110 3.542
H2CO 10.880 7.940 3.641
CH4 12.610 13.000 3.823
CH3COCH3 9.703 6.358 3.494

we have further included both cosmic ray-induced dissociation of the major ice mantle
constituents and reactions involving the suprathermal products. Radiochemical yields (G
values) and rate coefficients were calculated using the Shingledecker-Herbst method, and
are a function of Eion, Wexc, and Ws. Values for the ionization energy, Eion, were taken from
the NIST Chemistry Webbook (Lias, 2018). The average electronic excitation energies, Wexc,
were estimated from the strongest UV-Vis absorption for each species (Fueki and Magee,
1963; Shingledecker and Herbst, 2018) based on spectra in the MPI-Mainz UV-Vis Spectral
Atlas (Keller-Rudek et al., 2013). Finally, the average sub-excitation electron energies were
calculated using the method of Elkomoss and Magee (1962). A list of both the species that
undergo radiolysis as well as the associated parameters used in calculating rate coefficients
are given in Table ??, while Table 4 in Appendix A lists the new solid-phase radiolysis
pathways for each species.

In our models, we assume the processes in Table 4 occur both on the surface and in
the ice mantle and have labeled them Types I, II, and III. Type I radiolysis corresponds
to the process given in equation (R2) where species A is ionized and recombines with the
newly formed electron to produce suprathermal dissociation products. Type II processes
correspond to the sequence of events given in equation (R3), where A dissociates into
thermal products after being collisionally excited by an energetic particle. Finally, Type III
processes are characterized by equation (R4), where A is collisionally excited, but does not
immediately dissociate.

As supported by previous experimental work (Abplanalp et al., 2016; Bennett and
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Kaiser, 2005; Bergantini et al., 2018), we assume that for a suprathermal species B∗, the
lifetime in solids is much shorter (<< 1 s) than the average surface or bulk thermal hop-
ping time, tBhop (>> 1 s at 10 K) (Hasegawa et al., 1992). As noted by Bennett and Kaiser
(2005), the short lifetimes of these suprathermal species, relative to their hopping times at
low temperatures, means that their solid-phase chemistry is likely dominated by reactions
with neighbors. Therefore, we assume that once formed, suprathermal species only either
react or relax back to the ground state. For reactions of the form

A+B∗ → products. (4.13)

we use the following formula for calculating the rate coefficients, kST(cm3s−1):

kST = fbr

[
νB
0 + νA

0

Nsitendust

]
(4.14)

where fbr is the product branching fraction, ndust is the dust density - here equal to 1.8 ×
10−8 cm−3, Nsite is the number of physisorption sites on the grain - here equal to 1.5× 1015

cm−2, and νX
0 is the characteristic vibrational frequency for some physisorbed species, X ,

which is typically in the range of 1−3×10−12 s−1 (Herbst and Millar, 2008). This frequency
can be estimated (Landau and Lifshitz, 1976) using the formula

νX
0 =

√
2NsiteEX

b

π2mX

(4.15)

where mX is the mass of X and EX
b is the diffusion barrier, which we here set equal to 40%

and 80% - for surface and bulk species, respectively - of the desorption energies used in
Ruaud et al. (2016). Since the dominant mechanism for reactions involving suprathermal
species in solids is likely not diffusive (Bennett and Kaiser, 2005), Eq. (4.14) is similar to
the typical solid-phase bimolecular rate coefficients, but differs from them in that it does
not contain either (a) a term characterizing thermal hopping or (b) a factor accounting
for tunneling through reaction barriers, since we assume that suprathermal species are
sufficiently energetic to react without a barrier (Hasegawa et al., 1992).

In addition to destruction through chemical reactions, we also assume that suprather-
mal species can be vibrationally quenched by the ice-mantle (Bennett and Kaiser, 2005;
Spinks and Woods, 1990). Here, we use the characteristic frequency, νB

0 , to approximate
the rate coefficient of processes of the form

B∗ +M → B +M, (4.16)

where M is the bulk ice, acting as a third body.
To illustrate how this radiation chemistry is incorporated into our chemical network,

consider the formation and destruction of the suprathermal species, B∗, which is produced
solely via process (R2) and only reacts with A, as in Eq. (4.13). In this example then, the
rate of change of n(B∗) is given by the equation
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d n(B∗)

d t
= kR2n(A)− νB

0 n(B
∗)− kSTn(A)n(B

∗) (4.17)

where the first term on the right gives the production of B∗ via the radiolysis of A, the
second term gives the quenching rate for B∗, and the third term gives the rate of destruc-
tion via reaction with A - with kST being the rate coefficient for suprathermal reactions
given in Eq. (4.14). We emphasize that in our actual network, most suprathermal species
are produced from the radiolysis of more than one species, and all have more than one
destructive reaction.

The suprathermal reactions we have added to our network can be grouped into two
classes. Class 1 refers to those that are similar to reactions involving ground state species
already included in the network, while Class 2 refers to novel reactions unlike those cur-
rently included for thermal species. To illustrate Class 1 reactions, consider the following
example:

H(s) + CO(s) → HCO(s) (4.18)

which has an activation energy of 2300 K in the Ruaud et al. (2016) network, in addition to
a diffusion barrier. Here, (s) indicates either a surface or bulk species. We will later use (g)
to denote gaseous species, and in cases where reactants labeled with (s) lead to products
in the gas-phase, the reactants are assumed to be surface species only. Here we include the
following Class 1 suprathermal reactions based on (4.18):

H∗(s) + CO(s) → HCO(s) (4.19)

H(s) + CO∗(s) → HCO(s). (4.20)

We assume no barrier for both reaction (4.19) and (4.20), as implied by results from ice
irradiation experiments (Abplanalp et al., 2016). Rate coefficients for reactions (4.19) and
(4.20), as well as for all similar Class 1 suprathermal reactions, are calculated in our model
using Eq. (4.14). Another group of Class 1 reactions included in our network are based
on work by Hudson (2017), who found ketene (H2CCO) among the products of acetone
irradiation, which could form via

CH3 + CH3CO → H2CCO+ CH4 (4.21)

where the CH3 and CH3CO radicals result from either Type I or II radiolysis of acetone.
We have included both the reaction between ground state radicals as well as reactions
involving a single suprathermal reactant, similar to reactions (4.19) and (4.20). A full list
of these new reactions is available from the authors.

Class 2 is used to categorize novel reactions that are unlike the kinds of thermal reac-
tions typically considered in gas/grain models. To illustrate why this type of chemistry is
astrochemically interesting, consider the following Class 2 reaction:
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O(s) + CH4(s) → CH3OH(s). (4.22)

This type of reaction is known as an “insertion” since the oxygen atom is inserted into
one of the C-H bonds to form methanol. Reaction (4.22) is highly endothermic, having
an activation energy of ∼ 4300 K (Baulch et al., 1992); however, Bergner et al. (2017)
recently found that O(1D) and methane could efficiently react to form methanol in low
temperature ices via this mechanism. Further evidence for the importance of solid-phase
irradiation-driven insertion reactions comes from recent work by Bergantini et al. (2018),
who found that such processes could lead to ethanol and dimethyl ether formation at low-
temperatures. Thus, Class 2 reactions may contribute to the formation of COMs, even in
cold interstellar environments.

In this study, we added Class 2 reactions for both C∗ and O∗, as listed in Table 5
of Appendix B. Many of these new reactions were drawn from combustion chemistry.
Since cosmic rays, such as other forms of ionizing radiation, produce highly non-thermal
species, some of the endothermic reactions previously considered in the context of high-
temperature systems become relevant when considering irradiated low-temperature ices.

We have also included gas-phase destruction reactions for HOCO. In addition to pho-
todissociation by internal and external UV photons, the reactions listed in Table 6 of Ap-
pendix C were added to the Ruaud et al. (2016) network, with neutral-neutral rate coeffi-
cient parameters given in terms of α, β, and γ using the Arrhenius-Kooij formula

kAK = α

(
Tgas

300K

)β

exp

(
− γ

Tgas

)
(4.23)

where Tgas is the kinetic temperature of the gas.
For reactions between the polar neutral HOCO and ions, we use the Su-Chesnavich

capture theory (see Woon and Herbst (2009) and references therein). For HOCO, values
of µD = 3.179 D and αp = 2.739 Å3 were utilized for the dipole and dipole polarizability,
respectively (Johnson, 2016).

4.4 Results & Discussion

Given the relative novelty of the radiation chemistry we have added to our chemical net-
work, it is natural to question what effect these new reactions will have on the abundances
of important cold core species. To that end, in Fig. 4.1 we show the calculated abundances
of the cyanopolyynes in our TMC-1 models, both with and without the new reactions
listed in Tables 4 and 5. Reassuringly, one can see that there are no significant differences
between cyanopolyyne abundances in the two sets of results - a key test since modern
astrochemical models are typically able to reproduce the observed abundances of these
species quite well (McGuire et al., 2017)

Since cyanopolyynes are formed in the gas-phase (Loomis et al., 2016), and all of the
radiolysis processes considered in this work are assumed to take place in or on the surface
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(a) (b)

Figure 4.1: Gas-phase abundances in TMC-1 of HC3N (solid line), HC5N (dotted line),
HC7N (dashed line), and HC9N (dot-dashed line), calculated both with (a) and without
(b) the new radiation chemistry.

(a) (b)

Figure 4.2: Abundances of H2O in the gas (solid line), on grain surfaces (dotted line),
and in the bulk (dashed line), calculated both with (a) and without (b) the new radiation
chemistry.

of dust-grain ice mantles, a better confirmation of the new chemistry may be to examine
the abundance of the primary ice-mantle constituent, namely, water. Therefore, in Fig. 4.2
we show the abundance of water in the gas-phase, ice-surface, and ice-bulk in our TMC-1
models both with and without radiation chemistry. Again, we find that the differences
between the two are negligible. Thus, the addition of the novel reactions does not lead
to unphysical predictions for common species (e.g. water), nor does it obviously degrade
our ability to reproduce the abundances of commonly observed molecules such as the
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cyanopolyynes.
However, we have found that the addition of cosmic ray-driven reactions does indeed

have a significant effect on the abundances of a number of astrochemically interesting
species in our model. In the remainder of this section, we will describe how the inclusion
of radiation chemistry affects HOCO, NO2, HC2O, and HCOOCH3, which showed the
most pronounced enhancements in gas-phase abundance.

4.4.1 HOCO

(a) (b)

(c)

Figure 4.3: Simulated TMC-1 abundances of HOCO in the gas (a), on the grain/ice sur-
face (b), and in the ice bulk (c), calculated both with (solid line) and without (dotted line)
radiation chemistry.

As shown in Fig. 4.3, abundances of HOCO are increased in simulations including
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radiation chemistry in the three phases of the model: gas, ice surface, and ice bulk. This
increase is due primarily to the following surface reaction

OH∗(s) + CO(s) → HOCO(g) (4.24)

where the HOCO product undergoes chemical desorption (Garrod et al., 2007). Here, sur-
face abundances of CO are primarily the result of the adsorption from the gas-phase, and
OH∗ is primarily formed via the Type I radiolysis of water

H2O(s)⇝ OH∗(s) + H∗(s). (4.25)

The fact that HOCO is significantly enhanced in our TMC-1 simulations is notable be-
cause this species is more commonly encountered in high-temperature combustion chem-
istry (McCarthy et al., 2016; Smith and Zellner, 1973); however, in Milligan and Jacox (1971)
- perhaps the first work to identify HOCO - this species was detected in a mixed H2O:CO
ice after irradiation by VUV photons, underscoring the similarity between the products
of both combustion and radiation (or high-energy photo-) chemistry. Thus, the detection
of species like HOCO in a cold interstellar region would be a strong indication of cosmic
ray-induced radiation chemistry at work.

As shown in Fig. 4.3a, the peak gas-phase fractional abundance of HOCO is ∼ 10−11.
Assuming a hydrogen column density for TMC-1 of N(H2) ≈ 1022 cm−2 (Gratier et al.,
2016) results in a predicted HOCO column of N(HOCO) ≈ 1011 cm−2. Since HOCO has a
dipole of ∼ 3 Debye (Johnson, 2016), these model results imply that this species is poten-
tially observable in TMC-1.

4.4.2 NO2

NO2 is another species the abundance of which is enhanced in simulations that include
radiation chemistry. As shown in Fig. 4.4, as for the case of HOCO, NO2 abundances are
increased in all three model phases, although the connection between these enhancements
and radiation chemistry is slightly more complex than in the case of HOCO.

At early times (< 104 yr), the dominant formation route for gas-phase NO2 is the reac-
tion

NO(g) + O2H(g) → NO2(g) + OH(g). (4.26)

Here, gas-phase O2H abundances are enhanced via

O(s) + OH∗(s) → O2H(g). (4.27)

At later times in the TMC-1 simulations, the dominant formation routes for NO2 are

O(s) + NO∗(s) → NO2(g) (4.28)

O∗(s) + NO(s) → NO2(g). (4.29)
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(a) (b)

(c)

Figure 4.4: Simulated TMC-1 abundances of NO2 in the gas (a), on the grain/ice surface (b),
and in the ice bulk (c), calculated both with (solid line) and without (dotted line) radiation
chemistry.

At all simulation times, surface NO∗ is formed mainly via the Type III excitation of NO:

NO(s)⇝ NO∗(s) (4.30)

while O∗ is formed from the Type I radiolysis of water, CO, and CO2:

H2O(s)⇝ O∗(s) + H∗
2(s), (4.31)

CO(s)⇝ C∗(s) + O∗(s), (4.32)

CO2(s)⇝ CO∗(s) + O∗(s). (4.33)
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As shown in Fig. 4.4a, the peak gas-phase relative abundance of NO2 in our TMC-1
model is ∼ 4 × 10−11, corresponding to a column density of ∼ 4 × 1011 cm−2. Though
this is slightly higher than the predicted abundance of HOCO, observations of NO2 are
challenging due to its small permanent dipole of < 1 Debye (Johnson, 2016).

4.4.3 HC2O

(a) (b)

(c)

Figure 4.5: Simulated TMC-1 abundances of HC2O in the gas (a), on the grain/ice sur-
face (b), and in the ice bulk (c), calculated both with (solid line) and without (dotted line)
radiation chemistry.

The ketenyl radical, HC2O, was first observed in the cold (Tkin ≈ 15 K) starless cores
Lupus-1A and L483 by Agúndez et al. (2015), who derived a column density of ∼ 5× 1011

cm−2 for both sources. Chemical simulations were run assuming HC2O formation via the
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reaction of OH and C2H. It was noted that such simulations underproduce the ketenyl
radical by about six orders of magnitude, leading the authors to posit the existence of “a
powerful formation mechanism” to counterbalance HC2O destruction pathways.

As shown in Fig. 4.5, the inclusion of radiation chemistry in our TMC-1 simulations
results in significant enhancements of HC2O - roughly four orders of magnitude for the
gas, ice surface, and ice bulk. At early simulation times (< 103 yr), the dominant formation
route for gas-phase ketenyl radical is

OH∗(s) + CCH(s) → HC2O(g) + H(g). (4.34)

At all later simulation times (> 103 yr), HC2O is mainly formed via

H(s) + CCO(s) → HC2O(g). (4.35)

In both TMC-1 simulations with and without radiation chemistry, there is little difference
in the CCH abundance at all times and for all phases of the model; however, the ice surface
and bulk abundances of CCO are enhanced via the reaction

C∗(s) + CO(s) → CCO(s) (4.36)

where the suprathermal carbon atoms are formed mainly via the radiolysis of CO.
Though our simulations still underproduce gas-phase HC2O compared with observed

values of Agúndez et al. (2015), the significant enhancements seen in models run with ra-
diation chemistry suggest that perhaps radiation chemistry is their speculated powerful
formation mechanism. Since we have not included any non-thermal desorption mecha-
nisms caused by the direct cosmic ray bombardment of dust grains, such as sputtering,
it may be that the impact of radiation chemistry on gas-phase abundances is greater than
what is implied by our results here.

4.4.4 HCOOCH3

As with the other species highlighted thus far, the abundance of methyl formate (HCOOCH3)
is enhanced in all three phases of the model. In simulations including radiation chemistry,
the main production pathways for gas-phase methyl formate are

HCO∗(s) + CH3O(s) → HCOOCH3(g) (4.37)

and
HCO(s) + CH3O

∗(s) → HCOOCH3(g). (4.38)

Here, the suprathermal HCO is produced mainly via the Type I radiolysis of formalde-
hyde:

H2CO(s)⇝ H∗(s) + HCO∗(s) (4.39)

and the methoxy radical is produced from the Type I decomposition of methanol:
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(a) (b)

(c)

Figure 4.6: Simulated TMC-1 abundances of HCOOCH3 in the gas (a), on the grain/ice
surface (b), and in the ice bulk (c), calculated both with (solid line) and without (dotted
line) radiation chemistry.

CH3OH(s)⇝ H∗(s) + CH3O
∗(s). (4.40)

Methyl formate has been a focus of several recent studies which likewise examined
its formation in cold cores (Balucani et al., 2015; Chang and Herbst, 2016; Vasyunin and
Herbst, 2013). In Balucani et al. (2015) gas-phase production via

O+ CH3OCH2 → HCOOCH3 +H (4.41)

was considered. As shown in Fig. 4.6, our models predict a peak gas-phase relative abun-
dance of ∼ 3 × 10−11 for methyl formate. Our peak value here is ∼ 500% larger than than
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the ∼ 5 × 10−12 obtained by Balucani and coworkers in models where they used the stan-
dard chemical desorption fraction of 1%, the efficiency we assume throughout this work.
Similarly, Chang and Herbst (2016) achieved somewhat higher gas-phase abundances of
methyl formate in a number of their cold core simulations; however, they found that such
results required both an enhanced chemical desorption fraction of 10% and the addition
of a novel “chain reaction mechanism” that is not easily implemented in the macroscopic
model we have utilized.

Though the number of grain-surface formation routes for COMs like methyl formate
are limited in our network - compared with those used in hot core simulations (Garrod
et al., 2017) - these results suggest radiation-chemical reactions may be able to drive the
formation of COMs even under cold core conditions. As shown, the production of these
complex species is possible because of the suprathermal reactants which form as a result
of the radiolytic dissociation of molecules in dust grain ice-mantles.

4.4.5 CH3CH2OH

Figure 4.7: Simulated TMC-1 abundance of gas-phase ethanol (CH3CH2OH), calculated
both with (solid line) and without (dotted line) radiation chemistry.

Unlike the other species highlighted thus far, surface and bulk abundances of the COM,
ethanol, were not significantly enhanced in our simulations including radiation chemistry.
However, as shown in Fig. 4.7, the gas-phase abundance is enhanced by ca. an order of
magnitude by the Class 2 insertion reaction
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CH∗
2(s) + CH3OH(s) → CH3CH2OH(g). (4.42)

This insertion reaction, which was recently studied experimentally by Bergantini et al.
(2018), was shown to efficiently form both ethanol - as well as dimethyl ether - in low
temperature ices. In that work, Bergantini and coworkers found that CH∗

2 was formed
from the radiolytic decomposition of methane:

CH4(s)⇝ CH∗
2(s) + H2(s). (4.43)

This process, which we have included in our network, is the dominant formation route
of CH∗

2 at all model times. The results shown in Fig. 4.7 highlight the effect that Class 2
reactions such as insertions can have on the production of COMs in cold sources. Again,
we note that since chemical desorption at the standard 1% efficiency is the dominant non-
thermal desorption mechanism in our model, the influence of reaction (4.42), and similar
surface reactions, is likely underestimated here.

4.4.6 Results Using Enhanced Ionization Rates
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(a) (b)

(c) (d)

Figure 4.8: Calculated gas-phase abundances of HOCO (a) NO2 (b) HC2O (c), and
HCOOCH3 (d) calculated at ionization rates of 10−17 s−1 (solid line), 10−16 s−1 (dotted
line), 10−15 s−1 (dashed line), and 10−14 s−1 (dot-dashed line).
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(a) (b)

(c) (d)

Figure 4.9: Calculated grain-surface abundances of HOCO (a) NO2 (b) HC2O (c), and
HCOOCH3 (d) calculated at ionization rates of 10−17 s−1 (solid line), 10−16 s−1 (dotted
line), 10−15 s−1 (dashed line), and 10−14 s−1 (dot-dashed line).
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(a) (b)

(c) (d)

Figure 4.10: Calculated bulk-ice abundances of HOCO (a) NO2 (b) HC2O (c), and
HCOOCH3 (d) calculated at ionization rates of 10−17 s−1 (solid line), 10−16 s−1 (dotted
line), 10−15 s−1 (dashed line), and 10−14 s−1 (dot-dashed line).
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Additional simulations were run in order to examine the effect of the new radiation
chemistry at high ζ . As mentioned in §4.2 - and shown in Table 4.1 - we assume that
the simulated hypothetical sources are physically identical to TMC-1 except for having
higher ionization rates. The results from these model runs for HOCO, NO2, HC2O, and
HCOOCH3 are depicted in Figs. 4.8-4.10, which show the gas, surface, and bulk abun-
dances, respectively.

As one can see from a comparison of Figs. 4.8-4.10, several trends emerge as the ion-
ization rate changes. First, since, as previously demonstrated, the abundances of HOCO,
NO2, HC2O, and HCOOCH3 are enhanced due to radiochemical processes, it is reasonable
that their abundances should tend to increase with increasing ζ . This effect is most obvious
at very early times before ∼ 103 yr, with the correlation between the two clearly observable
in Figs. 4.8-4.10. At intermediate times however, between ∼ 103-106 yr, the relationship
between abundance and ζ begins to break down, particularly in the gas phase. Generally,
we find that the higher the ionization rate, the faster the peak abundance is reached, and
the lower the peak value - a trend that can most easily be seen in Figs. 4.9 and 4.10, which
show the surface and bulk abundances, respectively. After ∼ 106 yr, an anti-correlation
between ζ and abundance emerges for most of the species shown. The reasons for this
behavior are complex, but are driven in part by (a) the increased radiolytic destruction of
surface and bulk species into more weakly bound fragments, and (b) the greatly increased
gas-phase abundances of ions such as H+ and C+, reactions with which further reduce the
abundance of the neutral species considered here.

4.5 Conclusions

We have utilized the theory described in Shingledecker and Herbst (2018) in an initial
attempt to incorporate radiation chemistry into an existing chemical network. Simulations
of the cold core TMC-1 were run, both with and without the new cosmic ray-induced
reactions. We also modeled several hypothetical sources which were physically identical to
TMC-1 other than having enhanced ionization rates. The major results of the simulations
described in this work are the following:

t Radiation chemistry can result in substantially enhanced abundances in all three
model phases for a variety of species, including COMs.

t These enhancements in abundance occur mainly as a result of reactions involving
suprathermal species formed from the radiolytic dissociation of simple ice mantle
constituents.

t Even under cold core conditions, these suprathermal species can react quickly by a
variety of mechanisms, including insertion, which we found to be particularly im-
portant in increasing the abundance of COMs.

t We predict that HOCO, and perhaps NO2, could be observable in TMC-1, given a
sufficiently deep search.
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t The addition of radiation chemistry substantially improves agreement between cal-
culated and observed abundances of HC2O.

t For the neutral species considered here, ionization rates of 10−16 s−1 or higher gener-
ally resulted in reduced abundances in all model phases at times greater than ∼ 103

yr.

It should be emphasized that these results, while promising, are necessarily prelimi-
nary in nature, given the novelty of incorporating radiation chemistry into astrochemical
models. More work is needed to better characterize both (a) cosmic ray-induced radioly-
sis and chemistry and (b) secondary effects such as the non-thermal desorption of grain
species triggered by cosmic ray bombardment. These non-thermal desorption mecha-
nisms, such as sputtering, desorption induced by electronic transitions (DIET), electron
stimulated ion desorption (ESID), and Auger stimulated ion desorption (ASID) (Ribeiro
et al., 2015) are particularly promising since they could provide a means of enriching gas-
phase abundances at low temperatures, and are therefore a natural complement to the
non-thermal chemistry described here.

As we have demonstrated in this work, the addition of cosmic ray-driven solid-phase
reactions can improve existing astrochemical models in a number of significant ways.
First, the addition of this non-thermal chemistry increases the realism of models, since
cosmic ray bombardment of ice mantles certainly occurs in the ISM. Moreover, a consid-
eration of solid-phase radiation chemistry both helps to explain how COMs like methyl
formate could efficiently form in cold cores (Balucani et al., 2015; Chang and Herbst, 2016;
Vasyunin and Herbst, 2013), and improves the agreement between calculated and obser-
vational abundances for HC2O. Cosmic ray-driven ice chemistry is thus attractive as a
component of future astrochemical modeling studies.

E. H. wishes to thank the National Science Foundation for supporting the astrochem-
istry program at the University of Virginia through grant AST 15 - 14844. C. N. S. thanks
V. Wakelam for use of the NAUTILUS-1.1 code. This research has made use of NASA’s
Astrophysics Data System Bibliographic Services
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Part III

Conclusions
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CHAPTER 5

CONCLUSIONS & OUTLOOK

WE have developed new techniques for modeling solid-phase cosmic ray-induced
radiation chemistry in both detailed microscopic Monte Carlo models and
more general models utilizing rate equations. Where possible, we have
compared results from our new models with previous experimental data

and found the two to be in good agreement. Using the new methods we have developed,
we have incorporated solid-phase radiation chemistry into an existing chemical network
in order to examine the impact of such reactions on the abundances of species in cold cores,
and have found that cosmic ray-driven chemistry increases the abundance of complex or-
ganic molecules and improves the agreement between models and observations. Thus, we
conclude that radiation chemistry driven by cosmic rays represents a promising method
of improving current and future astrochemical models.

5.1 Major Conclusions

5.1.1 Chapter Two

The collisions between high-energy ions and solids can result in significant physical and
chemical changes to the material. These effects are potentially important for better under-
standing the chemistry of interstellar and planetary bodies, which are exposed to cosmic
radiation and the solar wind, respectively; however, modeling such collisions on a detailed
microscopic basis has thus far been largely unsuccessful. To that end, a new model, en-
titled CIRIS: the Chemistry of Ionizing Radiation in Solids, was created to calculate the
physicochemical effects of the irradiation of solid materials. With the new code, we sim-
ulated an O2 ice bombarded by 100 keV protons. Our models were able to reproduce the
measured ozone abundances of a previous experimental study, as well as independently
predict the approximate thickness of the ice used in that work. The major points made in
this chapter are

t Detailed Monte Carlo methods have been used to separately simulate both chemistry
and particle tracks.

t That these two components can be incorporated into a single simulation that tracks
both the physical and chemical effects of energetic particle bombardment.
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t That the new combined model, CIRIS, agreeably reproduces the abundance of ozone
produced in solid O2 - thus making it the fist microscopic model capable of simulat-
ing radiation chemistry over timescales relevant to experiments and real physical
environments.

CIRIS, while promising, is only a first-step towards our goal of creating a reference-
class radiation chemistry model that can be widely adopted and used by researchers with-
out a specialized computational background - similar to the widely used SRIM or CASINO
programs. To that end, several key improvements are envisioned for future versions of the
code, which we will discuss in §5.2.

5.1.2 Chapter Three

In this Chapter, we proposed a general formalism that allowed for the estimation of ra-
diolysis decomposition pathways and rate coefficients suitable for use in astrochemical
models, with a focus on interstellar solids. Such a theory can help increase the connec-
tion between laboratory astrophysics experiments and astrochemical models by provid-
ing a means for modelers to incorporate radiation chemistry into chemical networks. The
general method proposed here was targeted particularly at the majority of species now
included in chemical networks for which little radiochemical data exists; however, the
method can also be used a starting point for considering better studied species. We here
applied our theory to the irradiation of H2O ice and compare the results with previous
experimental data. The major points made in this chapter are

t While detailed microscopic models are important computational tools, simpler rate
equation-based codes will likely remain the most widely used type of astrochemical
model for the foreseeable future.

t That if such models are to treat radiation chemistry in anything approaching a com-
prehensive way, the microscopic processes underlying radiation chemistry have to
be generalized in such a way that the salient aspects are preserved in cases where
there are no relevant experimental data.

t That such a “method of last resort” - in a manner comparable to the Langevin for-
mula - should give results within reasonable agreement of experimental values, and
should do so using readily available physical parameters.

In order to test the impact of our approach on astrochemical models, we incorporated
it into an existing chemical network. This newly expanded network was utilized in simu-
lating cold-cores and described in detail in Chapter 4.
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5.1.3 Chapter Four

In this paper, we presented preliminary results illustrating the effect of solid-phase radi-
ation chemistry on models of cold cores, including TMC-1 and several TMC-1 like hypo-
thetical sources with increased ionization rates. Using the theory described in Chapter 3,
we calculated the radiochemical yields for the primary dust grain ice-mantle constituents.
We showed that the inclusion of this novel non-thermal chemistry enriched ice-mantle
abundances and lead to increased gas-phase abundances for a number of species, partic-
ularly HOCO, NO2, HC2O, and methyl formate (HCOOCH3). Moreover, our data from
these simulations imply that HOCO - and perhaps NO2 - might be detectable in TMC-
1. Future observations of either of these species in cold interstellar environments could
provide strong support for the importance of cosmic ray-driven radiation chemistry. The
major points made in this chapter are

t Radiation chemistry can result in substantially enhanced abundances in all three
model phases for a variety of species, including COMs.

t These enhancements in abundance occur mainly as a result of reactions involving
suprathermal species formed from the radiolytic dissociation of simple ice mantle
constituents.

t Even under cold core conditions, these suprathermal species can react quickly by a
variety of mechanisms, including insertion, which we found to be particularly im-
portant in increasing the abundance of COMs.

t We predict that HOCO, and perhaps NO2, could be observable in TMC-1, given a
sufficiently deep search.

t The addition of radiation chemistry substantially improves agreement between cal-
culated and observed abundances of HC2O.

5.1.4 Summary of Main Conclusions

I That since the groundbreaking work of Herbst and Klemperer (1973), cosmic ray-
driven chemistry has been a central component of astrochemical models, albeit mostly
limited to the ionization (and later, excitation) of H2 (See Chapter 1).

II That the reason for this partial treatment of interstellar radiation chemistry has been
a lack of appropriate theoretical and computational methods (See Chapters 1 & 4).

III That we have developed theoretical and computational methods such that radiation
chemistry can now be simulated using both detailed Monte Carlo and general rate
equation-based astrochemical models (See Chapters 2 and 3).

IV That radiation chemistry can drive reactions in even very cold solids, which can lead
to the formation of a variety of species, including COMs (See Chapters 1-4).
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V That the inclusion of solid-phase radiation chemistry in cold core simulations results
in improved agreement with observations and new, testable predictions (See Chapter
4).

In light of the above points, we return to the syllogistic expression of our thesis, which
we presented in Chapter 1, namely

(S2)

A If we could add cosmic ray-driven grain chemistry to astrochemical models,
then we could better establish its astrochemical importance

B We can add cosmic ray-driven chemistry grain chemistry to astrochemical
models.

C We can better establish its astrochemical importance ∴

In this work, we have attempted to motivate our efforts via I and II and have sought to
establish the validity of the minor premise, (S2B), via III. Thus, we feel that enough has
now been done to reach our conclusion, (S2C) and, as supported by IV and V, have indeed
begun to investigate the astrochemical role of cosmic ray-dust interactions. As we have
noted in Chapter 4, the preliminary results are quite promising; however, much work
remains to be done, some of which we review below.

5.2 Future Work

5.2.1 Improvements to both Monte Carlo and
Rate Equation Models

One of the most important improvements that could be made to astrochemical models de-
scribed here is the addition of non-thermal desorption mechanisms initiated by energetic
particle bombardment. In current models, typical desorption mechanisms include des-
orption from impulsive grain heating by cosmic rays (Hasegawa and Herbst, 1993; Leger
et al., 1985), photo-desorption (Andersson and van Dishoeck, 2008; Bertin et al., 2013), and
chemical desorption (Garrod et al., 2007; Ruaud et al., 2016). Mechanisms such as these are
critical for promoting grain-surface species into the surrounding gas. Future work in this
area might profitably focus on the following cosmic ray-driven desorption mechanisms:

t Sputtering

t Auger-stimulated ion desorption (ASID)

t Electron-stimulated ion desorption (ESID)

t Desorption induced by electronic transitions (DIET)
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These non-thermal desorption mechanisms are a natural compliment to the work pre-
sented here, since, as shown in Chapter 4, radiation chemistry can greatly enhance the
abundances of certain species in the ice. If such desorption mechanisms are important,
then the impact of solid-phase radiation chemistry is likely even more pronounced than
our work here indicates, and the gas-phase abundances predicted in Chapter 4 are then
more likely to be lower-limits.

5.2.2 Improvements Specific to Rate Equation Models

There are two main avenues for improving the treatment of radiation chemistry in stan-
dard astrochemical models, viz. (a) expanding existing radiolysis processes to include
every grain species included in a chemical network, and (b) extending gas-phase radia-
tion chemistry beyond H2. The importance of the latter of these is somewhat uncertain
given that the gas densities in interstellar environments are typically very low and thus,
suprathermal species are much more likely to dissociate or emit a photon (as is the case
with H2) than to react. Moreover, since H2 is the dominant species in molecular regions,
gas-phase processes involving other species are statistically much less likely and, there-
fore, important for the overall chemistry of a region. Nevertheless, it is certainly possible
that gas-phase cosmic ray-induced dissociations and reactions involving secondary elec-
trons may have a non-negligible chemical impact and thus is worth investigating, if only
for the sake of completeness.

5.2.3 Improvements Specific to Monte Carlo Models

As a potential “digital laboratory,” future improvements to CIRIS should focus on mi-
croscopic processes that ultimately improve its ability to reproduce experimental data and
more accurately simulate interstellar ices. These improvements can be grouped into im-
provements to (a) physics and (b) chemistry.

Our detailed model currently uses an “on-lattice” approximation, i.e. that the solid
has a regular crystal structure; however, interstellar ices are typically assumed to be amor-
phous in most environments (Gärtner et al., 2017; Hollenbach and Salpeter, 1970). As
with the Monte Carlo model of Garrod (2013), an off-lattice approach - or even better, a
combined MD-MC model - could be implemented and would enable more accurate sim-
ulations of amorphous solids as well as allow us to model how cosmic ray bombardment
changes the ices structure over time (Dartois et al., 2015) through the evolution of lattice
defects and the sputtering of species in the selvedge (Kinchin and Pease, 1955; Norgett
et al., 1975; Robinson and Torrens, 1974; Sigmund, 1969).

A major improvement to the chemistry of our detailed model would be the inclusion of
ion-neutral reactions. A recent review by Cuppen et al. (2017) on the state of astrochemical
grain models noted that despite many recent advances, two largely unexplored frontiers
then remained: namely, direct cosmic ray-driven radiation chemistry and solid-phase ion-
neutral (ion-ice) reactions. The two areas are actually closely related, since cosmic rays, as



87

a form of ionizing radiation, can drive the formation of charged species. The ions formed
in ices due to cosmic ray bombardment can, in turn, react with neutral species in the ice
in a manner analogous to what is widely thought to occur in the gas phase (Cuppen et al.,
2017). Since the importance of ion-ice chemistry remains mysterious despite the dominant
role of ion-neutral gas-phase reactions, simulating these novel grain processes would be a
major advance in astrochemical modeling.

✠

SICUT enim maius est illuminare quam lucere solum, ita maius
est contemplata aliis tradere quam solum contemplari.

- Sanctus Thomas de Aquino

Summa Theologiæ
II-II, q. 188 a. 6 co.
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APPENDIX A

RADIOLYSIS REACTIONS

Table A.1: New solid-phase radiolysis processes

Number Process fbr G-value Type
H2O

1 H2O⇝ O∗ +H∗
2 0.500 3.704 I

2 H2O⇝ OH∗ +H∗ 0.500 3.704 I
3 H2O⇝ OH+H 1.000 1.747 II
4 H2O⇝ H2O 1.000 1.747 III

O2

5 O2 ⇝ O∗ +O∗ 1.000 3.704 I
6 O2 ⇝ O+O 1.000 2.138 II
7 O2 ⇝ O∗

2 1.000 2.138 III
O3

8 O3 ⇝ O∗
2 +O∗ 1.000 3.704 I

9 O3 ⇝ O2 +O 1.000 4.059 II
10 O3 ⇝ O∗

3 1.000 4.059 III
CO

11 CO⇝ C∗ +O∗ 1.000 3.704 I
12 CO⇝ C +O 1.000 1.269 II
13 CO⇝ CO∗ 1.000 1.269 III

CO2

14 CO2 ⇝ CO∗ +O∗ 1.000 3.704 I
15 CO2 ⇝ CO+O 1.000 1.249 II
16 CO2 ⇝ CO∗

2 1.000 1.249 III
NO

17 NO⇝ N∗ +O∗ 1.000 3.704 I
18 NO⇝ N+O 1.000 1.922 II
19 NO⇝ NO∗ 1.000 1.922 III

NO2

20 NO⇝ NO∗ +O∗ 1.000 3.704 I
21 NO⇝ NO+O 1.000 1.207 II
22 NO⇝ NO∗

2 1.000 1.207 III
O2H

23 O2H⇝ OH∗ +O∗ 1.000 3.704 I



115

24 O2H⇝ OH+O 1.000 3.714 II
25 O2H⇝ O2H

∗ 1.000 3.714 III
H2O2

26 H2O2 ⇝ OH∗ +OH∗ 0.500 3.704 I
27 H2O2 ⇝ O∗ +H2O

∗ 0.500 3.704 I
28 H2O2 ⇝ OH+OH∗ 1.000 2.296 II

NH3

29 NH3 ⇝ H∗ +NH∗
2 0.500 3.704 I

30 NH3 ⇝ H∗
2 +NH∗ 0.500 3.704 I

31 NH3 ⇝ H+NH2 1.000 2.721 II
32 NH3 ⇝ NH∗

3 1.000 2.721 III
CH4

33 CH4 ⇝ H∗ + CH∗
3 0.500 3.704 I

34 CH4 ⇝ H2 + CH∗
2 0.500 3.704 I

35 CH4 ⇝ H+ CH3 1.000 1.505 II
36 CH4 ⇝ CH∗

4 1.000 1.505 III
H2CO

37 H2CO⇝ H∗ +HCO∗ 1.000 3.704 I
38 H2CO⇝ H+HCO 1.000 2.910 II
39 H2CO⇝ H2CO

∗ 1.000 2.910 I
CH3OH

40 CH3OH⇝ H∗ + CH3O
∗ 0.333 3.704 I

41 CH3OH⇝ H∗ + CH2OH∗ 0.333 3.704 I
42 CH3OH⇝ OH∗ + CH∗

3 0.333 3.704 I
43 CH3OH⇝ H+ CH3O 0.333 1.571 II
44 CH3OH⇝ H+ CH2OH 0.333 1.571 II
45 CH3OH⇝ OH+ CH3 0.333 1.571 II
46 CH3OH⇝ CH3OH∗ 1.000 1.571 III

CH3COCH3

47 CH3COCH3 ⇝ CH∗
3 + CH3CO

∗ 1.000 3.704 I
48 CH3COCH3 ⇝ CH3 + CH3CO 1.000 4.020 II
49 CH3COCH3 ⇝ CH3COCH∗

3 1.000 4.020 III
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APPENDIX B

CLASS 2 REACTIONS

Table B.1: New Class 2 reactions involving suprathermal species.

Number Reaction fbr Source
C∗

50 C∗ +H2O → CH+OH 1.0 Mayer et al. (1967)
51 C∗ + CO → CCO 1.0 Husain and Kirsch (1971)
52 C∗ + CH3OH → CH3CHO 0.5 Shannon et al. (2014)
53 C∗ + CH3OH → CH3 +HCO 0.5 Shannon et al. (2014)

O∗

54 O∗ + CH4 → CH3OH 0.65 Bergner et al. (2017)
55 O∗ + CH4 → H2CO+H2 0.35 Bergner et al. (2017)
56 O∗ + CH3OH → CH3 +HCO 1.0 Matsumi et al. (1994)
57 O∗ +NO → NO2 1.0 Atkinson et al. (2004)

CH∗
2

58 CH∗
2 + CH3OH → CH3CH2OH 0.5 Bergantini et al. (2018)

59 CH∗
2 + CH3OH → CH3OCH3 0.5 Bergantini et al. (2018)
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APPENDIX C

NEW HOCO REACTIONS
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APPENDIX D

TIME-LINE OF INTERSTELLAR
MOLECULE DISCOVERY

D.1 The Optical Absorption Era

1933

1941

Karl Jansky detects the first extraterrestrial radio emission.

Merrill (1934) observes mysterious absorption lines of interstellar
origin towards ζ Oph.1934
Swings and Rosenfeld (1937) identify the lines discovered by Merrill
(1934) as coming from CH, the methylidyne radical.

1937

Grote Reber builds the first parabolic radio telescope.

McKellar (1940) detects CN, the cyano radical.

1940

Douglas and Herzberg (1941) identify previously unknown lines as
belonging to CH+.
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D.2 The Post-War Science Boom and Efflorescence of Radio
Astronomy

1951

1969

Bates and Spitzer (1951) publish the first quantitative study of the
abundance of interstellar molecules.

The National Radio Astronomy Observatory (NRAO) is estab-
lished

1956

The Lovell 240ft radio telescope at Jodrell Bank Observatory be-
gins science operations.

1957

McCrea and McNally (1960) publish the first study of H2 forma-
tion on dust grains.

1960

Construction of the Parkes 64m Radio Telescope is completed.

1961

The Green Bank 300ft telescope begins science operations.

1962

The Arecibo 305m radio telescope begins science operations.

1963

Weinreb et al. (1963) detect OH towards Cas A.

The Green Bank 140ft radio telescope begins science operations.

1965

Cheung et al. (1968) detect ammonia, NH3 toward the galactic cen-
ter.

1968

Cheung et al. (1969) detect water toward several sources.

Snyder et al. (1969) detect the first organic molecule formaldehyde,
H2CO, in several sources.
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1970

1972

Wilson et al. (1970) detect carbon monoxide, CO, in the Orion neb-
ula.

Carruthers (1970) detects H2 towards ξ Persei.

Ball et al. (1970) detect methanol, CH3OH.

Turner (1971) detects HC3N, the first cyanopolyyne, in Sgr B2.

1971

Snyder and Buhl (1971) detect hydrogen cyanide, HCN, in several
sources.

Zuckerman et al. (1971) detect formic acid, HCOOH, in Sgr B2.

Wilson et al. (1971) detect silicon monoxide, SiO, in Sgr B2 and
Orion A.

Penzias et al. (1971) detect CS, carbon monosulfide, in several
sources.

Solomon et al. (1971) detect methyl cyanide, CH3CN, Sgr A and Sgr
B.

Jefferts et al. (1971) detect OCS, carbonyl sulfide in Sgr B2.

Rubin et al. (1971) detect formamide, NH2CHO, in Sgr B2.

The Effelsberg 100m Radio Telescope is inaugurated.

Thaddeus et al. (1972) detect H2S, hydrogen sulfide, in a number of
sources.

Snyder and Buhl (1972) detect HNCO in Sgr B2.
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D.3 The Birth of Astrochemical Models

1973

1975

Herbst and Klemperer (1973) develop the first astrochemical
model.

Gottlieb (1973) detect acetaldehyde, CH3CHO in Sgr B2.

Buhl and Snyder (1973) detect methylacetylene, CH3CCH, in Sgr B2.

Godfrey et al. (1973) detect methanimine, CH2NH.

Sinclair et al. (1973) detect thioformaldehyde, H2CS, in Sgr B2.

Gottlieb and Ball (1973) detect sulfur monoxide in Orion A and
other sources.

Snyder et al. (1974) detect dimethyl ether, CH3OCH3, in the Orion
nebula.

1974

Kaifu et al. (1974) and Fourikis et al. (1974) detect methylamine,
CH3NH2, in Sgr B2 and Orion A.

Turner (1974) and Green et al. (1974) detect N2H+ in many sources.

Tucker et al. (1974) detect the ethynyl radical, C2H.

Gardner and Winnewisser (1975) detect vinylcyanide, CH2CHCN,j in
Sgr B2.

Zuckerman et al. (1975) detect ethanol, CH3CH2OH,j in Sgr B2.

Brown et al. (1975) and Churchwell and Winnewisser (1975) detect
methyl formate, HCOOCH3 in Sgr B2.

Snyder et al. (1975) detect sulfur dioxide, SO2, in Orion A.

Morris et al. (1975) detect silicon monosulfide, SiS, in IRC +10216.

Gottlieb et al. (1975) and Kuiper et al. (1975) detect nitrogen mono-
sulfide, NS, in Sgr B2.

Turner et al. (1975) detect cyanamide, NH2CN, in Sgr B2.
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1976

1979

Avery et al. (1976) and Broten et al. (1976) detect HC5N, another
cyanopolyyne, in Sgr B2.

Snyder et al. (1976) detect HCO, the formyl radical, in several
sources.

Ridgway et al. (1976) detect acetylene, C2H2 in IRC +10216.

Guelin and Thaddeus (1977) detect the cyanoethynyl radical, C3N, in
IRC +10216.

1977

Turner (1977) detect ketene, H2CCO, in Sgr B2.

Souza and Lutz (1977) detect dicarbon, C2, in Cygnus OB2 No. 12.

Ulich et al. (1977) detect nitrosyl hydride, HNO, in Sgr B2 and other
sources.
Johnson et al. (1977) detect ethylcyanide, CH3CH2CN, in OMC-1
and Sgr B2.

Kroto et al. (1978), Little et al. (1978), and Winnewisser and Walms-
ley (1978) detect the cyanopolyyne HC7N.

1978

Broten et al. (1978) detect the cyanopolyyne HC9N in Heile’s Cloud
2.

Guelin et al. (1978) detect C4H, jthe butadiynyl radical, in IRC
+10216.

Liszt and Turner (1978) detect nitric oxide, NO, in Sgr B2.

Soifer et al. (1979) detect the cyanate ion, OCN−, in W33A.

Linke et al. (1979) detect methyl mercaptan, CH3SH, in Sgr B2.

Frerking et al. (1979) detect isothiocyanic acid, HNCS, in Sgr B2.
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1980

1986

The formal inauguration of the Karl G. Jansky Very Large Array
(VLA).

Betz (1981) detect ethylene, C2H4, in IRC +10216.

1981

Thaddeus et al. (1981) detect three new molecules, namely, HCS+,
HOCO+, and HOCN in Sgr B2.

Woods et al. (1983) detect HOC+ in Sgr B2.

1983

Broten et al. (1984) detect methylcyanoacetylene, CH3C3N in TMC-1.

1984

Goldhaber and Betz (1984) detect silane, SiH4 in IRC +10216.

Walmsley et al. (1984), MacLeod et al. (1984), and Loren et al. (1984)
detect methyldiacetylene, CH3C4H, in TMC-1.

Matthews et al. (1984) and Brown et al. (1985) detect tricarbon
monoxide, C3O, in TMC-1.

Thaddeus et al. (1984) detect c-SiC2 in IRC +10216.

The IRAM 30m telescope begins science operations.

1985

Thaddeus et al. (1985) identify the C3H radical.

Blake et al. (1985) discover HCl, the first interstellar halogenated
molecule, in OMC-1.

Thaddeus et al. (1985) identify cyclopropenylidene, c-C3H2, in Sgr
B2 and other sources.

Suzuki et al. (1986) detect the C6H radical in TMC-1.

Ziurys and Turner (1986) detect HCNH+ in Sgr B2.

Guelin et al. (1986) detect MgNC in IRC +10216.

Cernicharo et al. (1986) and Cernicharo et al. (1986) detect C5H in
IRC +10216.

Wootten et al. (1986) and Hollis et al. (1986) detect H3O+ in OMC-1
and Sgr B2.
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1987

1989

Saito et al. (1987) and Cernicharo et al. (1987) detect CCS in TMC-1,
Sgr B2, and IRC +10216.

Kaifu et al. (1987), Yamamoto et al. (1987), and Cernicharo et al.
(1987) detect C3S in TMC-1 and IRC +10216.

Combes et al. (1987) detect acetone, (CH3)2CO, in Sgr B2.

Cernicharo and Guelin (1987) detect NaCl, AlCl, KCl, and AlF in
IRC +10216.

Yamamoto et al. (1987) detect cyclic C3H in TMC-1.

Turner and Bally (1987) and Ziurys (1987) detect PN, the first phos-
phorus compound identified in the interstellar medium.

Cernicharo et al. (1988) detect CH3NC towards Sgr B2.

1988

Hinkle et al. (1988) detect C3 in IRC +10216.

Irvine et al. (1988) identify the cyanomethyl radical, CH2CN in
TMC-1 and Sgr B2.

Irvine et al. (1988) detect propynal, HC2CHO, in TMC-1.

Bernath et al. (1989) detect C5 in IRC +10216.

Cernicharo et al. (1989) detect SiC in IRC +10216.

Ohishi et al. (1989) detect SiC4 in IRC +10216.

D’Hendecourt and Jourdain de Muizon (1989) discover carbon diox-
ide, CO2, in several sources.

Hollis et al. (1989) discover methylene, CH2 in the Orion nebula.
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1990

1995

Guelin et al. (1990) detect CP in IRC +10216.

Cernicharo et al. (1991) detect H2C3 in TMC-1.

1991

Cernicharo et al. (1991) detect H2C4 in IRC +10216.

Guelin and Cernicharo (1991) detect HC2N in IRC +10216.

Meyer and Roth (1991) detect NH in ζ Persei and HD 27778.

Lacy et al. (1991) discover CH4 in NGC 7538 and other sources.

Ohishi et al. (1991) detect C2O in TMC-1.

Kawaguchi et al. (1992) detect HCCNC in TMC-1.

1992
Turner (1992) detects SiN in IRC +10216.

Kawaguchi et al. (1992) detect HNC3 in TMC-1.

Turner (1992) detects SO+ in IC 443G.

van Dishoeck et al. (1993) detect NH2 in Sgr B2(N) and Sgr B2(M).
1993

Latter et al. (1993) detect CO+ in M17SW.

Kawaguchi et al. (1994) detect HC3NH+ in TMC-1.

1994

Ohishi et al. (1994) detect H2CN in TMC-1 and Sgr B2.

Turner et al. (1994) detect NaCN in IRC +10216.

Ziurys et al. (1994) detect N2O in Sgr B2.

Ziurys et al. (1995) detect MgCN in IRC +10216.
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1996

2000

Cernicharo and Guelin (1996) detect C8H in IRC +10216.

Geballe and Oka (1996) detect H+
3 in GL2136 and W33A in the in-

frared.

Ohishi et al. (1996) detect H2COH+ in Sgr B2, Orion KL, and W51.

Guelin et al. (1997) detect C7H in IRC +10216.

1997

Mehringer et al. (1997) detect CH3COOH, acetic acid, in Sgr B2,
Orion KL, and W51.

Langer et al. (1997) detect H2C6 in TMC-1.

Neufeld et al. (1997) detect HF in Sgr B2.

Dickens et al. (1997) detect c-C2H4O, ethylene oxide, in Sgr B2(N).

Combes and Wiklind (1998) detect LiH n B0218+357.

1998
Guelin et al. (1998) detect C5N in TMC-1.

Apponi et al. (1999) detect SiC3 in IRC +10216.

1999

Feuchtgruber et al. (2000) detect CH3 in Sgr A∗.

Hollis et al. (2000) detect glycoaldehyde, CH2OHCHO, in Sgr B2(N).
They also incorrectly refer to this molecule as a sugar, thus sowing
confusion that has persisted till today.

Guélin et al. (2000) detect SiCN in IRC +10216 and CW Leo.
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2001

2005

The Robert C. Byrd Green Bank Telescope (GBT) begins regular
science operations.

Cernicharo et al. (2001) detect C4H2, C6H2, and benzene (C6H6) in
CRL 618.

Dickens et al. (2001) detect C2H5N in several sources.

Turner and Apponi (2001) detect vinyl alcohol, CH2CHOH, in Sgr
B2.

Ziurys et al. (2002) detect AlNC in IRC +10216.

2002
Walmsley et al. (2002) detect FeO in Sgr B2(N).

Hollis et al. (2002) detect ethylene glycol, HOCH2CH2OH, the main
constituent of antifreeze.

Vijh et al. (2004) detect C14H10 in the Red Rectangle.

2004

Knauth et al. (2004) detect N2 in HD 124314.

Hollis et al. (2004) detect both CH2CHCHO and CH3CH2CHO,
propenal and propanal, in Sgr B2(N).

Guélin et al. (2004) detect SiNC in IRC +10216.

Cernicharo et al. (2004) detect HC4N in IRC +10216.



129

2006

2008

Lovas et al. (2006) and Chin et al. (2006) detect cyanoallene,
CH2CCHCN, in TMC-1.

Hollis et al. (2006) detect cyclopropenone, c-H2C3O, in Sgr B2(N).

Hollis et al. (2006) detect acetamide, CH3CONH2, in Sgr B2(N).

Remijan et al. (2006) detect methyltriacetylene, CH3C6H, toward
TMC-1.

Lovas et al. (2006) detect ketenimine, CH2CNH, in Sgr B2(N).

Neufeld et al. (2006) detect CF+ in the Orion Bar.

Snyder et al. (2006) detect methylcyanodiacetylene, CH3C5N, in
TMC-1.

McCarthy et al. (2006) detect C6H− in IRC +10216 and TMC-1.

Cernicharo et al. (2007) detect C4H−.

2007
Agúndez et al. (2007) detect HCP in IRC +10216.

Remijan et al. (2007) and Brünken et al. (2007) detect C8H− in TMC-
1 and IRC +10216.

Marcelino et al. (2007) detect propylene, CH2CHCH3, in TMC-1.

Tenenbaum et al. (2007) detect PO in VY Canis Majoris.

Remijan et al. (2007) detect cyanoformaldehyde, CHCHO, in Sgr
B2(N).

Halfen et al. (2008) detect CCP in IRC +10216.

Thaddeus et al. (2008) identify C3N− in IRC +10216.

Belloche et al. (2008) detect NH2CH2CN, acetonitrile, in Sgr B2(N).

Agúndez et al. (2008) and Tenenbaum and Ziurys (2008) detect PH3

in IRC +10216 and CRL 2688.

Cernicharo et al. (2008) detect C5N− in IRC +10216.
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2009

2010

Marcelino et al. (2009) detect HCNO, fulminic acid, in B1, L1544,
L193, and L1527.

Tenenbaum and Ziurys (2009) detect AlO in VY Canis Majoris.

Brünken et al. (2009) and Brünken et al. (2010) detect cyanic acid,
HOCN, in Sgr B2.

Belloche et al. (2009) detect ethyl formate and n-propyl cyanide,
C2H5OCHO and C3H7CN, in Sgr B2.

Halfen et al. (2009) detect thiocyanic acid, HSCN, in Sgr B2(N).

Tenenbaum and Ziurys (2010) detect AlOH in VY Canis Majoris.

Agúndez et al. (2010) detect CN− in IRC +10216.

Ossenkopf et al. (2010) detect H2O+ in DR21, Sgr B2(M), and
NGC6334.

Wyrowski et al. (2010) detect OH+ in Sgr B2(M).

Lis et al. (2010) detect H2Cl+ in NGC 63341 and Sgr B2(S).

Cami et al. (2010) detect C60 and C70 in Tc 1.

Iglesias-Groth et al. (2010) detect C14H10
+ in Cernis 52.

Pulliam et al. (2010) detect KCN in IRC +10216.
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D.4 Astrochemistry in the Age of ALMA

2011

2012

The Atacama Large Millimeter/submillimeter Array (ALMA) be-
gins regular science operations.

Menten et al. (2011) detect SH+ in Sgr B2.

Zack et al. (2011) detect FeCN in IRC +10216.

Bergman et al. (2011) detect HOOH, hydrogen peroxide, in ρ Oph A.

Goldsmith et al. (2011) detect O2 in Orion, a major breakthrough.

Parise et al. (2012) detect HO2, the hydroperoxyl radical, in ρ Oph A.

De Luca et al. (2012) detect HCl+ in W31C and W49N.

Neufeld et al. (2012) detect SH in W49N.

McGuire et al. (2012) detect HNCNH, carbodiimide, in Sgr B2(N).

Cernicharo et al. (2012) detect the methoxy radical, CH3O, in B1-b.

Pety et al. (2012) detect l-C3H+ in the Horsehead nebula and Sgr
B2(N).



132

2013

2014

Berné et al. (2013) identify C60
+ in NGC 7023. This ion was later

found by Campbell et al. (2015) to be responsible for one of the dif-
fuse interstellar bands: the first major breakthrough in the century-
long cosmic mystery.
Loomis et al. (2013) detect ethanimine, CH3CHNH, in Sgr B2(N).

Zaleski et al. (2013) detect E-cyanomethanimine towards Sgr B2(N).

Kamiski et al. (2013) detect both TiO and TiO2 in VY Canis Majoris.

Tercero et al. (2013) detects ethyl formate, CH3COOCH3 in Orion.

Cernicharo et al. (2013) and Doménech et al. (2013) detect deuterated
ammonium, NH3D+, in Orion-IRc2 and B1-bS.

Kolesniková et al. (2013) detect phenol, C6H5OH in Orion KL.

Cabezas et al. (2013) detect HMgNC in IRC +10216.

Gupta et al. (2013) detect H2NCO+ in Sgr B2(N).

Barlow et al. (2013) detect ArH+ in the Crab Nebula, a supernova
remnant.

Remijan et al. (2014) detect urea, (NH2)2CO, in Sgr B2(N).

Kolesniková et al. (2014) detect ethyl mercaptan, CH3CH2SH, in
Orion KL.
Belloche et al. (2014) detect iso-propyl cyanide, C3H7CN, the first
branched organic molecule, in Sgr B2(N).

Cernicharo et al. (2014) detect NO+ in B1-b.

Agúndez et al. (2014) detect C5S in IRC +10216, in addition to tenta-
tively detecting MgCCH, NCCP, and SiH3CN.

Anderson and Ziurys (2014) detect CCN in IRC +10216.
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2015

2018

Agúndez et al. (2015) discover ketenyl, HCCO, in Lupus-1A and
L483.

Cernicharo et al. (2015) discover SiCSi in IRC +10216.

Agúndez et al. (2015) detect NCCNH+ in TMC-1 and L483.

Kamiski et al. (2015) detect CrO, chromium monoxide, in V1309
Scorpii.

Halfen et al. (2015) and later, Cernicharo et al. (2016), detect methyl
isocyanate, CH3NCO, in Sgr B2(N).

Tercero et al. (2015) detect trans-ethyl methyl ether, t-C2H5OCH3, in
Orion KL.
Construction of the Five hundred meter Aperture Spherical Tele-
scope (FAST) is completed.2016
McGuire et al. (2016) discover propylene oxide, CH3CHCH2O, the
first chiral molecule, in Sgr B2(N).

McGuire et al. (2017) detect HC5O, and tentatively, HC7O in TMC-1.
Detection of HC7O was confirmed by Cordiner et al. (2017).

2017

Belloche et al. (2017) detect N-methylformamide, N-CH3NHCHO, in
Sgr B2(N2).

Fayolle et al. (2017) detect CH3Cl, chloromethane, in IRAS 16293-
2422.
McGuire et al. (2017) detect methoxymethanol (CH3OCH2OH) to-
ward the MM1 core in the high-mass star-forming region NGC
6334I.
McGuire et al. (2018) discover benzonitrile (C6H5CN) in TMC-1, the
first detected substituted aromatic compound.

Cernicharo et al. (2018) detect NS+ in B1b.

Agundez et al. (2018) detect HCS and HSC toward L483.


