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ABSTRACT 

Skin injury is one of the most common wounds experienced by individuals, and these 

injuries can compromise the skin’s ability to protect the body from external pathogens. Skin 

wounds can become chronic, and lead to infections that are estimated to affect 4.5 million people 

per year in the United States, at an annual cost ranging from $28 to $97 billion. Therefore, it is 

important that we understand how skin injuries occur so that we can identify and design 

countermeasures to prevent skin injuries in circumstances that involved human body impact, and 

to ensure that devices such as less-than-lethal blunt projectiles are designed to not penetrate the 

skin. However, research on the mechanical characteristics of human skin to failure is limited, and 

we do not have the knowledge necessary to develop biofidelic skin surrogates and computational 

models that can be used to study open skin injury. Therefore, the goals of this dissertation were to 

characterize the mechanical properties of human skin in dynamic loading and failure and use this 

knowledge to develop an advanced computational model for studying skin injury. In particular, 

this work focuses on understanding the skin mechanics related to impact from blunt objects and 

investigating the sensitivity of skin injury tolerance to a variety of underlying tissues, impactor 

types, and skin properties. 

A comprehensive test protocol for human skin was performed to characterize the 

mechanical properties of the tissue in loading modes that include uniaxial tension, compression, 

and stress relaxation tests to gain an understanding of skin characteristics at dynamic loading rates. 

The dynamic tensile tests and stress relaxation tests demonstrated the skin’s viscoelastic and 

nonlinear mechanical response. The skin was observed to be anisotropic at a lower loading rate 

(1/s), but isotropic at a higher loading rate (180/s). For the application of blunt impact, the 

experimental results informed the development of an isotropic, hyper-viscoelastic constitutive 
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model, coupled with a damage function to capture the skin’s failure response. Three sets of skin 

material parameters were generated that represented the average, upper bound, and lower bound 

of the measured skin properties to demonstrate the biological variations as observed in the dataset. 

An independent set of destructive dynamic indentation tests of human skin were performed to 

provide response data for model validation. The damage constitutive model was implemented into 

a finite element analysis software as a user-defined material, which was verified by simulating the 

experimental tensile tests and validated against the dynamic indentation tests. Overall, the newly 

developed skin model simulated the uniaxial tensile response successfully but underpredicted the 

dynamic indentation failure response. It was found the skin’s through-thickness compression 

properties were an important factor in capturing the biofidelity of the skin during dynamic 

indentation. Therefore, a transversely isotropic material model for the skin tissue was 

recommended for future improvement. 

A sub-system model that included skin, adipose tissue, and muscle was developed to 

investigate the skin failure threshold under various types of blunt impact. Both adipose and muscle 

models were obtained and calibrated from recent experimental data. Using independent stress 

relaxation and impact test data, the sub-system model was verified and validated. Lastly, a 

simulation matrix was designed to include the range of masses and velocities of less-than-lethal 

blunt projectiles that are used by law enforcement. Six sub-system models representing different 

body regions, skin properties, and impactor geometry were used to investigate the skin failure 

threshold. This investigation demonstrated that impactor geometry and the skin properties on the 

skin failure threshold was negligible except for the body regions where the boundary condition is 

different due to different amount of underlying tissues.  
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This dissertation delivers a comprehensive skin failure dataset and a skin computational 

model with the capability to simulate skin failure responses which are crucial to open skin injury 

research. The skin model facilitates the development of an engineering tool that can be used to 

predict skin failure in human body models or with physical skin simulants, which will allow 

engineers to develop and evaluate the effectiveness of protective systems and the safety of less-

lethal blunt projectiles. 
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CHAPTER 1 - Introduction 

1.1 Statement of Problem 

 Open skin injury is one of the most common wounds experienced by individuals, and this 

type of injury spans a wide range in severity and mechanism. Minor open skin injuries, such as 

superficial abrasion and skin tears, are often self-treated and heal easily without complication. 

However, severe open skin injuries such as lacerations, avulsions, and punctures can potentially 

cause severe blood loss that can lead to fatality. The disruption and damage to the skin can also 

cause infections and chronic wounds, which are estimated to affect 4.5 million people per year in 

the United States (Frykberg & Banks, 2015; Jones et al., 2018) and cost between $28.1 billion to 

$96.8 billion for treatment annually according to Medicare spending estimates (Nussbaum et al., 

2018). While most chronic skin wounds result from underlying health conditions such as obesity 

and diabetes, other prominent factors associated with open skin injuries during an impact event 

include skin laceration from interactions with the seat belt during the automotive crash, and skin 

penetration or avulsion stemming from violent incidents. 

To prevent unintended open skin injuries, there is growing interest from the healthcare 

industry and law enforcement to understand the mechanical properties of human skin and its failure 

threshold. More knowledge on this topic will help improve the design of medical incision devices 

for surgical procedures, increase the efficacy of protective body armor, and reduce the risk of 

injury from blunt less-lethal weapons. Historically, test and evaluation procedures of a potentially 

new device require a physical skin simulant that exhibits a repeatable and biomechanically-

consistent response to human skin tissue, although progress in this area is limited (Bir et al., 2012; 

Papy et al., 2012). The skin of physical anthropomorphic test dummies (ATDs) used in automotive 

and military testing is rubber-like and very durable, but it does not represent the mechanics and 
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injury response of human skin tissue. Various ballistic injury surrogates have been constructed 

using gelatin or clay, and although many of these materials can be used to determine energy 

transfer from the munition to the tissue surrogate, they lack the viscoelastic nature of human tissue. 

The limitations of the biofidelity of the skin tissue of existing physical surrogates prevent a deeper 

study into the mechanisms and tolerances of skin injuries during high rate impact situations.  

An alternative approach to physical surrogates for studying injury is using computational 

human body models (HBMs) to investigate tissue mechanisms. These tools are commonly used in 

the military and automotive fields to study the biomechanics of impact and the effects of injury 

countermeasures. However, the current state-of-the-art HBMs have mainly established confidence 

within the biomechanics field for predicting body kinematics and skeletal injuries. Modeling the 

mechanics of soft tissues (such as skin) and predicting the failure of these tissues during high rate 

impact, with good confidence, is a limited capability that needs the support of more research on 

skin biomechanics. 

1.2 Motivation 

1.2.1 Experimental Studies of Skin Failure 

 There is limited biomechanical data on the mechanical properties and injury mechanisms 

of human skin, particularly for loading conditions consistent with high-rate blunt impact. Several 

biomedical studies have investigated the mechanics of surgical procedures which focused on the 

piercing mechanism and threshold of human skin. Micromechanical models developed by 

Shergold & Fleck (2004) for deep penetration of soft solids have been used to investigate needle 

cutting tissues (Barnett et al., 2015; Khadem et al., 2016). The study was targeted at surgical 

applications where sharp penetrators are required to reach a precise target location at a low 

controlled insertion speed (1-80mm/s). The skin research also led to the development of advanced 
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needle instruments that reduce needle vibration while inserting into skin tissue (Barnett et al., 

2016). Besides, research was also performed on post injured skin to study the wound development 

which is beneficial to surgical planning and wound closure technique (Chanda & Upchurch, 2018). 

On the other hand, human skin assessment during high-rate impact is rarely studied and 

impact studies tend to focus on investigating ribcage or internal organ damage (Bir & Viano, 2004). 

Skin damage assessments using post-mortem human surrogates (PMHS) have been performed 

using blunt impactors, and the average energy density (kinetic energy/ impactor cross-sectional 

area) required to cause skin failure at different body regions were identified (Bir et al., 2005). 

While Bir’s study did not specifically investigate the mechanics of the skin, it helped inform the 

development of a physical skin penetration surrogate that was calibrated to the response of the 

anterior thoracic region of the human body for assessing kinetic energy munitions (Bir et al., 2012). 

A literature review by Breeze & Clasper (2013) examining skin damage in the human thigh region 

found a correlation between metallic impactor’s sectional density (mass/impactor cross-sectional 

area) and impact velocity. All these studies were conducted at high ballistic impact speed (60m/s 

to 200m/s) using both sharp and blunt nose impactors.  

 In terms of material level testing, several ex vivo human skin experimental tests to failure 

have been performed (Jacquemoud et al., 2007; Gallagher et al., 2012; Ní Annaidh, 2012). 

Unfortunately, each study only focused on one aspect of the skin mechanical properties, such as 

rate sensitivity (quasi-static and dynamic loading rate) or anisotropy (with respect to Langer line 

orientations), making it difficult to formulate a general mechanical model for the skin. Uniaxial 

tensile tests of skin conducted by Ottenio et al., (2015) have provided the first comprehensive 

dataset regarding mechanical failure properties of human skin by considering anisotropy, strain-

rate effect (0.06/s-167/s), and skin failure, but this study was limited to only one PMHS. Although 
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rate sensitivity has been observed from the ex vivo tests, experimental work to obtain viscoelastic 

data from isolated human skin has not yet been conducted. 

In summary, the most comprehensive destructive testing of human skin was conducted 

using a single PMHS which also limits the development of different stiffness of skin models when 

considering biological variation among human populations which is common in biological tissues.  

Besides, there is a lack of experimental data to determine the skin’s viscoelastic characteristic at a 

larger stretch ratio without the influence of surrounding tissues. This hinders the development of 

a strain-rate dependent constitutive damage model of skin. 

1.2.2 Skin Constitutive and Computational Modeling 

 Various constitutive models have been used to represent the skin’s response from the 

experimental tests. Hyperelastic models such as the Neo-Hookean, Mooney-Rivlin, and Ogden 

models have been previously used for human skin (Shergold et al., 2006b; Delalleau et al., 2008; 

Lapeer et al., 2010) and showed promising results in simulating skin’s nonlinearity. These 

hyperelastic models are natively isotropic and elastic, and are unable to capture the anisotropy and 

strain-rate dependency previously observed in skin tissue. To include the strain-rate effect on skin 

response, a hyper-viscoelastic model that combines a hyperelastic constitutive model with a 

viscoelastic model was used successfully to capture the stress relaxation response of mice skin at 

different compressive rates (Wang et al., 2015). Gasser-Ogden-Holzapfel (GOH) model which 

uses both constitutive and structural parameters is capable of simulating skin’s response along and 

across Langer line orientations (Ní Annaidh et al., 2012) but requires additional work such as 

determining the fiber dispersion factor through histological analysis. In terms of skin damage 

modeling, an invariant-based damage constitutive model built based on the GOH model has been 
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developed by Li & Luo, (2016). Researchers claimed this model was the first skin damage 

constitutive model developed and validated using past human and animal skin test data. 

 Despite frequent usage of constitutive models for skin tissue, analytical models are often 

developed for simplified loading conditions and this limits its usage for predicting skin failure 

under complex scenarios such as blunt impact which can be achieved through computational 

modeling. Skin computational models have been developed to study skin response by 

incorporating the constitutive laws (Flynn & McCormack, 2008; Flynn et al., 2011; Groves et al., 

2013) but these models are unable to simulate skin failure. In contrast, Ní Annaidh et al., (2013) 

have validated a finite element (FE) model of skin to simulate skin tearing in a quasi-static stab-

penetration event. However, the researchers indicated that the hyperelastic FE model cannot 

predict the rate effect on skin behavior. A multi-layered skin FE model was also developed to 

study skin penetration under micro penetrators at quasi-static rate for surgical applications (Meliga 

et al., 2017). To date, in the automobile field where extensive research has been conducted on the 

development of modern HBMs, skin failure has not yet been implemented and there is a lack of 

skin FE damage models that can be utilized for ballistic impact.  

 In summary, the implementation of the viscoelastic damage model into the computational 

environment is yet to be performed. The current approach to model skin failure in the FE model 

(Ní Annaidh et al., 2013) was performed by using element erosion (brittle failure) after reaching a 

failure threshold (e.g., Von Mises stress). The drawback of this approach is that it does not consider 

material softening where there will be a damage initiation stage and the skin damage starts to 

develop before reaching final skin separation.  Ultimately, there is a need for a skin injury 

assessment computational tool that can be used to evaluate skin tolerance, especially in high rate 

impact conditions. The computational model can serve as an alternative tool to physical surrogates 
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to study skin tolerance from different perspectives such as impactor types and skin material 

sensitivity based on various skin stiffness among the population.  

1.3 Scope of Research 

1.3.1 Hypothesis and Specific Aims 

 The current skin injury research gaps lead to the goals of this dissertation which are to 

characterize the mechanical and failure properties of human skin in dynamic loading rate and to 

develop a skin FE damage model to investigate and predict skin failure threshold under the ballistic 

blunt impact. The overarching hypothesis of this dissertation is that the human skin failure 

threshold, when subjected to high-rate blunt impact, is dependent on the stiffness of the skin, the 

mass and shape of the impactor, and the composition of the underlying subcutaneous soft tissues. 

This dissertation is divided into three phases to develop the knowledge and tools necessary to test 

this hypothesis. The first phase of this dissertation is to expand the field of knowledge on skin 

biomechanics by performing a comprehensive experimental test series characterizing the nonlinear, 

anisotropic, and viscoelastic response of human skin. Further, this test series will characterize the 

onset of skin damage, and ultimately the tensile failure threshold of skin. Second, these 

experimental results will be used to formulate a new constitutive equation for skin that will 

analytically describe the observed behavior of the skin material. This constitutive model will be 

the basis for the development of a FE model of human skin damage that can be used to improve 

the capability of current HBMs for predicting skin injury from blunt impact. The third and final 

phase of this work will be to use the developed skin damage model to explore the effect of skin 

stiffness,  different blunt impactor types on skin injury tolerance, and to predict how skin injury 

tolerance may change depending on the composition of the underlying subcutaneous soft tissues 

seen in different body regions.    
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Aligned with the phases of this dissertation, the specific aims of this research are as follows: 

Aim 1: Experimentally characterize human skin tissue to investigate the mechanical response 

under large strain, high-rate deformation, loading directionality, and failure during blunt impacts. 

Aim 2: Develop a constitutive of skin tissue that represents the phenomenological responses 

observed in the experiment, and adapt this model for FE implementation. 

Aim 3: Computationally investigate the injury tolerance to skin subject to different skin 

stiffnesses and various intrinsic and extrinsic boundary conditions, including blunt impact type 

and subcutaneous soft tissue composition. 

1.3.2 Dissertation Overview 

As illustrated in Figure 1-1, after a literature review of human skin research as presented 

in Chapter 2, the specific aims were accomplished through six tasks, each presented in an 

individual chapter. Phase 1 consists of two experimental tasks to support the goals of Aim 1: 

Chapter 3 focuses on performing tensile, compressive, and stress relaxation tests of human skin to 

investigate the phenomenological response of the tissue to various loading conditions considered 

important during blunt impact. Chapter 4 focuses on another experimental protocol measuring the 

mechanical response and failure of skin subjected to a hemispherical indenter. Phase 2 consists of 

modeling tasks that are designed to mathematically predict the responses observed in Phase 1 and 

support the goals of Aim 2: Chapter 5 focuses on the development of an analytical model of human 

skin response, including damage, and ultimately develops models that represent the lower bound 

(LB), average, and upper bound (UB) skin responses observed in Chapter 3. Chapter 6 advances 

the work performed in Chapter 5 by implementing the constitutive model into LS-DYNA (a 

commonly used FE solver for human injury simulation) as a user-defined material (UMAT) which 

was verified and validated based on the experimental data obtained in Phase 1. Phase 3 applies the 
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knowledge gained in Phase 1 and 2 to explore different intrinsic and extrinsic factors that may 

affect skin injury threshold, and supports the goals of Aim 3: Chapter 7 develops and validates a 

multi-layered flesh model consisting of skin, adipose, and muscle tissues with different tissue 

thicknesses to represent different human body regions. The sub-tissues models were also verified 

and validated using datasets developed independently from this current dissertation work. Chapter 

8 utilizes the validated multi-layered flesh model to investigate the variations of skin failure 

threshold based on changes to the skin material, underlying tissues, and impactor characteristics. 

 

Figure 1-1: Overview of the dissertation. 

  



9 

 

CHAPTER 2 - Background 

2.1 Human Skin Anatomy 

 Human skin is the largest organ of the human body which covers the entire body with a 

surface area of 2 m2 (Gallo, 2017) and occupies 15% body weight (James et al. 2006) of an average 

adult. The skin serves as the primary protective barrier against pathogens and prevents injuries 

from the external environment. Moreover, the nerve endings within the skin help to sense aspects 

of the external environment such as temperature and pressure. The skin acts as a heat regulator and 

controls fluid evaporation and absorption to stabilize the human body temperature.  

 The total thickness of skin varies across human body regions, ranging from thin skin of the 

eyelids to the thick skin found on the breast and foot. Skin thickness ranges from 1.5 mm and 6 

mm, which can vary based on age,  sex, and ethnic origin (Escoffier et al., 1989; Laurent et al., 

2007; Oltulu et al., 2018). There are mainly three layers distributed within the skin namely 

epidermis, dermis, and hypodermis (Figure 2-1). The epidermis layer is the thinnest (0.5-1.5 mm) 

while the dermis layer is relatively thicker (0.6-3 mm). The hypodermis is the deepest tissue layer 

and its thickness varies depending on the adipose content of the individual. 

 

Figure 2-1:Human skin anatomy. (Source: Histology, Skin. 2020) 
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The outermost layer is called the epidermis and it consists of 5 layers of epithelial cells 

which are stratum basale, stratum spinosum, stratum granulosum, stratum lucidum, and stratum 

corneum. Each stratum layer contains a different number of cell layers and cell shapes as the cells 

travel to the superficial layer of the skin. Overall, there are four types of cells in the epidermis 

layers which are Keratinocytes, Melanocytes, Langerhans, and Merkel, providing different skin 

features. Keratinocytes are the majority cells formed at the bottommost stratum basale level with 

nutrients diffused from the dermis. Keratinocytes move upward towards the stratum corneum 

while providing protein keratin which is responsible for forming a water barrier and aids the 

formation of Vitamin D under ultraviolet light. Merkel cells are also found in stratum basale and 

they provide sensing to human skin and are mostly found at the fingertips. Melanocytes produce 

melanin which causes different skin tones among humans. Langerhans cells are believed to form 

a skin protective system with its antigen presentation (Rajesh et al., 2019; Yousef et al., 2020). 

 

Figure 2-2: Dermis layer. (Source: VirtualMicroscopyDatabase.org) 

 Underneath the epidermis is a basement membrane that connects to the dermis layer. With 

no distinct division, the dermis layer has two different areas of connective tissues namely the 

papillary layer and reticular layer (Figure 2-2). The connective tissues mainly consist of collagen 

and elastin fibers along with an extracellular matrix. The fibers distribution density differentiates 
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the two layers where the papillary contains loose fiber mesh while denser fiber distribution is found 

in the reticular layer. The collagen fibers, which makes up most of the dry mass (70-80%) (James 

et al., 2006; Meyer et al., 2007) and volume (30%) of the dermis layer (Ebling et al., 1992; Van 

den Berg, 2012) provide structural tensile strength and make the dermis layer become a stress 

cushion when subjected to an external load. The elastin fiber which is the secondary protein fiber 

provides little elasticity and only contributes to the strength during initial loading (Oxlund et al., 

1988), therefore preventing the skin from getting permanent deformation. The natural orientation 

of the collagen fibers is also referred to as Langer’s line or Cleavage line which was first 

discovered by Karl Langer in 1861 (Figure 2-3). These Langer’s lines, which evolve through aging 

and is different between sex (Cox, 1941), illustrate how the skin is naturally stretched and has been 

used to minimize scar formation and better wound recovery in the surgical application when the 

incision is made along the Langer’s line (Lemperle et al., 2019).  

 

Figure 2-3: Human skin Langer’s line distribution. (Source: K. Langer, 1978) 
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The third layer is the hypodermis which is mainly made up of loose connective tissues and 

adipose cells that connect to muscles and bones. The hypodermis is a transition area where skin 

tissue is connected to the subcutaneous tissue. The hypodermis layer acts as a body temperature 

regulator to prevent unnecessary heat loss and reserve energy. It also helps to protect from minor 

impacts by acting as an energy absorber. 

2.2 Skin Injury 

 Skin injuries are classified based on how they physically appear and how they occur. At 

the highest level, skin injuries are divided into open and closed wounds. Closed wounds usually 

do not involve skin breaking or exposure to underlying soft tissues such as muscle or bone, 

therefore these wounds have less infection risk and faster tissue healing and recovery. Injuries that 

are considered closed include hematomas and contusions which can result from mild blunt impact 

onto the skin during sports contacts or accidental falls. These types of closed wounds primarily 

involve damage of blood vessels and capillaries underneath the epidermis layer which causes blood 

pooling and swelling around the injured area (Langlois, 2007; Kostadinova-Petrova et al., 2017). 

Other closed wounds are blisters and seroma which are caused by repetitive friction movements 

or extensive surgery taken place on the skin and result in fluid-filled pockets formed underneath 

the skin as part of the swelling process. The fluids are usually serum or plasma but can be blood if 

the underlying blood vessels are damaged. 

In contrast, open skin wounds such as abrasions, lacerations, punctures, and ulcers involve 

the physical disruption of the skin tissue, exposing the underlying tissues to the environment. 

Abrasions occur when the skin’s superficial layer (epidermis) is removed through acute contact 

such as sliding along a rough surface (van den Eijnde et al., 2014). This results in irregular 

exposure of the upper dermis along with punctate bleeding and can be easily treated (Basler et al., 
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2001). Skin puncture is mainly caused by a sharp object that penetrates through the skin and creates 

deep tissue damage. The puncture creates a small opening on the skin and both the epidermis and 

dermis layer can be damaged depending on the penetration depth. Two main forces were 

determined when creating skin puncture i.e. tearing force and spreading force (Barnett et al., 2015). 

The tearing force is developed at the tip of the sharp object which acts as a pushing force to 

penetrate the skin while the spreading force acts as a secondary force that enlarges the wounded 

area as the sharp object continues the penetration. Due to an extremely small contact area between 

the sharp tip and the skin, this yields a high-stress concentration on the skin that leads to an open 

crack. The sharp object usually remains in the wounded area which could lead to infection and 

blood loss and extreme precaution needs to be taken in a reasonable time manner. Another open 

skin injury called skin ulcer occurs when blood circulation is affected by diabetes or when long-

term pressure is applied to the skin and eventually causes the skin to break down. Laceration is the 

most common open skin injury as it can happen in daily incidents such as door pinch  that leads to 

irregular skin tears and underlying soft tissue injuries (Ito et al., 2017). Unlike skin puncture, skin 

laceration is usually caused by loading from blunt edges. Therefore, there is no stress concentration 

as observed in skin puncture while the skin is deformed upon loading by accommodating the 

impactor. This deformation allows the skin to be elongated in tension until reaching its failure 

threshold. Similar to skin puncture, both dermis and epidermis can be damaged in skin laceration 

depending on the loading severity. Although not as severe as skin puncture, skin laceration also 

requires careful treatment to minimize pain which can affect daily activities. As a result, this 

dissertation will focus on modeling open skin injuries, particularly in skin laceration due to its 

commonality as a result of blunt impact. 
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Figure 2-4: Skin injury types. (Source: biodermis) 

2.3 Skin Mechanical Properties 

 As described in human skin anatomy, type I collagen fibers are the predominant content in 

the dermis layer and are responsible for providing the structural strength of the skin. The collagen 

fibers are effective in resisting tensile loading but tend to buckle under compression when the load 

is applied along with the fiber orientation (Ferruzzi et al., 2019). Under natural stress state, the 

collagen fibers are curved and aligned in the plane of the skin. When impacted by a blunt object, 

the skin is compressed and starts to accommodate the impactor, the load is mostly applied on the 

extracellular matrix at this stage, and deformation on the collagen fibers is negligible. As the 

deformation continues, the skin will be fully engaged at some point, resulting in a tensile loading 

on the skin membrane. The force will be transmitted to the collagen fibers, causing fiber elongation 

and eventually lead to skin failure (Figure 2-5).  Hence, it is believed that the primary skin failure 

mode under blunt impact is related to tension. 
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Figure 2-5: Collagen fiber deformation under the blunt impact. a) Curved collagen fibers within the extracellular matrix before 

impact. b) Negligible force transmitted to collagen fiber during the initial impact, no collagen fiber deformation. c) Tensile force 

transmitted to the collagen fibers to make them straightened once the skin membrane is engaged. d) Collagen fibers are fully 

straightened and elongation continues until rupture. 

2.3.1 Nonlinear stress-strain response 

Based on images obtained from the Scanning Electron Microscope (SEM), the evolution 

of collagen fibers under tensile loading until failure can be described in 4 stages. First, curved 

collagen fibrils are orientated and rotated towards the direction of the applied load. Second, the 

straightening of the collagen fibrils starts to take place while additional fibrils are re-orientated 

towards the tensile direction. Third, once the collagen fibrils are fully engaged and straightened, 

sliding, and delamination between fibers occur. Lastly, skin failure (open skin injury) happens as 

the fibrils fracture and curl back (Yang et al., 2015; Aziz et al., 2016). The 4 stages of collagen 

fiber deformation provide the skin with a nonlinear stress-strain relationship under tension (Figure 

2-6). Although it is known that gradual breaking of the collagen fibers occurs when the fibers are 

fully engaged, estimation of the strain level at which the breaking starts (i.e., sub failure) is yet to 

be determined. It is also observed that initial damage that happens on the skin tissues does not lead 

to instant separation (brittle failure) as observed in bony material. The crack caused by the initial 
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damage continues to grow under the applied load until the skin is completely separated  (Yang et 

al., 2015).  

 

Figure 2-6: Stress-strain curve of skin. (Source: Aziz et al., 2016) 

2.3.2 Anisotropy 

 Skin is anisotropic, which means it will respond differently under different loading 

directions (Ní Annaidh et al., 2012). The anisotropy property is due to a naturally preferred 

alignment of the collagen fibers within the skin at various regions of the body. The variation of 

this preferred direction of collagen gives rise to the descriptions made by Langer and the patterns 

of Langer’s lines. The collagen fiber’s resistance to the extension when subjected to loading yields 

higher reaction force and less elongation on the skin. Hence, the skin is stiffer when loaded along 

the Langer’s line but withstands a shorter stretch before failure occurs compared to cross fiber 

samples. Figure 2-7 illustrates an example of the human skin anisotropy in terms of material 

stiffness under the ex-vivo tensile test. Both skin samples share similar stiffness during initial 

loading and the parallel sample reaches maximum stiffness at a lower stretch ratio compared to the 

perpendicular sample.   
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Figure 2-7: Skin's anisotropy effect. (Source: Joodaki & Panzer, 2018) 

2.3.3 Viscoelasticity 

Skin also exhibits viscoelastic characteristics, meaning that the mechanical response of 

skin is strain-rate dependent. This has been demonstrated previously using animal skin tissue. 

Shergold et al., (2006) conducted compression tests of pig skin tissues at strain rates between 

0.004/s to 4000/s and observed skin stiffness variation between different applied strain rates. The 

skin tissues exhibit the highest stiffness response at the highest strain rate and vice versa at the 

lowest strain rate. In another study, Karimi et al., (2016) performed stress relaxation tests using rat 

skin tissues. (Figure 2-8). In the stress relaxation test, an instantaneous stress jump profile indicates 

the elastic portion of the skin, followed by stress decay which characterizes the viscosity part of 

the skin. The relaxation profile also correlates to the initial stretch level which is dependent on the 

loading rate of the test. 
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Figure 2-8: (Left) Strain-rate effect on pig skin; (Right) Stress relaxation profile of rat skin.  

(Source: Shergold et al., 2006; Karimi et al., 2016) 

2.3.4 Aging Effects 

Age is also an important factor that influences the skin’s mechanical properties, especially 

its stiffness and elasticity. It is believed that skin becomes stiffer and with less extensibility due to 

calcification of elastin fibers and less crimped collagen fibers as maturation progresses (Sherratt, 

2013). Escoffier et al. (1989) conducted 123 human tests with volunteers aged between 8 and 98 

years old by applying torsion on their ventral forearm skin and concluded that skin’s extensibility 

decreases while the stiffness increases with age. This agrees with previous findings by Grahame 

and Holt (1969), but disagree with Sanders (1973) where skin stiffness was reported to decrease 

with age after applying torque on the dorsal forearm skin of 19 human volunteers ages 6 to 61 

years old.  Escoffier et al. (1989) believed that this difference was likely due to different tested 

body regions where some locations may offer more skin flexibility than the others and therefore, 

recorded elasticity of skin-adipose tissues rather than the skin itself. Other studies reported that 

skin tissue in children and young adults was more compliant than a fully grown adult, and skin 

stiffness starts occurring around 15-25 years old (Alexander & Cook, 1976) or 30 years old 

(Agache et al., 1980). Diridollou et al. (2000) tested 206 human volunteers from 6 months old to 
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90 years old by conducting in vivo suction on their volar forearm skins and concluded skin’s 

Young’s modulus increases linearly with age. Boyer et al. (2009) pointed out the conflict of 

Young’s modulus-age relationship could be due to the type of mechanical test performed. Boyer 

reported a decrement of Young’s modulus with age under the indentation test after testing 46 

female volunteers between 18 and 70 years old and stated that the unconfined test environment 

without using a guard ring measures the natural state of human skin. However, this is contrary to 

the results presented by Dulińska-Molak et al. (2014) who performed indentation tests on skin 

slices obtained from humans aged between 30 and 60 years old found the skin’s Young’s modulus 

increases with age. Furthermore, after performing bulge tests on 6 PMHS, Tonge et al. (2013) 

observed younger donors (43-59 years) exhibited stiffer responses than older donors (61-83 years). 

2.4 Skin Experimental Techniques 

 Different mechanical test types such as indentation, suction, torsion, tension, and 

compression tests have been conducted on human skin using the in vivo or ex vivo approach. In 

vivo approach studies skin responses in its natural state where the skin is attached to underlying 

tissues on living organisms. This approach accounts for realistic physiological effects but makes 

it difficult to separate the influence of underlying tissues such as adipose and muscle based on test 

type. Furthermore, the in vivo study limits extreme testing conditions on the skin which can be 

intrusive and harmful to test subjects. Nevertheless, the in vivo approach provides the advantage 

of repetitive testing on living patients which can be beneficial to the healthcare industry. The ex 

vivo study, on the other hand, provides testing flexibility where the skin is completely excised from 

living organisms and therefore, allows skin failure testing to determine skin failure properties. 

Removal of the skin also provides a simpler testing environment where boundary condition is 

clearly defined, and isolated skin response can be tested. The challenges of ex vivo testing include 
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the chance that skin properties might be altered since detachment from the body and may cause 

loss of nutrients and moisture. Because of this risk, extra precautions must be taken between the 

excision of the tissue and testing. A common practice to preserve the soft tissues is to place the 

tissue in saline solution and/or freeze the tissue if immediate testing is not performed. However, 

the effect of freezing on the mechanical properties of soft tissues has been inconsistent based on 

multiple studies (Clavert et al., 2001; Ng and Chou, 2003; Giannini et al., 2008; Huang et al., 2011; 

Jung et al., 2011; Ren et al., 2012; Arnout et al., 2013). Besides, ex vivo testing of the skin involves 

handling and inserting skin samples into test fixtures, without causing permanent deformation 

before testing or slippage during testing, can be challenging. 

2.4.1. Tensile tests 

 Both in vivo and ex vivo approaches have been used on the tensile testing of human skin. 

The in vivo tensile tests place two tabs on the skin which are bonded with adhesives and 

displacement is prescribed to pull along the skin surface (Wan Abas & Barbenel, 1982; Manschot 

& Brakkee, 1986; Lim et al., 2008). The strain can be measured based on the distance between the 

tabs. Compared to other test types, the tensile failure test of human skin is the most common type 

performed ex vivo. Dogbone shaped or rectangular skin samples are normally prepared for uniaxial 

tensile tests. Quasi-static (0.0012/s) tensile tests have been performed using human back skin for 

different Langer line orientations to investigate its anisotropic property while dynamic tests (0.06-

167/s) on human skin were also performed, looking into strain-rate effect on skin mechanical 

properties (Jacquemoud et al., 2007; Gallagher et al., 2012; Ní Annaidh., 2012; Ottenio et al., 

2015). These tests defined key skin properties such as Young’s modulus, failure stretch, strain 

energy, initial stiffness, and ultimate tensile strength (UTS) which will be further discussed in 

Chapter 3. In addition to uniaxial tension, biaxial tensile tests on human skin were also conducted 
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where square samples are made and loaded on test fixtures using hooks and strings to prevent any 

unwanted shearing effect (Lanir & Fung, 1974; Martin., 2000). The benefit of biaxial testing is the 

skin’s anisotropy property can be examined since different stretch directions can be applied 

simultaneously, mimicking the stretch state similar to the living body. However, the use of hooks 

and strings for sample fixation can easily cause edge tearing and this limits its usage in dynamic 

tests. 

2.4.2 Indentation tests 

   In indentation tests, different geometric probes, such as cylinder or sphere, are applied 

where the probe is perpendicularly pressed onto a small area of the skin surface and the reaction 

force and indented displacement are measured. It has been reported that experimental parameters 

such as probe size, shape, and indentation depths can affect the measurement of Young’s modulus 

(Groves, 2012; Kuilenburg et al., 2013). Kuilenburg observed the skin’s stiffness decreases when 

indented in micron level but increases when indented in macro-scale (in millimeters). In terms of 

the probe’s geometrical effect, skin stiffness increases with indentation depth when using a 

cylindrical probe, while a spherical probe does not affect the stiffness after reaching a certain 

indentation depth (Jia, 2009; Grove, 2012). To explain this effect, a study conducted by Pailler-

Mattei et al. (2008) determined the apparent Young’s modulus only increases with increasing 

indentation depth for a ratio of contact radius to skin thickness larger than 0.5. To calculate 

Young’s modulus, by assuming linear elastic response of the skin, Hertzian contact can be used to 

deduce relevant strain and stress from indentation depth and measured force, respectively (Johnson, 

1985; Lin et al., 2009; Crichton et al., 2011). The same principles can also be applied to elastic-

viscoelastic material where Young’s modulus is measured as a function of time (Lee & Radok, 

1960; Mattice et al., 2006). 
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 The indentation tests conducted on human skin are usually in vivo and non-destructive. To 

understand the skin-piercing mechanism, the tissue fracture mechanics model developed by 

Shergold & Fleck, (2004) for deep penetration of soft solids has been used to investigate the 

relationship between insertion speed and resultant force on porcine skin (Barnett et al., 2015). The 

study was targeted at the surgical application where sharp penetrators are required to reach a 

precise target location at low insertion speed (~1-80 mm/s). Human skin failure under high rate 

indentation is rarely studied where studies tend to focus on investigating internal organ damage. 

With increasing interest in preventing unnecessary skin injuries from law enforcement personnel, 

high rate indentation tests on human skin using ballistic munitions have been performed to 

determine the human skin failure threshold  (Bir et al., 2005; Kapeles & Bir, 2019).  

2.4.3 Torsion tests 

 Torsion tests of the skin have been performed in vivo by applying a small torque on the 

skin surface using a circular disk and measuring the corresponding rotation (Sanders, 1973; 

Agache et al., 1980; Leveque et al., 1980; Grebeniuk & Uten’kin, 1994). The applied torque brings 

an immediate elastic deformation followed by time-dependent creep deformation. The torsion tests 

allow the calculation of Young’s modulus based on the applied torque, skin thickness, disc radius, 

and measured rotation. Most of the applied torques range from 0.8 mN-m to 28.6 mN-m depending 

on the size of the circular disk with a corresponding rotation angle between 2 to 10 degrees and 

Young’s modulus is determined between 0.02 MPa and 1.33 MPa. The measured Young’s 

modulus is based on the is believed to be contributed by the epidermis layer of the skin tissue and 

the dermis layer is not tested due to the nature of the test. 
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2.4.4 Suction tests 

 In vivo suction tests involve elevation of skin under a vacuum using a circular dome-like 

apparatus. Early suction tests focus on superficial skin (i.e., stratum corneum) (Grahame & Holt, 

1969; Alexander & Cook, 1977) and have evolved into commercial deep tissue testing to account 

for anisotropy using optical systems such as Dermaflex (Jemec et al., 1996; Gniadecka & Serup, 

2006) and Cutometer (Barel et al., 1995). An empirical equation was developed by Diridollou et 

al. (2000) to estimate skin’s Young’s modulus based on the applied pressures, skin thickness, the 

radius of the probe, and elevation of the dome from the suction test that is based on an ultrasound 

device. In general, the applied pressure by the suction devices are less than 500 mbar and the 

measured Young’s modulus lies between 56 kPa and 260 kPa. 

2.5 Constitutive Models  

 The constitutive model employs an analytical equation to describe a material’s stress-strain 

relationship. Different constitutive models have been used to describe the skin’s response as 

observed in the experiment. The simplest constitutive model used is Hooke’s Law where the skin 

is modeled as linear elastic solid, defined by Young’s modulus. Although incapable of capturing 

the nonlinearity, anisotropy, and viscoelasticity, the linear elastic model is frequently used to 

describe in vivo experimental data where the skin is usually loaded at a small strain level and only 

the epidermis is characterized. 

 To capture the nonlinear stress-strain relationship, there are two models used: the bi-linear 

elastic model and the hyperelastic model. The concept of the bi-linear elastic model is an extension 

of Hooke’s law where two Young’s moduli are determined by separating the response into two 

rough straight lines at a certain strain threshold (Delalleau et al., 2008). However, the subjective 

choice of the strain threshold may result in different stiffness being obtained. To capture the 
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continuity of the load curve, many hyperelastic models such as the Mooney-Rivlin (Mooney, 1940) 

and Ogden (Ogden & Hill, 1972) models have been used to model skin response and showed 

promising results. However, these constitutive models are isotropic and elastic and are unable to 

capture anisotropy and viscoelasticity without modification to their formulation (Shergold et al., 

2006).  

 

Figure 2-9: Bi-linear elastic modeling where E1 is initial stiffness and E2 is stiffness at fully engaged collagen fibers (Source: 

Delalleau et al., 2008) 

Hyperelastic models are derived from the basis of a strain energy density function. The 

strain energy density function associates the internal strain energy of a material with some metric 

that describes the amount of deformation of material relative to its reference (no stress) 

configuration. For example, the Mooney-Rivlin model has a strain energy density function defined 

as 𝑊 = 𝐶1(𝐼1 + 3) + 𝐶2(𝐼2 + 3)  where 𝐶1  and 𝐶2  are material parameters, and 𝐼1  and 𝐼2  are 

strain invariants. Łagan and Liber-Kneć, (2017), inspired by Martins et al. (2006), studied the 

effectiveness of 7 constitutive models on swine skin tissues under uniaxial tensile tests. The 

constitutive models examined were the Neo-Hookean model, the Mooney-Rivlin model, the Yeoh 

model (Yeoh, 1993), the Ogden model, the Humphrey model (Humphrey & Yin, 1987), the Martin 

model (Martins et al., 1998), and the Veronda-Westmann model (Veronda & Westmann, 1970). 

They concluded the Neo-Hookean model failed to capture the skin response and exhibited only a 

linear stress-strain response while the others were capable of simulating the full nonlinearity of the 
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deformation (Figure 2-10). The study also reported the model’s strain energy density function with 

exponential function and more than two material parameters had better fitting results than the 

polynomial function.    

 

Figure 2-10: Hyperelastic models fitting comparison using swine skin tissue at the abdominal area 

(Source: Łagan & Liber-Kneć, 2017) 

 To account for the viscoelastic phenomenon along with the nonlinearity elasticity, a hyper-

viscoelastic model using Quasi-Linear Viscoelastic (QLV) formulation (Fung, 1972) has been 

utilized for the skin. The QLV model simulates the viscosity and elasticity of the skin separately 

where the elastic response can be modeled using various hyperelastic models. For example, the 

Yeoh, Ogden, and exponential formulations for hyperelasticity have been used along with the QLV 

framework to simulate skin response (Liu et al., 2015; Wang et al., 2015). Details of the QLV 

model coupled with damage modeling will be discussed in Chapter 5. 

 For the skin anisotropy, the Gasser-Ogden-Holzapfel (GOH) model (Holzapfel & Gasser, 

2001; Gasser et al., 2006), which uses both constitutive and structural parameters, is capable of 

simulating skin’s response along and across Langer line orientations (Ní Annaidh et al. 2012) but 

requires additional work such as determining fiber dispersion factor and fiber preferred orientation 

angle through histological analysis. The GOH model adds in a fiber term to the existing ground 
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substances’ strain energy density function (i.e., Neo-Hookean) which involves the use of the 

invariant 𝐼4, referred to as the square of fiber stretch. The additional fiber term provides the GOH 

model the capability to model the fiber response individually. To date, damage modeling of skin 

tissue has been rarely studied, by adding damage terms to the GOH model, Li and Luo (2016) 

claimed to be the first to model skin tissue damage under tension. The damage GOH model related 

ground substances and fiber damage with four additional parameters, which were optimized to 

control the curve sharpness upon damage occurring. Their damage model usability has been 

demonstrated using most of the human and animal skin experimental data conducted in the past. 

The author also concluded that the fiber stretch is an important parameter to model the fiber failure 

limit. 

Table 1. Summary of skin constitutive models 

Reference Sample Test type Constitutive model Model feature 

Shergold et al., 2006 

Pig skin Skin Mooney-Rivlin 

Nonlinearity 

Pig skin compression Ogden 

Delalleau et al., 2008 Human skin suction Neo-Hookean 

Lapeer et al., 2010 Human skin tension Ogden 

Łagan & Liber-Kneć, 2017 Swine skin tension See note* 

Ní Annaidh et al., 2012 Human skin tension GOH Nonlinearity/ 

Anisotropy Groves et al., 2013 Murine skin tension Veronda-Westmann** 

Liu et al., 2015 Pig skin tension 

QLV 

Nonlinearity/ 

Viscoelasticity Wang et al., 2015 Mouse skin compression 

Li & Luo, 2016 Human/animal skin tension GOH with damage 

Nonlinearity/ 

Anisotropy/ 

Damage 

* 7 hyperelastic models were used for comparison in this study.  

** Additional fiber strain energy density function is added to the Veronda-Westmann model to include anisotropy. 
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2.6 Finite Element (FE) Models  

Finite Element (FE) models have been an alternative tool to investigate human body 

response through its high usability for different loading conditions. To develop a FE model, the 

constitutive model needs to be implemented to simulate a material’s response. Although extensive 

research has been carried out in skin constitutive modeling, the transition from the analytical 

method to numerical implementation has been limited. At a non-destructive level, Flynn and 

McCormack (2008) have developed a three-layer skin model representing stratum corneum, 

dermis, and hypodermis layers to simulate wrinkling of human forearm skin by moving tabs along 

the skin surface towards each other. Each layer was modeled using different constitutive models 

including Neo-Hookean for stratum corneum, two QLV models using two different hyperelastic 

functions (i.e., an anisotropic hyperelastic) (Bischoff et al., 2002) for the dermis layer, and the 

Yeoh model for hypodermis layer. A similar FE model was also developed based on in vivo 

indentation tests carried out on different human skin areas (Flynn et al., 2011) by employing the 

Ogden-based QLV model to simulate skin hysteresis subjected to loading and unloading cycle. 

Groves et al. (2013)  on the other hand, developed three individual skin FE models to represent 

skin anisotropy to different Langer’s line directions by employing the Veronda-Westmann 

constitutive model with an additional fiber term (Weiss et al., 1996). The fiber term describes 

strain energy density functions including fiber under compression, crimped fiber, and straightened 

fiber.  

In terms of skin injury modeling, Ní Annaidh et al. (2013) investigated the required skin 

failure force under stab penetration with a variation of blade sharpness using a skin FE model. The 

FE model which employs the GOH constitutive model can capture the force-displacement 

response of human skin under the stab penetration experimental data at a quasi-static rate 
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(100mm/min). The validated FE model was believed to be the first numerical model to simulate 

skin failure despite the skin’s viscoelasticity not being considered in the model. Furthermore, 

Chanda and Upchurch (2018) employed a combined experimental-numerical method to simulate 

skin wound geometry and its evolution under the tensile test. In the study, a ‘wounded’ skin FE 

model, modeled with Veronda-Westmann constitutive model was constructed by creating a hollow 

wound where its dimension was obtained from physical skin simulant under a microscope. The FE 

model has been validated to study the effect of wound geometry on local straining as a result of 

skin surgeries. The authors claim the FE model was the first attempt to model post-injured skin. 

Lastly, the skin FE model in modern HBMs (e.g., GHBMC, v5.0) was modeled using the 

viscoelastic model with a single time constant and no failure criteria were included. Simplification 

of the skin FE model in HBMs on skin response under blunt impact has yet to be investigated. 

2.7 Summary  

In summary, the current state of the art and research gap of human skin injury is listed 

below: 

• Skin laceration is the most common open skin injury which results in irregular skin tears.  

• In-plane collagen fiber is the predominant load bearing of skin that resists tensile load, 

therefore, making tensile failure the primary failure mode of skin upon blunt impact. Under 

tension, the skin is nonlinear, viscoelastic, and anisotropy. 

• An ex vivo uniaxial tensile test is the most frequent test carried out on human skin to obtain 

failure properties. The most up to date human skin failure dataset considered skin’s 

viscoelasticity and anisotropy despite only studying one PMHS. Further, there is a lack of 

stress relaxation test datasets of human skin. 
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• Constitutive models derived from strain energy density function accurately simulates skin 

experimental data. QLV and GOH models are capable of capturing the skin’s viscoelasticity 

and anisotropy, respectively. To date, there is only one analytical study focusing on modeling 

skin damage using the GOH damage model, but the numerical implementation has yet to be 

performed. 

• The numerical implementation of human skin to study skin injury is limited. Numerical model 

applications of skin models include skin wrinkles, wounded skin progression, and skin failure 

under knife stab-penetration. However, there is a lack of skin FE damage models that can be 

utilized to model open skin injuries subjected to ballistic blunt impact.  
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CHAPTER 3 - Human Skin Characterization for Constitutive Modeling 

Human skin mechanical data is essential for developing constitutive models that can 

describe skin responses. Hence, experimental characterization of human skin is presented in this 

chapter. Experimental work in this chapter consists of multiple tests, including uniaxial tensile 

tests to obtain tensile failure properties, stress relaxation tests to obtain viscoelastic property, and 

compression tests to determine human skin through-thickness compressive properties. The data 

collected were analyzed and used to inform the selection of an appropriate constitutive model. The 

goal of this chapter is to contribute to the current human skin tensile database by adding a failure 

data corridor and stress relaxation dataset. Portions of this chapter were prepared for a journal 

article titled “Combined destructive and viscoelastic characterization of human skin for 

constitutive modeling” intended for the Journal of Mechanical Behavior of Biomedical Materials. 

3.1 Introduction 

Human skin exhibits nonlinearity, anisotropy, and viscoelasticity based on recent extensive 

skin properties reviewed by Kalra et al. (2016) and Joodaki and Panzer (2018). In the past, these 

properties have been determined through in vivo and ex vivo tests. While human skin properties 

such as Young’s modulus is often characterized in these in vivo tests within physiological loading 

range and rate, skin’s viscoelasticity has also been examined through oscillatory loading to 

determine its complex modulus. One major drawback of oscillatory loading is that the resultant 

complex modulus is frequency-dependent and frequency sweep is often necessary to provide the 

entire spectrum of human skin’s viscoelasticity. To overcome the drawback, one approach is to 

carry out ramp-hold tests such as relaxation or creep test which can separate the skin’s elastic and 

viscous response in a time domain. Several ramp-hold tests have been conducted on in vivo human 

skin (Khatyr et al., 2004; Piérard et al., 2013) through suction. However, these in vivo studies do 
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not allow viscoelastic information at higher stretch levels to be determined and effects from 

surrounding tissues cannot be eliminated as well. Ex vivo testing has been conducted on animal 

skins through tension and compression to determine their viscoelasticity (Xu et al., 2008; Liu & 

Yeung, 2008; Wang et al., 2015; Karimi et al., 2016), but this has yet to be performed on ex vivo 

human skin. In terms of destructive testing on human skin, Ní Annaidh et al. (2012) and Gallagher 

et al. (2012) conducted a quasi-static (0.01/s) and a dynamic (2 m/s) failure test of human back 

skin respectively by considering skin’s anisotropy. Jacquemoud et al. (2007) also conducted 

uniaxial tensile tests on human forehead skin at a dynamic rate (55/s) which was reported to have 

occurred at automotive collisions. To date, only Ottenio et al. (2015) have performed destructive 

uniaxial tensile tests using multiple strain rates (0.06- 167/s) and considered anisotropy on human 

back skin although only one single PMHS was studied in the test. There remains a lack of data to 

fully represent human skin tensile failure by considering skin’s anisotropy and rate dependency, 

especially at loading rates up to those experienced in ballistic blunt impacts. These data can 

contribute to the development of constitutive damage modeling of human skin as well as providing 

a feasible range of skin properties for developing future physical skin simulants. Therefore, the 

purpose of this chapter is to characterize human skin tensile failure and viscoelastic properties by 

considering inter-subject variation with strain rate that is applicable in between automotive crashes 

and ballistic impact events. The ex vivo viscoelastic dataset is expected to inform the selection of 

an appropriate constitutive model that can be used to model human skin tensile response. The 

destructive tensile test series provides a stress-stretch relationship of human skin that can be used 

in conjunction with the viscoelastic data to aid in the development of a human skin viscoelastic 

damage model. 
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3.2 Methods 

3.2.1 Strain Rate Calculations 

 As part of test matrix development, test data should reflect skin properties under a range of 

target loading rates due to its viscoelasticity, however, the magnitude of strain rate in cases of the 

ballistic blunt impact remains unknown. To estimate an approximate range of strain rate, a HBM 

(i.e., GHBMC-O v5.0 model) which is frequently used in the automotive industry to study human 

response under car crashes was chosen to simulate blunt impact conditions. A list of kinetic energy-

based less lethal munitions that are available commercially in the current market was identified 

and details of these munitions are presented in Chapter 8. Among all the less-lethal munitions, a 

0.68 caliber (8.636mm in radius) rubber ball (3 grams) was chosen as the impactor for the blunt 

impact simulation. The rubber ball was modeled as a rigid body with an initial travel velocity of 

100 m/s. The 100 m/s was chosen as it was the most common muzzle velocity of the available less 

lethal munitions. For the impact locations, the two muscle locations of the pectoralis major and 

rectus abdominis region were chosen to investigate potential strain rate discrepancy due to 

different boundary conditions (Figure 3-1). 

 

Figure 3-1: Impact location of GHBMC-O v5.0. (Left) pectoralis major. (Right) rectus abdominis.  
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 The simulation data was output every 0.1 ms and terminated at 2 ms because only strain 

rates during the initial impact were of interest. Using the impactor center as the center of the 

impacted area, a square region approximately 35 x 35 mm2 was defined (35 mm being two times 

the diameter of the impactor). Each element within the impacted area was chosen for extracting 

infinitesimal strain, in particular, the 1st principal strain was chosen because it represents tensile 

strain for calculating relevant strain rates (Figure 3-2). An average strain-time history was obtained 

from the elements within the impacted area. Based on the average strain-time history, a strain rate-

time history can be calculated by dividing the strain at each time step by its current time. As a 

result, it was seen that strain rates up to 200/s and 350/s occurred at the abdominal and pectoral 

regions respectively (Figure 3-3). Therefore, dynamic skin characterization tests were intended to 

test at strain rates of similar magnitude. It should be noted that there were a couple of assumptions 

and limitations with the GHBMC HBM that may affect this preliminary assessment. First, the skin 

material in the GHBMC model is generally known to be stiffer than human skin to maintain model 

stability, and therefore the strain rate calculated in this preliminary analysis could be 

underestimated. Second, the skin material in the GHBMC v5.0 was modeled with a single 

viscoelastic time-constant, which may misrepresent actual skin response for the impacts assessed. 

Third, the impact locations were chosen subjectively, and any constitutive model 

misrepresentation of underlying tissues may also affect the skin response. Nevertheless, this was 

deemed to be the most suitable numerical approach to identify a target strain rate, and further study 

regarding re-assessment of the strain rate with an improved skin material model is necessary. 
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Figure 3-2: Area of interest to acquire the strain-time history of the ballistic blunt impact simulation. 

 

Figure 3-3: Strain rate-time history upon ballistic blunt impact at 100m/s. 

3.2.2 Test Matrix Development 

 Three types of experimental tests were designed to determine the nonlinearity, anisotropy, 

and viscoelasticity of human skin. The first test was the uniaxial tensile test to determine the tensile 

failure properties of the human skin. Within the tensile test, three discrete strain rates were planned 

on two types of skin samples (i.e. parallel (0°) and perpendicular (90°) to the Langer’s line 
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orientation) which help to test the skin’s anisotropy and strain rate dependency. The highest strain 

rate applied should be around a similar order of magnitude as the strain rate determined previously 

under the ballistic blunt impact simulations. After running pilot experimental tests on human skin, 

180/s was chosen as the highest end of the applicable strain rate that was obtainable from the test 

rig while 75/s and 1/s were chosen as the lower magnitude of the loading rate.  

In the stress relaxation test, an infinite fast loading rate, followed by some amount of 

holding period on the skin was desired to distinctly inform the elastic and viscous response. The 

step-hold profile was designed to include five consecutive strain levels up to 30% strain by 

assuming no skin damage occurs at these loading levels. However, the theoretical infinite loading 

rate cannot be physically carried out on mechanical devices, and the skin was uniaxially loaded as 

quickly as possible to minimize any relaxation response during loading. For the holding period, 

studies have shown approximately 70% of stress was dissipated on pig skin during the first 60 

seconds of the holding period (Xu et al., 2008), while others have shown similar dissipation in less 

than 1 second on mouse skin under compression (Wang et al., 2015) and 90% dissipation within 

60 seconds on rat skin (Karimi et al., 2016). These studies also show that no significant stress 

relaxation occurred after the rapid decay. Hence, a dwell period of 60 seconds was chosen for the 

stress relaxation test and preliminary results show a 50% to 70% stress relaxation between the five 

strain levels. 

In addition to the tensile tests, a quasi-static non-failure compression test of human skin at 

low strain level (30%) was also planned to provide skin characteristic information which was 

perpendicular to the direction of loading that excludes the influence of the collagen fibers.  
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The approach was to maximize the number of skin samples within individual PMHS 

specimens for each test type, and Table 2 summarizes the test matrix designed for each PMHS 

specimen to capture the skin properties as mentioned. 

Table 2: Summary of the test matrix. (Y=Yes, N=No) 

Tests Stress Relaxation Tensile Compression 

Test rate 2 /s 1/s 75/s 180/s 0.01/s 

Langer’s line orientation 0 ° 90 ° 0 ° 90 ° 0 ° 90 ° 0 ° 90 ° N/A 

Sample # 2 2 2 2 2 2 2 2 3 

Failure test N N Y Y Y Y Y Y N 

3.2.2 Skin Sample Preparation 

 Skin samples were excised from the back of six adult male post-mortem human surrogates 

(PMHS). All test procedures were approved by the UVA Institutional Review Board before any 

testing and the PMHS were screened for pre-existing pathologies to avoid skin diseases that may 

have affected skin quality. The PMHS represent an average of 57±11 years old, 178.6±3.8 cm in 

height, and 88.4±19.8 kg in weight (Table 3). Neither age nor sex factor was considered when 

selecting the specimen since this study aimed at providing a general human skin dataset corridor. 

Table 3: PMHS information. 

Specimen ID Age (years) Height (cm) Weight(kg) 

795 60 175.3 83.9 

757 49 185.4 122 

702 42 178 86 

733 74 180.3 78.9 

919 59 177.8 96.6 

680 58 175 63 
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All PMHS were thawed for three consecutive days in a room temperature environment 

before skin excision took place. The orientation of the skin sample was determined with reference 

to anatomy illustration of the Langer’s line (Langer, 1978), and both parallel (0°) and 

perpendicular (90°) samples with respect to the Langer’s line were excised (Figure 3-4a). Custom 

printed stencils and sharpie markers were used to mark the contour and in vivo dimension of the 

skin samples prior to excision (Figure 3-4b). For the compression samples, three 1" x 1" skin 

samples were excised from the remaining available space. After marking, a surgical scalpel was 

used to excise the skin samples along the marked contour and excessive adipose tissues were 

carefully scraped off to avoid any permanent deformation developed on the skin (Figure 3-4c). 

This completed the skin excision process and each skin sample was wrapped in saline dampened 

gauze pad to prevent moisture loss and refrigerated at 4°C until testing, which occurred within 48 

hours.  

 

Figure 3-4: (a) Left: Locations of skin samples excised on the left side of the human back (blue – ST samples (n=4) and SR 

samples (n=4), red – DT samples (n=4)). (b) Middle: Marked in-vivo state of human skin before excision. (c) Right: Skin samples 

with underlying adipose tissue (before) versus isolated skin samples without the adipose tissue (after). 

For each PMHS, 2 different sizes of skin samples were excised on the left side of the back 

of the PMHS (Figure 3-4a) for the tensile tests and the stress relaxation tests, the contralateral side 

of the back skin was reserved for the dynamic indentation test which will be covered in Chapter 4. 

An additional cutting step was performed during the day of testing where the excised skin was cut 
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into a dogbone shape using a custom made hardened steel cutter based on ASTM D412 standard 

(Figure 3-5a) for dynamic tensile (DT) test while a scaled version (Figure 3-5b) of the standard 

was used for static tensile (ST) and stress relaxation (SR) test. The DT test refers to the 75/s and 

180/s test cases while the ST test refers to the 1/s test case. Overall, a total of 90 (48 tensile test 

samples [24 DT and 24 ST], 24 SR test samples, and 18 compression samples) skin samples were 

collected from the six PMHS. Each skin sample’s thickness was measured at three different 

locations within the sample gauge length using a digital caliper prior to testing and the measured 

mean thickness of all the tensile samples was 3.33±0.87 mm while the compression samples had 

a mean average thickness of 2.98±0.66 mm. 

 

Figure 3-5: (a) Left: DT skin sample dimensions (mm). (b) Right: ST/SR skin sample dimensions (mm). 

3.2.3 Test Fixture Design & Data Acquisition 

  To achieve the test rates for the tensile test series, two devices were used for different 

loading rates. The ST test case was performed using the Instron Model 8874 servohydraulic 

actuated test machine (Instron, Canton, MA) while the DT test cases were conducted on a custom-

built gravity-based drop tower. In the ST tests, 3D printed carbon fiber reinforced plastic fixtures 

which consist of two sets of mounting holders and holding plates were used to sandwich the skin 

samples on both ends. One of the fixtures was connected to the top end of the Instron machine 
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through swivels and connecting rods, this provides flexibility which helps to prevent unnecessary 

in-plane shear developing on the skin during testing. The other end of the fixture was connected 

to a 1000 lbf (4.4kN) Honeywell model 31 piezoresistive one axis load cell (Honeywell, Charlotte, 

NC) that was fixed on the Instron base. The ST tests were initiated by moving the crosshead of the 

Instron machine at 16 mm/min until skin failure occurred.  

A similar concept utilizing mounting holders and holding plates were used to sandwich 

skin samples in the DT tests where the top part of the fixture was connected to the load cell. The 

load cell was attached to the frame of the test rig which was bolted to the base of the drop tower. 

The bottom fixture was attached to sliding rods which extended upwards connecting to an 

aluminum plate. The aluminum impactor was allowed to drop at two different heights, creating 

approximate travel velocities of 2.5 m/s and 6 m/s which were measured by a velocity gate right 

before the impact occurred. Upon impacting the aluminum plate, the kinetic energy pushes the 

sliding rods and that creates tensile deformation on the skin samples until failure. A rubber pad 

was placed on top of the aluminum plate to avoid excessive damage and vibration from occurring 

between the two metallic materials. A travel distance of 3 times the gauge length of the skin sample 

was allowed before the aluminum plate hit a honeycomb which acts as deceleration to end the 

impact process. An overview of the test fixture design for both test series is illustrated in Figure 

3-6. 
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Figure 3-6: (Left) Uniaxial ST test setup. (Right) Uniaxial DT test setup. 

 The dogbone sample was clamped with an additional 80 grit sandpaper at both ends of the 

test fixture to avoid slippage during testing. After clamping, the skin sample was loaded until 

reaching its in-vivo length by comparing it to an in-vivo reference length rod (Figure 3-7) before 

initiating the test. Data acquisitions include data sampling rates of 1000 and 10,000 Hz and a 

Memrecam GX-1 high-speed camera (NAC Image Technology, Simi Valley, CA) was used to 

record test videos at 1000 and 10,000 fps for ST and DT tests, respectively. Sharpie markers within 

the skin gauge length which were predetermined on the back of PMHS before skin excision were 

used for determining deformation history through video tracking software (Tracker, ver. 4.11.0). 

A trigger box was utilized to activate data acquisition of the load cell and video recording 

simultaneously when the test was initiated.  
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Figure 3-7: Skin sample loaded to in-vivo length by comparing with a reference length rod prior to testing. 

Stress relaxation (SR) tests and compression tests were performed using the Bose 

ElectroForce Testing Machine (TA Instruments, New Castle, DE). A similar test fixture and 

sample setup as mentioned in the ST test was also employed for the SR test. A series of 

displacement-controlled step-hold profile was used by subjecting the skin samples to 

approximately 10%, 15%, 20%, and 30% engineering strain at the fastest loading rate (i.e. 0.3 m/s) 

achievable by the test machine without overshooting the programmed profile to obtain the 

instantaneous elastic response, each step was followed by a 60 seconds dwell period to collect the 

relaxation response. The experimental force was measured using a 50 lbf (222.41 N) Bose model 

WMC-50-456 one axis load cell (TA Instruments, New Castle, DE) at a data sampling rate of 5000 

Hz and gauge length deformation were determined through video analysis as described in the 

tensile test series.  

Unconfined compression test was performed by subjecting the skin sample to 2" diameter 

platens and the test was initiated after applying a 0.2 N pre-load on the samples. While the base 

platen was fixed in motion, the top platen, programmed to move uniaxially at an average speed of 
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1.8 mm/min compresses the skin to its 30% strain. The compressive strain of the skin samples was 

calculated based on the machine crosshead displacement history. Since thickness varies between 

each skin sample and having 0.01/s as the target loading rate, the travel velocity of top platen was 

programmed differently for each skin sample by multiplying the strain rate by 30% of the measured 

skin thickness.  

3.2.4 Parameters of Interest & Data Processing 

 From the measured force and the video tracked displacement, engineering stress-stretch 

curves of the skin samples are constructed. The engineering stress was calculated by dividing the 

measured force by the initial undeformed cross-section area. The stretch ratio was defined as the 

ratio between the current gauge length and the original gauge length. An example of the 

experimental engineering stress-stretch curve is plotted (Figure 3-8), showing 5 skin parameters 

that were of interest to represent skin properties. The definition of each parameter is explained as 

follow: 

• Ultimate tensile strength (UTS): Maximum force divided by the original cross-section gauge 

area. 

• Strain energy: Area underneath the engineering stress-stretch curve. 

• Initial Young’s modulus (E1): Slope of the stress-stretch curve taken at the initial 5% of the 

UTS. 

• Young’s modulus (E2): Slope of the stress-stretch curve taken in between 30% and 70% of the 

UTS. 

• UTS stretch (λUTS): stretch ratio at UTS.  

• Failure stretch (λf): stretch ratio at superficial damage occurs. 
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Figure 3-8: Example of engineering stress-stretch curve of human skin under uniaxial tensile test. 

 The yellow circle shows superficial damage. The red circle shows further skin separation which is not shown in the graph.   

Pre and post-test experimental data history were recorded and a range of data of interest was 

determined through video analysis and force measurement data. The initial data point was 

determined from video analysis by tracking the movement initiation of the marker within the 

sample gauge length. The reason to use the video analysis technique was to make sure the 

deformation history of the sample was captured (i.e. initial elongation with very little force) as 

opposed to relying on the displacement of the clamps. The end data point where the failure 

occurred was determined when a superficial tear was observed from the experimental footage. The 

raw data was filtered using the SAE J211 standard with channel frequency class (CFC) 600 

(1000Hz cut-off frequency).  
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To calculate mean and standard deviation responses of each test configuration (e.g., all 0 ° 

samples tested at 1/s case) within the tensile test series where different failure stretches occurred, 

an arc length normalization approach (Figure 3-9) was adopted: 

1. A pivot point (indicated as a blue asterisk in Figure 3-9) is chosen based on the UTS of each 

stress-stretch curve which separates the curves into two groups: pre-pivot curve and post-

pivot curve. 

2. Arc lengths of each pre-pivot curve and post-pivot curve are calculated separately and used 

as normalization parameter to compute respective normalized arc length.  

3. Average and standard deviation of interested parameters i.e. stretch ratio and stress are 

calculated in the normalized domain. 

4. The average response is constructed by coupling the average pre-pivot and the average post 

pivot curves. To develop the data corridor, two additional stress-stretch curves which 

represent the upper (stiffer) and lower (softer) bound of the skin’s response are also 

developed using the above steps with a slightly different approach. The upper bound (UB) 

curve is constructed by taking the lower limit of the stretch ratio and upper limit of the 

stress values while vice versa for the lower bound (LB) curve.   

Mann-Whitney U-tests (a non-parametric equivalent of two-sample t-tests) were performed using 

the ranksum function in MATLAB R2018b (Mathworks Inc., MA, USA) to determine the 

statistical significance (p<0.05) from the effect of strain rate and skin orientation with respect to 

the Langer’s line on skin properties. 



45 

 

 

Figure 3-9: Workflow of average stress-stretch curve development.  

Note: Only plots of pre-pivot curves in the normalized domain is illustrated in the NALP process. 

3.3 Results 

3.3.1 Uniaxial Tensile Tests 

 Table 4 summarizes the average mechanical properties of the skin samples and a visual interpretation of the results is 

also displayed in  

Figure 3-10. Among the 48 skin samples, 6 samples (1x ST0, 3x ST90, 1x DT0, 1x DT90) slipped 

out of the test fixture and were permanently deformed during testing, therefore, these samples were 

excluded from the data analysis. Figure 3-11 illustrates a successful damage skin sample from the 

uniaxial tensile test. 
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Table 4: Average tensile properties of human skin. 

Sample 

orientation 

Strain rate 

(/s) 

UTS 

(MPa) 

Strain Energy 

(MPa) 

E1 

(MPa) 

E2 

(MPa) 
λUTS λf 

 

Parallel 

1 (n=11) 28.3±6.3 8.4±2.8 5.9±1.9 88.1±23.6 1.66±0.08 1.75±0.14 

75 (n=5) 20.5±7.8 5.3±2.5 10.0±6.6 73.2±27.0 1.52±0.09 1.59±0.13 

180 (n=6) 25.5±5.4 6.1±1.5 7.1±2.1 81.7±27.2 1.59±0.09 1.65±0.03 

 

Perpendicular 

1 (n=10) 22.0±4.5 7.1±1.2 3.5±0.9 46.2±14.8 1.95±0.15 1.99±0.15 

75 (n=5) 16.6±5.8 4.9±1.6 6.6±1.6 53.3±24.8 1.62±0.05 1.69±0.12 

180 (n=6) 20.4±4.7 5.9±1.3 7.3±1.9 62.9±20.4 1.61±0.05 1.67±0.10 

 

Figure 3-10: Mann-Whitney U-test results (*p<0.05, **p<0.01).  

1. Effect of skin orientation with respect to Langer’s line on skin response under the same loading rate.  

2. Effect of loading rate on skin response under the same skin orientation.  

 

Figure 3-11: Post-test photo of damaged skin sample from the tensile test. 
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For the skin samples tested at the same strain rate, the parallel and perpendicular samples were 

compared, and average, UB and LB responses for each test condition are illustrated at small strain 

(Figure 3-12) and full loading response including failure (Figure 3-13). Results from the statistical 

analysis show the skin response to be significantly different in terms of UTS (p=0.028), failure 

stretch (λf) (p=0.0024), initial Young’s Modulus (E1) (p=0.0039) and Young’s Modulus (E2) 

(p=0.0024) between the parallel and perpendicular samples at the static loading rate but no 

significant differences were found in both dynamic loading groups. The strain energy was found 

to be insignificantly different between the parallel and perpendicular samples under the three 

loading rate groups. 

 

Figure 3-12: Comparison of skin sample initial loading response between different orientations (red-parallel, blue-

perpendicular) under three loading rate groups (1/s (top), 75/s(bottom left), 180/s(bottom right)). 
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Figure 3-13: Comparison of skin sample full loading response between different orientations (red-parallel, blue-perpendicular) 

under three loading rate groups (1/s (top), 75/s(bottom left), 180/s(bottom right)). 

To investigate the effect of strain rate on the skin response, the results were grouped between the 

parallel and perpendicular group (Figure 3-14). From the statistical analysis of the perpendicular 

samples, failure stretch (λf) and initial Young’s modulus (E1) were significantly different when 

comparing tests between 1/s and 75/s (p=9.9e-4). Similar results were also observed between 1/s 

and 180/s group on failure stretch (p=9.9e-4) and initial Young’s modulus (E1) (p=0.0016). 

However, the UTS, Young’s modulus (E2) and strain energy of the perpendicular samples were 

statistically similar. For the parallel samples, no statistical difference was found when compared 

between different loading rate groups. 
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Figure 3-14: Comparison of skin sample response of two different skin orientations between different strain rates (parallel 

samples (left), perpendicular samples (right)). 

3.3.2 Stress Relaxation Tests 

All skin samples (n=24) were tested successfully without having slippage issues in the stress 

relaxation tests. Viscoelasticity was observed in both parallel and perpendicular samples with 

increasing peak stress at each ramp process followed by decaying of stress during the dwell period 

(Figure 3-15a). Although similar stretch profiles were prescribed, the average parallel samples 

exhibit higher peak stress than the average perpendicular samples, and a nonlinear stress-stretch 

relationship was observed on both sample types (Figure 3-15b) while the reduced relaxation time 

history (determined by normalizing stress decay response at each step with its corresponding peak 

stress) was independent of the skin orientation (Figure 3-16). Hence, for each step-hold, an average 

reduced relaxation time history (n=24, by combining the parallel and perpendicular samples) was 

computed and an overall reduced relaxation time history (n=120) taken from all step-hold 
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regardless of the skin orientation was also determined along with responses within one standard 

deviation (Figure 3-15c). 

 

Figure 3-15: (a) Left: Average stress relaxation response of parallel (thick red) and perpendicular (thick blue) skin. (b) Middle: 

Average peak stress of parallel (thick red) and perpendicular (thick blue) skin at each step hold.  

(c) Right: Average reduced relaxation time history of individual step-hold profile. 

 

Figure 3-16: Comparison of stress relaxation response between parallel and perpendicular samples at each step-hold process. 

3.3.3 Compression Tests 

 Figure 3-17 illustrates the average, UB, and LB compressive response of 18 human skin 

samples conducted at the quasi-static rate (0.01/s) where the skin’s through-thickness property was 

measured. Similar to the skin tensile data, the skin under compression also exhibits the stress-
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stretch nonlinearity. The measured compressive stress is lower by two orders of magnitudes 

compared to the skin tensile properties due to the quasi-static loading rate. 

 

Figure 3-17: Average compressive stress-stretch response of human skin. 

3.4 Discussion 

A comprehensive test matrix including tensile, compression, and stress relaxation tests has 

been developed to strengthen the current human skin dataset for constitutive modeling by 

considering nonlinearity, anisotropy, viscoelasticity, damage, and inter-subject variability (six 

human subjects). In this chapter, the test matrix investigated skin data from a pool of a wide human 

population group aged between 42 and 74, producing average, UB and LB skin failure responses 

under tension at different strain rates and skin orientations. Moreover, identifying human skin’s 

viscoelastic response using ex vivo stress relaxation test and compressive properties of human skin 

at the quasi-static rate were also determined for the first time. 

To maximize the number of human skin samples for the test matrix, the mechanical 

properties of the human back region were treated as homogeneous, and the effect of location was 

not considered in this study. Although it has been examined, some of the mechanical properties of 

human skin appear differently across human back regions (Ní Annaidh et al. 2012)  and it is 
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believed the difference is due to the Langer’s line distribution across body regions. Therefore, this 

study considered the spectrum of the skin properties at different body regions by characterizing 

two categories of skin orientation with respect to perceived Langer’s line. 

In the stress relaxation tests, the average of the parallel skin samples exhibits higher peak 

stress at each step hold process when compared to the perpendicular skin samples. The peak stress 

of both sample types increases in a nonlinear fashion as the stretch level increases. For the 

relaxation response, both parallel and perpendicular samples show very similar results regardless 

of stretch level. This indicates the fiber component in the parallel sample only contributes to the 

instantaneous elastic response and the relaxation response is mainly dominated by the ground 

substances of the skin. Overall, the stress relaxation test shows the skin elastic response is 

nonlinear and stretch dependent while its relaxation response is stretch independent where the 

reduced relaxation time history at each step-hold are all within 1 standard deviation corridor of the 

overall response. These results satisfy the requirement of the Quasi-Linear Viscoelastic (QLV) 

constitutive model as proposed by Fung (1972) which models the temporal response of biological 

tissues, and this can be coupled with various hyperelastic (isotropic or anisotropic) constitutive 

models. The selection of the QLV model was also consistent with other viscoelastic tests 

conducted on animal skins (Xu et al., 2008; Karimi et al., 2016; Liu et al., 2015; Wang et al., 2015) 

 By looking at the tensile failure properties, UTS and Young’s modulus (E2) of the 

perpendicular samples were statistically lower than the parallel samples and were only observed 

in the 1/s group. These partially agree with Ottenio et al. (2015) as the author reported the same 

trends are observed regardless of the strain rate. The disagreement between the current study and 

the literature data (Ottenio et al., 2015) was thought to be a different comparison approach as 

Ottenio et al. (2015) concluded the trend by grouping skin samples regardless of the loading rate 
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while the current study isolated rate effect from the skin sample types, concluding the data trend 

just from the skin orientation perspective. 

Human skin anisotropy was demonstrated in terms of UTS, initial Young’s Modulus (E1), 

and failure stretch (λf) at 1/s loading rate but the behavior becomes less distinct as loading rates 

increase (75/s and 180/s). The transition of skin’s anisotropy at static strain rate to isotropic at 

dynamic strain rates was also found in porcine and human scalp tissues (Trotta & Ní Annaidh, 

2019). A similar trend was also observed in pig skin under tension where the pig skins parallel to 

the spine was reported to be less rate-sensitive than the perpendicular skins, resulting in similar 

stiffness between skin samples in both directions under dynamic loading rate (Lim et al., 2011). 

To explain this phenomenon, it is believed that when loading the perpendicular skin samples, 

viscous ground substances was the main-loading component of skin, and by increasing loading 

rate, this stiffens up its mechanical properties and eventually reaching a similar mechanical 

response as the parallel sample. However, the stress stiffening effect was less pronounced in the 

parallel sample when the loading rate was increased. In the parallel skin samples, the collagen 

fibers were the main load-bearing component and it was shown from the stress relaxation test in 

this study that the fibers only contribute to the elastic response with a minimum viscous response 

(indicated by very similar relaxation responses between the two sample types). Rehorn et al. (2014) 

performed stress relaxation tests of muscle collagen fibers with various loading rates between 0.1/s 

and 10/s and found similar results where the fibers became rate insensitive after exceeding 3/s 

loading rate.  

The strain rate effect on the perpendicular skin sample response takes place during the 

initial loading where the initial Young’s modulus (E1) increases as the strain rate increases. The 

initial stiffness history at the toe region might affect the extensibility of the skin sample and 
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therefore, results in different failure stretch which was also reported to be statistically different and 

rate-dependent in the perpendicular samples. Overall, the amount of strain energy required to cause 

failure was not statistically different regardless of strain rate. This indicates the skin orientation 

with respect to the Langer’s line only alters the extensibility and initial stiffness of the skin, but 

the overall energy required to cause skin failure was similar. 

When comparing the tensile test results to previous literature data, the UTS and strain 

energy were similar and within a comparable range under similar loading rate conditions (Figure 

3-18). However, there were differences observed when comparing with Ottenio et al. (2015) at the 

dynamic strain rate group (167-180/s) where a lower Young’s modulus (E2) was obtained in this 

study. Despite having similar loading rate conditions, the difference may be due to several reasons. 

First, only a single PMHS was tested in the previous study where inter-subject variation was not 

considered, and the result was drawn based on a single PMHS (90 years old). Elderly skin is 

generally believed to be stiffer and less extensible due to the straightening of collagen fibers as 

part of the aging process (Tonge et al., 2013). Second, a different testing protocol from the previous 

study where 2N preload was applied may have brought the skin samples to different stress state 

before testing. Furthermore, this is the only comparable study looking into the effect of loading 

rate and Langer line orientation simultaneously on human skin thus far and therefore brings 

difficulties to a conclusion.  

In terms of failure stretch, the data obtained in this study were generally higher than other 

studies, which could also be due to the aging effect from the tested PMHS. The PMHS tested in 

previous studies lie between 77 and 90 years old while the tested PMHS in the current study lie 

between 42 and 74 years old. Besides, the definition of failure was not clearly defined across 

literature, hence, it was difficult to make a fair comparison of the failure stretch data. Only Ottenio 
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et al. (2015) had defined the failure as a superficial tear visible on the epidermis layer determined 

from high-speed video and this definition was also used in the current study. Also, the failure 

stretch in the current study did not refer to complete separation of the skin sample which is difficult 

to determine through video tracking because the results are heavily dependent on the frame rate of 

the recorded video.  

For the initial Young’s modulus (E1), only Ní Annaidh et al. (2012) reported the test data 

and this was not mentioned in other skin’s destructive tensile tests. Ní Annaidh et al. (2012) 

reported an average range between 1.21 MPa and 1.95 MPa at the human middle and bottom back 

respectively for the parallel samples conducted at a quasi-static rate of 0.012 /s while a 0.91 MPa 

and 0.54 MPa for the perpendicular samples at the respective locations. These values were an order 

of magnitude lower than the reported values in the current study which is believed to be due to the 

large difference in loading rates (0.012/s vs. 1/s). 
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Figure 3-18: Comparison of ex vivo uniaxial tensile failure test results of human back skin.  
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3.5 Conclusion 

In summary, the current study generates data corridors (average, UB, and LB) of human 

skin tensile failure with respect to different Langer’s line and viscoelastic response. Major 

takeaways from this chapter are highlighted in the following statements: 

1. An approximate strain rate ranged between 200 /s and 350 /s occurred as a result of the 

ballistic blunt impact from a less-lethal projectile based on simulations using the GHBMC 

(v5.0) HBM model. 

2. Human skin exhibits strong anisotropy behavior (UTS, E1, and failure stretch) at a lower 

strain rate (1/s) and evolves to isotropic material as the strain rate increases.  

3. Human skin loaded across (perpendicular) to the collagen fibers are rate dependent while 

the skin loaded along (parallel) to the collagen fibers are rate independent. 

4. The relaxation response of human skin is independent of its orientation to the Langer’s line. 

5. Stress relaxation test informs the selection of the QLV analytical model to simulate human 

skin response. 

The experimental data obtained in the current study can be used for developing the skin’s 

constitutive model to capture its nonlinearity, viscoelasticity, and damage progress under ballistic 

impact. The QLV framework is shown to be appropriate for modeling the skin’s response. By 

performing model optimization using the experimental data, the skin’s material parameters can be 

identified which can be used for computational modeling.  
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CHAPTER 4 – Dynamic Indentation Failure Test of Human Skin 

In Chapter 3, in preparation for developing a constitutive model of human skin, destructive 

uniaxial tensile tests, and viscoelastic tests of human skin were performed with simplified 

boundary conditions. However, to validate the model’s capability in a more complex boundary 

condition, particularly under ballistic impact situations, a destructive dynamic indentation test 

series was proposed to capture human skin failure response under this condition. The indentation 

test results serve as a benchmark to validate the constitutive model of human skin. Hence, the goal 

of this chapter is to provide human skin failure properties under a dynamic indentation test. 

4.1 Introduction 

Skin is often characterized under simple loading conditions such as uniaxial tension or 

compression for constitutive model development to deduce material parameters. In reality, such 

simple loading conditions rarely exist. Many incidents such as skin piercing or mild to severe skin 

impacts from falling or sports-related impacts involve complex loading and may lead to open skin 

injury. To capture the complex stress state that develops within the skin, other mechanical testing 

such as suction (Grahame & Holt, 1969; Alexander & Cook, 1977; Barel, 1995; Jemec et al., 1996; 

Diridollou et al., 2000; Gniadecka & Serup, 2006), torsion (Sanders, 1973; Agache et al., 1980; 

Leveque et al., 1980; Grebeniuk & Uten’kin, 1994), bulge (Tonge et al., 2013), and indentation 

(Pailler-Mattei et al., 2008; Boyer et al., 2009; Groves, 2012; Ashrafi & Tönük, 2014) have been 

performed to determine the skin’s stiffness, viscoelasticity, and anisotropy. Among these test 

methods, indentation was considered the most convenient test because no complicated test setups 

such as guard ring, optical or vacuum systems are required. Many of the indentation tests on human 

skin were conducted in vivo; hence, above physiological level, skin indentation response cannot 

be determined and with excessive indentation, the skin response cannot be isolated due to the 
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presence of the underlying tissues. To perform destructive indentation tests, animal skins have 

been used to study skin piercing mechanisms by conducting ex vivo indentation tests on isolated 

porcine skins until failure (Kosoglu et al., 2010; Barnett et al., 2015). The obtained force-

displacement results provide insights on isolated skin response indented by sharp microneedles in 

which the insertion speed were relatively slow (~1-80 mm/s) for surgical application purposes. 

On the other hand, high rate indentation assessment on human skin such as ballistic blunt 

impact was investigated using PMHS, and skin failure criterion was established based on impactor 

energy density (Bir et al., 2005). Breeze and Clasper (2013) reviewed the velocity threshold 

required to cause skin penetration or perforation by standardized fragment simulating projectiles 

(metallic). The review included the relationship between skin failure velocity and sectional density 

on isolated human skin as well as gross body structure and animal skin. The high rate indentation 

studies are suitable for providing a general guideline on designing protective equipment, however, 

these results lack the mechanical response of skin in terms of force-displacement which can help 

to understand the underlying contribution of the skin during blunt impact. By quantifying the force-

displacement response of human skin under high rate indentation, the information can be used to 

inform skin simulant as well as numerical skin model development. 

To address the current research gap, the purpose of this chapter was to provide human skin 

failure response from a dynamic indentation test that can be used for skin model validation. Ex 

vivo indentation tests on isolated human skin were performed at constant impact velocity until 

failure occurred to generate a force-displacement corridor dataset. A contactless strain 

measurement system was used to create 3D skin deformation contours throughout the indentation 

process. 
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4.2 Methods 

4.2.1 Test Fixture Design and Data Acquisition 

 The concept of the dynamic indentation (DI) test was to create isolated skin failure under 

indentation loading without having the influence of underlying tissues to obtain failure force and 

deformation contour under ballistic blunt impacts. To achieve this, a universal pneumatic linear 

impactor device mounted with a custom-made indenter along with a skin mounting rig was 

designed and used (Figure 4-1). The aluminum linear impactor weighed approximately 9 kg and 

different velocities can be achieved through variations in pneumatic pressure applied to the 

impactor. At the end of the impactor was a spherical-tipped aluminum indenter with a diameter of 

12.7 mm. The skin mounting rig, on the other hand, consisted of a two-piece sandwiched plate 

assembly (Figure 4-2) and had a center hole with a 50.8 mm diameter for indentation, and a total 

of 22 holes were distributed on each plate to help secure skin samples in place. Both plates were 

also placed with additional 80-grit sandpaper to prevent skin samples from slipping during the test. 

The plate assembly was mounted to three 1000 lbf (4.4 kN) Honeywell model 31 piezoresistive 

one axis load cell (Honeywell, Charlotte, NC) in a triangular pattern that was attached to mounting 

brackets. The mounting brackets were bolted onto a scissor table lift.  The pneumatic scissor table 

lift was adjusted vertically in height to make sure the indentation occurred at the center of the skin 

sample. To stop the impactor, two aluminum honeycombs (5" x 5" x 5") were placed towards the 

end of the impactor rail to absorb kinetic energy. The depth of the honeycombs was determined 

through pilot tests to make sure the skin sample was completely penetrated before deceleration 

took place. To measure the 3D displacement field of the skin samples, two Memrecam GX-1 high-

speed cameras (NAC Image Technology, Simi Valley, CA) were placed at an equal angle with 

each other, facing towards the skin mounting rig to record the skin deformation process (Figure 
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4-3) and the Digital Image Correlation (DIC) technique was applied using a pattern recognition 

software, ARAMIS Professional 2017 (GOM GmbH, Braunschweig, Germany). For the data 

acquisition, a data sampling rate of 10,000 Hz was used on force data collection and all 

experimental videos of the skin indentation were also recorded at 10,000 fps using the two cameras. 

A spring-loaded trigger device placed underneath the rail of the impactor system was used to 

trigger data acquisition before the indenter had contact with the skin sample.  

 

Figure 4-1: Overview of the dynamic indentation test setup. Note: The camera setup for DIC is not shown in the CAD assembly. 

The Scissor table lift model is also simplified for demonstration.  

 

Figure 4-2: Exploded assembly view of skin mounting rig - skin is sandwiched between two aluminum plates. 
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Figure 4-3: Camera setup for DIC. 

The center hole with a 50.8 mm diameter was chosen based on preliminary results of FE 

simulations of the indentation tests that had developed minimum out of plane shear stress around 

the edge of the skin sample while maximizing the holding area of the skin to avoid skin slippage. 

Diameter sizes of 25.4 mm, 50.8 mm, and 101.6 mm were chosen and the GHBMC skin model 

was used for the preliminary indentation simulation by prescribing fully fixed constraints around 

the edge of the skin model (Figure 4-4). 

 

Figure 4-4: Preliminary DI simulation setup, model symmetry is assumed. 

To simulate the skin failure in the simulation, a maximum principal strain threshold of 0.4762 (true 

strain) as reported in Chapter 3 was set in the *MAT_ADD_EROSION card. Shear stress (YZ 

stress) around the edges of the skin were used to investigate the effect of boundary size before the 
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failure occurred in the simulation. A setup with a center hole of 101.6 mm in diameter provided 

the least and close to zero shear stress around the edge. However, after attempting pilot testing 

using the 101.6 mm test setup, skin samples could not be held in place but the 50.8 mm setup 

provided consistent test results without having skin slippage issues. 

 

Figure 4-5: Effect of boundary size on out of plane shear stress. Results are taken from 1 frame before failure occurs. 

4.2.2 Digital Image Correlation (DIC) 

 Digital Image Correlation (DIC) technique relies on the tracking of digitized images of 

deformable materials or objects to obtain 3D measurements. Each pixel in the digitized image has 

a grayness value between 0 and 255 and the fundamental idea is to trace each of these pixels 

throughout the deformation process. However, tracing individual pixels can be challenging since 

the gray value at the same location can vary and the same gray value can also be found in other 

pixel locations. To overcome this problem, one of the approaches is to create subpixel areas by 

creating random speckles over the target surface. Each subpixel area contains a portion of the 

image information and is registered to trace the object’s deformation, similar to the finite element 

discretization method where the object is being divided into smaller sections for calculations. 
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Within the subpixel area, the deformation is treated as homogenous and therefore size and distance 

between each subpixel area have an effect on obtaining local information. In Aramis software, 

these subpixel areas are called facets where their size and distance are input by the user when 

creating an object’s 3D surface. To trace the facets, Aramis software uses an image correlation 

technique to maximize the rate of similarity of each facet through a correlation function. 

Information before and after deformation at each deformation state is related by the correlation 

function. With the facets being traced, 2D coordinates of the facet’s center point are also tracked 

which can be used for computing strain. Each of these center points is used to form a triangular 

element in which the element strain is calculated. Based on the point coordinates, the Aramis 

software calculates the deformation gradient F via the least-squares method which can be 

decomposed into rotational tensor R and stretch tensor U. The stretch tensor U can be transformed 

into right stretch tensor C (FTF=U2=C) which contains the stretch value that can be converted into 

the strain. 

 To compute 3D coordinates of the point, Aramis software uses the principle of triangulation 

(Figure 4-7) where the depth of an object can be calculated when distance L between observer A 

and observer B as well as their respective observation angle is known. This information can be 

provided to the software during the camera calibration process. Before initiating the DI test, the 

cameras were calibrated with a 35 mm x 28 mm calibration panel which contains organized 

speckles with fixed distance (Figure 4-6). Both cameras were set to a resolution of 476 x 464 pixels, 

so the calibration panel was fully occupied in the window resolution. Different block orientations 

(e.g., direct facing, angled facing) were placed towards the two cameras and 13 pairs of 

monochrome images were taken according to ARAMIS User Manual v6. The monochrome images, 

along with the size of the calibration panel, camera lens (105 mm), and camera pixel size (4 μm) 
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information were input for the software algorithm to generate a calibration file which contains 

overall measuring volume length (100 mm), width (100 mm), depth (75 mm) as well as camera 

angle (20°) between each other. The calibration file can be used to create a 3D surface of other 

speckled objects that have similar window resolutions.   

 

Figure 4-6: Standard speckles distribution for DIC calibration. 

 

Figure 4-7: Principle of triangulation. (Source: GOM Testing Technical Documentation) 

4.2.3 Skin Sample Preparation 

 The same skin excision and storage steps as described in Chapter 3 were adopted to obtain 

the dynamic indentation (DI) test skin samples. Before excision, a square stencil (5" x 5") with a 

2" circular hole in the middle was used to draw out the contour of the skin’s in-situ state. After the 

contours were drawn, three DI samples were excised from the right-back of each PMHS as used 
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in Chapter 3 and an overall of 18 samples were obtained for testing. Skin thickness was measured 

using a digital caliper around its 4 corners and an overall average of 2.96±0.84 mm was obtained 

among the 18 samples. 

 

Figure 4-8: (a) Left: Locations of skin samples excised on the right side of the human. (b) Right: Marked in-vivo state of DI skin 

samples before excision (dashed marker lines indicate perceived Langer’s line orientation). 

 On the day of testing, the skin sample was placed in between the skin mounting rig and 

stretched to its in vivo state using the circular mark as reference (Figure 4-9a). Both plates of the 

skin mounting rig were tightened by 22x 10-32 screws after the skin sample was stretched to its in 

vivo state. Once the skin sample was held in place, the skin mounting rig was flipped backward to 

begin the skin speckling process for the DIC. A layer of methylene blue solution (Kordon LLC, 

USA) was applied evenly by brushing the surface of the skin sample, followed by waiting for 1-2 

minutes to allow the solution to dry out. Once the solution was dry, a random speckle pattern was 

applied on top of the solution layer by flicking a toothbrush head which was coated with white 

spray paint (Walmart ColorPlace, USA). The white paint along with the methylene blue creates a 

high color contrast (Figure 4-9b) which can be recognized by the Aramis software. A preliminary 

speckle check using the Aramis software was performed to ensure the applied speckles were 

recognizable (Figure 4-9c). Re-speckle was feasible by adding another layer of methylene blue 
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and white speckles to cover the previous speckles if a bad or no speckle pattern was obtained. A 

facet size of 15 pixels with a facet distance of 8 mm was used to create a 3D surface of the skin 

sample. Due to shadows generated from the light source, edges of the skin samples were not 

recognized by the Aramis software and hence, resulted in a slightly smaller DIC surface (Figure 

4-10).  

 

Figure 4-9:(a) Left: Skin placed in the in vivo state between the skin mounting rig. (b) Middle: Speckle pattern applied on the 

skin sample. (c) Right: Speckle pattern check using Aramis software, the green area indicates a recognized surface component. 

 

Figure 4-10: DIC surface generation process. (Left) Monochrome images supplied to Aramis software. (Middle) Facet 

generation by inputting facet size and distance. (Right) Generated DIC surface. 

4.2.4 Test Matrix Development 

 To estimate the required travel velocity of the impactor to cause skin rupture, an 

experimental study conducted by Bir et al. (2005) reported an average energy density value 

between 33.14 J/cm2 and 55.9 J/cm2 created skin penetrating wounds. These values were obtained 

on PMHS where underlying tissues were also presented underneath the skin during the test. With 
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an impact area of 2.45cm2 (from a 12-gauge munition), the corresponding kinetic energy required 

to cause a skin wound was calculated to be between 81.19 J and 136.96 J. The linear impactor 

system in the current study weighs approximately 9 kg and therefore, a travel velocity between 

4.25 m/s and 5.52 m/s was required to cause skin failure in the DI test. In addition to the required 

test velocity, pilot tests were carried out to assess the rate sensitivity of human skin under the 

indentation test. Three velocities (i.e. 4 m/s, 7 m/s, and 10 m/s) were chosen for the rate sensitivity 

tests and two metrics were chosen (i.e. displacement contour and normalized peak force) for 

analyzing the results. The displacement contour was the shape of the skin deformation subjected 

to indentation (Figure 4-11) and only the last frame of the displacement contour was chosen (before 

failure) for comparison between the three tests while the normalized force is defined as measured 

force per skin thickness. Skin samples of the pilot tests were excised from two additional PMHS 

(ID no. 903 and 904) and the results show similar displacement contour before failure (Figure 4-12, 

left). Although a smaller normalized force was measured at the 7 m/s impact, the peak normalized 

force between 4 m/s and 10 m/s impact was similar (Figure 4-12, right). To check the validity of 

the DIC results, the center point of the constructed surface from the Aramis software was used to 

generate a velocity-time profile and compared with the experimental velocity obtained from the 

velocity gates. The results (Figure 4-13) illustrated a similar velocity response between the Aramis 

software and the velocity gate. 
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Figure 4-11: Skin deformation contour progression generated by Aramis software. Black lines indicate deformation trajectories 

with positive z-axis being the impact direction. 

 

Figure 4-12: DI test results under 3 different impact velocities. 

 

Figure 4-13: Velocity comparison between Aramis software and velocity gate. 
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Based on the rate in-sensitive results from the pilot study, it was decided to use only one 

travel velocity for DI tests, specifically 7 m/s as this was closest to the highest test speed (6 m/s) 

conducted at the DT tests in Chapter 3. As a result, a test matrix was determined to test three skin 

samples from each PMHS at 7 m/s. For the three skin samples, two of the samples were orientated 

with Langer’s line aligned along the x-axis (parallel sample) and one other sample was orientated 

with Langer’s line aligned along the y-axis (perpendicular sample) while the z-axis was the impact 

direction (Figure 4-11) to investigate the effect of collagen fibers orientation on skin indentation 

response.  

4.3 Results 

All the skin samples were tested successfully in the DI tests without slippage occurring and 

Figure 4-14 illustrates one of the ruptured skins. Since each skin sample failed at a different time 

and stretch level, the normalized arc length approach used in Chapter 3 was also employed to 

compute the average and corridor response. To capture the data range of interest, the starting time 

(t=0) was determined based on initial contact between the indenter and the skin sample. A center 

point was created in the middle of the DIC surface (where both x and y-axis cross) to create 

displacement and velocity-time profile. Based on these profiles, the initial starting point can be 

defined where both displacement and velocity start to ramp up. For the end of the data range, it 

was defined as one frame before skin failure takes place. By correlating the failure time in the 

Aramis software with the force-time data acquired from the load cell, the corresponding force 

values can be obtained. It should be noted although the ‘failure’ as illustrated in Figure 4-15 does 

not result in complete skin penetration, the DIC surface at this point could be disrupted due to the 

breaking of skin and therefore further 3D deformation field collection is prohibited. 
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Figure 4-14: Ruptured skin from DI test. 

 

Figure 4-15: Defining data range from Aramis software. *failure frame is excluded for data analysis. 
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Figure 4-16 shows normalized force vs. displacement results of each skin sample from the 

DI tests as well as displacement contour obtained from the Aramis software using the DIC method. 

Each color group on the graph represents an individual PMHS where each marker type represents 

an individual tested sample. The x-axis of the force-displacement graph was obtained from the 

maximum displacement from the tip of the displacement contour at each time step during the test. 

It can be seen from both the force-displacement curve and displacement contour that very little 

intra-subject variability existed.  All the samples obtained from the same PMHS (each color code 

represents each PMHS) had a very similar response with an exception to sample ID 757-RL-0 

(Figure 4-16). By taking the average response of each PMHS, Figure 4-17 shows potential age-

dependent inter-subject variation. To investigate the inter-subject variations, 4 metrics were chosen 

i.e. initial stiffness (slope measured at the initial 5% of the maximum failure force), final stiffness 

(slope measured between 30% and 70% of the maximum failure force), maximum normalized 

failure force and maximum failure displacement. 

 

Figure 4-16: Inter-subject variation results of DI test. 
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Figure 4-17: Average skin response of different aged PMHS.  

 

Figure 4-18: Force (denormalized)-displacement curve of the individual skin sample.  

Solid black lines indicate initial stiffness, dashed black lines indicate final stiffness. 

 The failure displacement of the skin sample under the DI test can potentially be age-

dependent where the average response of 74 years old PMHS showed the lowest failure 

displacement while 49 years old PMHS had the highest failure displacement. Although no strong 

trend can be determined due to the small sample size (n=3 per PMHS), the failure displacement 

response of the 42, 58, 59, and 60-year old PMHS lies in between the other two specimens. A 

similar trend was also observed in initial stiffness where the 74 years old specimen tends to be 
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stiffer than other young aged specimens. The final stiffness and failure force, however, showed 

similar results regardless of age (Figure 4-19). Overall, the failure force and failure displacement 

had an average value of 415(±107.42) N/mm and 28.77(±3.84) mm, respectively, and the force-

displacement response and displacement contour of most of the samples lied within 1 standard 

deviation (Figure 4-20). In terms of the effect of Langer’s line orientation, both sample groups 

showed very similar average responses (Figure 4-21).  

 

Figure 4-19: Bar plots of initial stiffness, final stiffness, failure force, and failure displacement between different age groups. 
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Figure 4-20: Average, UB, and LB skin response under DI tests. 

 

Figure 4-21: Average response comparison between parallel (red) and perpendicular (blue) samples. The yellow circle indicates 

out of plane impact direction. 

4.4 Discussion 

A dynamic indentation (DI) test methodology was developed to determine isolated human 

skin failure response subjected to dynamic impact. Digital Image Correlation (DIC), a contactless 

measurement technique was used to create 3D deformation contours of 18 human skin samples in 

the DI tests. Based on the 3D displacement field and the measured force, a data corridor consisting 
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of average, UB, and LB force-displacement curves of isolated human skin was generated for the 

first time.  

Fixed impact speed was used in the current study because the initial pilot test results 

indicate skin’s rate-independent response was conflicting as the skin was reported to be 

viscoelastic in past studies. The impact velocities used in the pilot studies were within the same 

order of magnitude and therefore, it is believed the difference could not magnify the skin’s rate 

dependency. The skin’s rate dependency may be reflected if compared to lower impact velocities, 

but such impact speed could not result in skin failure with the spherical blunt indenter. No higher 

impact velocity was chosen because holding the skin sample in place at those impacts became 

difficult due to skin slippage and revision on the test fixture was needed. More importantly, the 

chosen impact velocity (i.e. 7 m/s) was sufficient to produce a similar strain-rate history as found 

in the ballistic blunt impact simulations shown in Chapter 3 (Figure 4-22 right) by having the large 

mass impactor system. The experimental strain rate was determined from the major strain 

component of the DIC results where true strain history at the center of the DIC surface was 

extracted and the average was taken from all the tested skin samples (Figure 4-22 left). The strain 

rate comparison addresses the effect of momentum, although impacting with a lower velocity. The 

high mass impactor system used in this study can achieve similar strain rate magnitudes as resulted 

from the 100 m/s impact of the rubber ball. 
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Figure 4-22: (Left) Maximum Principal Strain time history of DI test. (Right) Strain rate comparison between DI test in the 

current chapter and blunt impact simulations in Chapter 3. 

The force-displacement response of the skin sample exhibits a plateau response at the 

beginning of indentation before expressing a stiffening effect where the force dramatically 

increases in a nonlinear fashion until failure occurs. As opposed to the uniaxial tensile test case, 

no obvious necking or material softening was observed from the force-displacement response. The 

stiffening effect is believed to occur when the skin sample was fully engaged with the edge. This 

means the presented force-displacement response was a result of the size of the circular boundary 

which is 50.8 mm in diameter in this study. Furthermore, the size of the indenter was also a 

contributing factor where a larger indenter diameter leads to early skin engagement with the edge 

and hence, results in a different plateau length. The boundary size was chosen to ensure out of 

plane shear stress around the edge was minimized. The skin failure progress is illustrated in Figure 

4-23, showing a progressive skin failure as the skin sample was gradually torn with the initiation 

of an open crack (Figure 4-23b), followed by crack enlargement (Figure 4-23c & d) and finally 

resulted in complete failure as the indenter pushes through the skin sample (Figure 4-23e). Besides, 

no skin “plug” was observed separating from the skin sample during testing, indicating a tensile 

failure rather than a shear failure.    
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Figure 4-23: Skin indentation failure progress at 0.1 ms interval. a) Before failure; b) failure initiated with open crack; c) & d) 

crack enlarges; e) Complete failure with indenter pushes through  

The indentation test results identify age-dependence of the initial stiffness and failure 

displacement where the eldest PMHS has the lowest failure displacement and highest initial 

stiffness. Although no failure displacement data can be used for comparison, the low failure 

displacement from the elder PMHS agrees with the trend reported by Escoffier et al. (1989) where 

skin’s extensibility decreases with age. Similarly, higher initial stiffness found in the elder PMHS 

was also shown in previous studies (Grahame & Holt, 1969; Diridollou et al., 2000; Tonge et al., 

2013; Dulińska-Molak et al., 2014). In terms of skin’s anisotropy, this was not found in the current 

indentation test which was also observed in the dynamic tensile test cases in Chapter 3. This could 

be due to the effect of high rate loading where the stiffness of ground substances becomes the same 
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as the collagen fibers as discussed in Chapter 3. However, this can also be caused by the use of the 

spherical indenter. Several indentation tests (Jeffrey E. Bischoff, 2004; Feng et al., 2013; Ashrafi 

& Tönük, 2014) have shown that in-plane anisotropy of soft tissues could not be observed if an 

axial symmetric indenter (e.g., circular indenter) was used unless using an axial asymmetric 

indenter (e.g., rectangular or ellipsoidal indenter). Therefore, the in-plane isotropy of the skin 

under high rate loading should be further evaluated with an axial asymmetric indenter. The current 

dataset is reasonable for model validation under blunt impact using less-lethal weapons which are 

mainly axisymmetric. 

4.5. Conclusion 

The current study provides a set of destructive force-displacement responses of isolated 

human skin under dynamic indentation tests at strain rate magnitudes similar to ballistic blunt 

impact. The current indentation setup in terms of boundary size and impactor diameter has resulted 

in skin tensile failure rather than shear failure which is important as this allows the strength of the 

skin to be fully characterized. Skin initial stiffness and failure displacement were observed to be 

age-dependent, where elderly skin was stiffer than the younger skin. The failure force and final 

stiffness, however, do not exhibit age-dependency. Besides, the skin’s in-plane anisotropy was not 

observed which could be because of the choice of impactor geometry or the effect of high rate 

impact. The generated dataset including average and corridor responses will be useful for 

validating skin numerical models, and evaluating, and developing biofidelic skin simulants for 

ballistic blunt impact applications. 
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CHAPTER 5 – Constitutive Damage Modeling of Human Skin 

Based on the experimental data obtained from Chapter 3, constitutive damage models were 

developed to describe skin tensile failure response. A damage feature was incorporated into the 

constitutive model to capture skin failure. To include skin variations, 3 constitutive models were 

developed including average, upper bound (UB), and lower bound (LB) models which resulted in 

three sets of corresponding material parameters. The development of the constitutive models was 

divided into two stages, the first stage included pristine model fitting and the second stage included 

damage modeling induced by damage initiation of the skin. The goal of this chapter was to generate 

3 sets of material and damage parameters that represent the variability of human skin tensile failure 

response. 

5.1 Introduction 

Constitutive models have been used extensively to describe the stress-strain relationship of 

skin subjected to mechanical loading which yields material parameters. These parameters can be 

used for comparison between different skins such as animal versus human to quantify the 

difference and to inform skin simulant development. The material parameters can generally be 

categorized into phenomenological and structural parameters depending on the type of constitutive 

model. The phenomenological parameters describe observed behavior through a combination of 

optimized numbers while the structural parameters contain underlying physical properties related 

to the material. Several constitutive models have been developed in the past decade for simulating 

the skin response at different experimental protocols including uniaxial tension, compression, 

indentation, and biaxial test. The complexity of the constitutive model is developed to suit the end 

application, therefore, modeling all the skin aspects is not necessary. 
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The simplest structural-based constitutive model is Hooke’s law or bi-linear elastic 

(extension of Hooke’s law) which relies on Young’s modulus to describe the skin’s linear and 

nonlinear relationship (Delalleau et al., 2008). To describe the continuity of skin’s nonlinear 

response, phenomenological hyperelastic models such as Mooney-Rivlin, Ogden, and Yeoh model 

which are based on strain energy density function have been used and showed promising results 

(Łagan & Liber-Kneć, 2017). A strain energy density function dedicated to the skin’s collagen 

fibers was added to the Veronda-Westmann hyperelastic model to simulate the skin’s anisotropy 

(Groves et al., 2013). The Gasser-Ogden-Holzapfel (GOH) model (Holzapfel & Gasser, 2001; 

Gasser et al., 2006) which uses both phenomenological and structural parameters is also capable 

of simulating the anisotropy of skin based on the fiber dispersion factor and orientation angle (Ní 

Annaidh et al., 2012). The Quasi-Linear Viscoelastic (QLV) framework (Fung, 1972) which 

considers the nonlinearity and viscoelasticity of skin has also been employed with success on pig 

and mouse skin (Liu et al., 2015; Wang et al., 2015). In terms of skin damage modeling, only Li 

and Luo (2016) developed such a model by modifying the GOH model to simulate the nonlinearity, 

anisotropy, and damage of the skin. 

Although there are substantial constitutive models developed for skin, there is a lack of any 

constitutive models that describe the nonlinearity, viscoelasticity, and damage of skin 

simultaneously. Modeling of viscoelasticity is particularly important for the application of high 

rate impact and the ability to predict open skin injury as a result of the impact is also vital. 

Therefore, to address the current research gap, the purpose of this chapter was to develop a rate-

sensitive skin damage model to determine the human skin’s material and damage parameters. The 

model development uses the destructive uniaxial tensile and stress relaxation dataset as performed 
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in Chapter 3 to determine three sets of material parameters that represent the average, UB, and LB 

skin tensile failure response. 

5.2 Methods 

5.2.1 Finite Strain Theory 

To describe human skin behavior, a continuum mechanics framework was employed where 

the human skin was assumed to be a continuous mass rather than discrete particles. The skin 

deformation was described using a Lagrangian description where the motion of a continuum body 

is defined by a mapping function χ which relates position vector X of a material point in the 

undeformed (reference) configuration at time t = 0 and position vector x in the deformed 

configuration at time t.  

𝑥 = 𝜒(𝑋, 𝑡) 

By taking the partial derivative of the deformed vector x to its respective undeformed vector X, the 

deformation gradient F can be computed which contains 3D deformation information of a material 

that includes stretch tensor U and rotation tensor R. The rotation tensor R corresponds to the rigid 

body motion where only pure rotation is involved that does not result in material deformation while 

the right stretch tensor U (or left stretch tensor V) describes the material deformation. 

𝐹𝑖𝑗 =
𝜕𝑥𝑖

𝜕𝑋𝑗
;  𝐹 = 𝑅𝑈 = 𝑉𝑅   

Since the rotation tensor R does not contribute to material deformation, it can be excluded by 

multiplying FT to the deformation gradient F and this gives a rotation independent deformation 

tensor, either right Cauchy-Green tensor C or left Cauchy-Green tensor B. The deformation tensor 

C can be used to evaluate Green-Lagrangian strain tensor E which was used to describe finite 

deformation. 

𝐹 = 𝑅𝑈 → 𝐹𝑇𝐹 = 𝑈𝑇𝑅𝑇𝑅𝑈 = 𝑈2 = 𝐶 
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𝐸 =
1

2
(𝐶 − 𝐼) 

5.2.2 Constitutive Equations 

 Hyperelastic constitutive models are used to describe material stress response under large 

deformation which is feasible for modeling the skin failure response. The hyperelastic law relates 

strain energy density function W of a material to its deformation gradient F. The strain energy 

density function W can be expressed as a function of different deformation tensors (𝑊 = �̆�(𝐹) =

�̃�(𝐶) = �̂�(𝜆)) which results in the calculation of different stresses. For example, the engineering 

stress or First Piola-Kirchhoff stress (1st PK stress) can be calculated by  

1𝑠𝑡 𝑃𝐾 𝑠𝑡𝑟𝑒𝑠𝑠 = 𝐽−1
𝜕𝑊(𝐹)

𝜕𝐹
 

where J refers to the Jacobian of the material which defines the ratio of a material’s current volume 

to its reference volume. To describe material stress at every deformation step, Cauchy stress σ 

(‘true stress’) is more convenient and can be converted from Second Piola-Kirchhoff stress S (2nd 

PK stress) that is expressed as a function of right Cauchy-Green tensor C.  

𝑆 = 2𝐽−1
𝜕�̃�(𝐶)

𝜕𝐶
;  𝜎 = 2𝐽−1𝐹

𝜕�̃�(𝐶)

𝜕𝐶
𝐹𝑇 

To describe the rotation independency of the deformation tensor C, invariants such as principal 

stretches λ are used and this yields a nonlinear stress calculation at large deformation. 

𝜎 = 𝐽−1𝜆
𝜕�̂�(𝜆)

𝜕𝜆
 

In this dissertation, the Ogden strain energy density function 𝑊(𝜆) was selected to evaluate the 

true stress response of the skin based on its successful performance in previous studies (Shergold 

et al., 2006b; Lapeer et al., 2010; Wang et al., 2015; Łagan & Liber-Kneć, 2017). In the equation, 

𝜇𝑖 and 𝛼𝑖 terms are material constants that are related to material’s shear modulus G. 
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𝑊(𝜆) = ∑
𝜇𝑗

𝛼𝑗
(𝜆1

𝛼𝑗 + 𝜆2

𝛼𝑗 + 𝜆3

𝛼𝑗 − 3) + 𝑣𝑜𝑙𝑢𝑚𝑒𝑡𝑟𝑖𝑐 𝑒𝑓𝑓𝑒𝑐𝑡

𝑛

𝑗=1

 

𝐺 =
1

2
∑ 𝜇𝑗𝛼𝑗

𝑛

𝑗=1

 

Under uniaxial tensile loading, 𝜆1  is the primary loading stretch and 𝜆2  and 𝜆3  refers to the 

transverse and the through-thickness stretch. The resultant stress 𝜎1 is derived by taking the partial 

derivative of the Ogden strain energy density function with respect to 𝜆1 by assuming the material 

is fully incompressible and therefore the volumetric term is ignored. 

𝜎1 = ∑ 𝜇𝑗 [(𝜆1

𝛼𝑗 − 𝜆1

−
𝛼𝑗

2 )]

𝑛

𝑗=1

 

The hyperelastic models are capable of capturing material behavior subjected to large strain 

deformation without including material viscoelasticity (i.e., loading rate effect on the material 

response). To consider the viscoelasticity of human skin, Fung’s Quasi-Linear Viscoelastic (QLV) 

framework (Fung, 1972) was employed along with the Ogden model to construct a nonlinear, rate-

dependent constitutive model. The QLV model is expressed in the Generalized Maxwell 

configuration where a series of springs and dashpots are connected in parallel along with a single 

spring. Hence, the stress of the QLV model is mathematically expressed as 

𝜎(𝑡) = ∫ 𝐺(𝑡 − 𝜏, 𝜆)�̇�(𝜏)𝑑𝜏
𝑡

0

 

where �̇�(𝜏) refers to loading stretch-time history which is the experimental input. It was assumed 

the relaxation function 𝐺(𝑡 − 𝜏, 𝜆) of the QLV model can be separated into an elastic response 

(stretch dependent) and a temporal response (time-dependent) where 𝐺(𝑡 − 𝜏, 𝜆) = �̅�(𝑡 −

𝜏)
𝑑𝜎0(𝜆)

𝑑𝜆
. The elastic response was modeled using the Ogden hyperelastic model to capture the 
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skin’s nonlinearity. For the temporal response, the term �̅�(𝑡 − 𝜏) refers to reduced relaxation 

function which can be expressed in the form of a Prony series:  

�̅�(𝑡) = 𝐺∞ + ∑ 𝐺𝑖𝑒
−(𝑡

𝜂𝑖
⁄ )

𝑛

𝑖=1

 

𝐺∞ + ∑ 𝐺𝑖

𝑛

𝑖=1

= 1 

In the Prony series, 𝐺𝑖 are the linear normalized coefficients bounded between 0 and 1 and 1 𝜂𝑖
⁄ =

𝛽𝑖 are the nonlinear time constants. Each pair of  𝐺𝑖 and 𝛽𝑖 is responsible for the stress decaying 

rate at a specific time. 𝐺∞ is the relaxation coefficient at the infinite time where the material is 

fully relaxed and no viscosity is presented. The use of reduced relaxation function yields maximum 

relaxation at time t = 0 and decays monotonically to 𝐺∞ at time t = ∞. 

As a result, the QLV stress can be written in terms of the Prony series as 

𝜎(𝑡) = ∫ (𝐺∞ + ∑ 𝐺𝑖𝑒
−(

(𝑡−𝜏)
𝜂𝑖

⁄ )

𝑛

𝑖=1

)
𝑑𝜎𝑜

𝑑𝜏
𝑑𝜏

𝑡

0

 

= 𝐺∞ ∫
𝑑𝜎𝑜

𝑑𝜏
𝑑𝜏 + ∑ ∫ 𝐺𝑖𝑒−(

(𝑡−𝜏)
𝜂𝑖

⁄ ) 𝑑𝜎𝑜

𝑑𝜏
𝑑𝜏

𝑡

0

𝑛

𝑖=1

𝑡

0

 

To calculate stress at each incremental time (𝜎(𝑡 + Δ𝑡)), the convolution integral containing the 

term 𝐺𝑖 can be written in two Kernel functions. 

𝜎𝐺𝑖
(𝑡 + Δ𝑡) = 𝜎1𝐺𝑖

(𝑡) + 𝜎2𝐺𝑖
(𝑡 + Δ𝑡) 

= ∫ (𝐾𝑒𝑟𝑛𝑒𝑙 1)𝑑𝜏
𝑡

0

+ ∫ (𝐾𝑒𝑟𝑛𝑒𝑙 2)𝑑𝜏
𝑡+Δ𝑡

0

 

Kernel function 1: 

𝜎1𝐺𝑖
(𝑡) = ∫ 𝐺𝑖𝑒

−(
(𝑡+Δ𝑡−𝜏)

𝜂𝑖
⁄ ) 𝑑𝜎𝑜

𝑑𝜏
𝑑𝜏

𝑡

0
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= ∫ 𝐺𝑖𝑒
−(Δ𝑡

𝜂𝑖
⁄ )𝑒−(t−𝜏

𝜂𝑖
⁄ ) 𝑑𝜎𝑜

𝑑𝜏
𝑑𝜏

𝑡

0

 

= 𝑒−(Δ𝑡
𝜂𝑖

⁄ ) ∫ 𝐺𝑖𝑒−(t−𝜏
𝜂𝑖

⁄ ) 𝑑𝜎𝑜

𝑑𝜏
𝑑𝜏

𝑡

0

 

= 𝑒−(Δ𝑡
𝜂𝑖

⁄ )𝜎𝑖(𝑡) 

Kernel function 2: 

𝜎2𝐺𝑖
(𝑡 + Δ𝑡) = ∫ 𝐺𝑖𝑒

−(
(𝑡+Δ𝑡−𝜏)

𝜂𝑖
⁄ ) 𝑑𝜎𝑜

𝑑𝜏
𝑑𝜏

t+Δ𝑡

𝑡

 

= ∫ 𝐺𝑖𝑒
−(

(𝑡+Δ𝑡−𝜏)
𝜂𝑖

⁄ ) [
𝜎𝑜(𝑡 + Δ𝑡) − 𝜎𝑜(𝑡)

Δ𝑡
] 𝑑𝜏

t+Δ𝑡

𝑡

 

= 𝑒−(Δ𝑡
𝜂𝑖

⁄ ) [
𝜎𝑜(𝑡 + Δ𝑡) − 𝜎𝑜(𝑡)

Δ𝑡
] ∫ 𝐺𝑖𝑒−(

(𝑡−𝜏)
𝜂𝑖

⁄ )𝑑𝜏
t+Δ𝑡

𝑡

 

= 𝑒−(Δ𝑡
𝜂𝑖

⁄ ) [
𝜎𝑜(𝑡 + Δ𝑡) − 𝜎𝑜(𝑡)

Δ𝑡
] [

𝐺𝑖

𝛽𝑖
𝑒−(

(𝑡−𝜏)
𝜂𝑖

⁄ )|
𝑡

t+Δ𝑡

] 

= 𝐺𝑖𝜂𝑖 (1 − 𝑒−(Δ𝑡
𝜂𝑖

⁄ )) [
𝜎𝑜(𝑡 + Δ𝑡) − 𝜎𝑜(𝑡)

Δ𝑡
] 

By combining the two kernel functions, the total stress of the term 𝐺𝑖 at an incremental time is 

𝜎𝐺𝑖
(𝑡 + Δ𝑡) = 𝑒−(Δ𝑡

𝜂𝑖
⁄ )𝜎𝑖(𝑡) + 𝐺𝑖𝜂𝑖 (1 − 𝑒−(Δ𝑡

𝜂𝑖
⁄ )) [

𝜎𝑜(𝑡 + Δ𝑡) − 𝜎𝑜(𝑡)

Δ𝑡
] 

Similarly, for the convolutional integral terms containing 𝐺∞. 

𝜎𝐺∞
(𝑡 + Δ𝑡) = 𝜎∞(𝑡) + 𝐺∞ [

𝜎𝑜(𝑡 + Δ𝑡) − 𝜎𝑜(𝑡)

Δ𝑡
] ∫ 𝑑𝜏

t+Δ𝑡

𝑡

 

= 𝜎∞(𝑡) + 𝐺∞[𝜎𝑜(𝑡 + Δ𝑡) − 𝜎𝑜(𝑡)] 

Hence, the total stress at 𝑡 + Δ𝑡 can be written by combining the temporal and infinite stress terms. 
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𝜎(𝑡 + Δ𝑡) = 𝜎∞(𝑡) + 𝐺∞[𝜎𝑜(𝑡 + Δ𝑡) − 𝜎𝑜(𝑡)]

+ ∑ 𝑒−(Δ𝑡
𝜂𝑖

⁄ )𝜎𝑖(𝑡) + 𝐺𝑖𝜂𝑖 (1 − 𝑒−(Δ𝑡
𝜂𝑖

⁄ )) [
𝜎𝑜(𝑡 + Δ𝑡) − 𝜎𝑜(𝑡)

Δ𝑡
]

𝑛

𝑖=1

 

5.2.3 Constitutive Model Development  

The QLV model is suitable to model skin response as observed in Chapter 3. Experimental 

data of human skin including destructive tensile and stress relaxation test data obtained in Chapter 

3 were used along with the QLV framework to generate the human skin material parameters. It 

has been shown in Chapter 3 that skin behaves as an isotropic material at a high loading rate and 

exhibits anisotropy at a low loading rate where only the ground substances exhibit viscoelasticity 

while the collagen fibers remain rate independent. This phenomenon creates a contradiction to 

model the skin as a single material by using the QLV framework as it is mathematically formulated 

to express rate effect on material stress response where higher loading rates result in a stiffer 

material response. Because high-rate deformation response was the application target, an isotropic 

hyper-viscoelastic constitutive model was necessary by using the high rate data (i.e. 180/s DT test 

data) for developing the model and validating against the average 75/s DT and the average 1/s ST 

test group. The average 1/s ST test result was obtained by taking the average of all the sample 

response without considering the anisotropy factor that was observed in the 1/s group. 

The central idea of the constitutive damage model development consists of two stages 

(Figure 5-1). First, the QLV constitutive model was used to simulate the pristine behavior of the 

skin sample where no damage was presented. The model fit was performed up to damage initiation 

stretch (𝜆∗), defined as the inflection point where the material softening was identified (i.e. stiffness 

decreases). Second, a damage function was incorporated into the pristine constitutive model to 

alter the stress response during the material softening process. 
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Figure 5-1: Central idea of constitutive damage model development. 

5.2.3.1 Pristine Modeling (QLV) 

In the first stage, all the experimental data obtained in Chapter 3 were converted from 

engineering stress to true stress by multiplying the engineering stress with the corresponding 

stretch value. An average true stress-stretch DT curve along with the UB and LB response of the 

skin samples conducted in the 180/s case was also constructed (Figure 5-2, right). The true stress 

conversion for the DT data was carried out up to the UTS point as the conversion would not be 

valid once necking occurred after the UTS. From the true stress-stretch curves, the stiffness of the 

skin sample was calculated by taking the derivative of true stress to the respective stretch at each 

time step. As a result, damage initiation stretch at maximum stiffness of each skin sample 

conducted at 180/s was identified (Figure 5-3), resulting in an average value of 1.47±0.056. The 

stretch was chosen as damage driven metric as it has been reported to be the best parameter for 

capturing skin failure (Li & Luo, 2016). Similarly, the stress relaxation was also converted to true 

stress response for model fitting (Figure 5-2, left). The first stage of the constitutive model fitting 
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was performed up to the damage initiation stretch which resulted in 3 sets of materials parameters 

that represent the average, UB, and LB human skin pristine response. 

 

Figure 5-2: Skin’s average stress relaxation response (left) and average tensile response under 180/s loading rate (right).  

 

Figure 5-3: Stiffness vs. stretch of skin samples at the DT test (180/s). Orange dots indicate initiation of stiffness drop. Red 

curves represent parallel samples; Blue curves represent perpendicular samples. 

To determine the required number of elastic parameters to capture the tensile response, initial 

parameter fittings were performed only using the DT test curves by minimizing the sum of squared 

errors (SSE) between the model response and the experimental response for each data group 

(average, UB, LB). The 3 terms Ogden model was selected initially by having 5 different sign 
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combinations (Table 5) on the elastic parameters to investigate the sign effect on model response 

and find the optimal number of terms needed for capturing the skin tensile response.  

𝑆𝑆𝐸(𝛼1, 𝛼2, 𝛼3, 𝜇1, 𝜇2, 𝜇3) = ∑(𝜎𝐷𝑇𝑒𝑥𝑝 − 𝜎𝐷𝑇𝑚𝑜𝑑𝑒𝑙)
2

𝑛

𝑖=1

 

Table 5: Sign constraints applied to the elastic parameters. 

(PN = positive & negative value. P = positive value only. N = negative value only.) 

Parameter µ1 α1 µ2 α2 µ3 α3 

Constraint 1 N/A 

Constraint 2 P PN P PN P PN 

Constraint 3 PN P PN P PN P 

Constraint 4 P P P P P P 

Constraint 5 N N N N N N 

Upon determining the required number of elastic parameters, 6 QLV models with different 

numbers of Prony series terms were investigated to determine the number of terms that have 

optimal performance capturing both SR and DT test responses. An initial time constant of 0.01 s-

1 was used for the 1-term Prony Series as this represents the longest time interval obtained in the 

SR tests (60 s step-hold). An overall objective function (𝑆𝑆𝐸𝑜𝑣𝑒𝑟𝑎𝑙𝑙) for each pair of data groups 

(e.g. SSE of average SR and average DT) was minimized for each QLV model with different 

numbers of Prony series terms. To ensure fair treatment on the optimization process and remove 

bias on the different number of data points between test types, a normalized weight factor ω was 

assigned to each data group. The normalized weight factor considers a maximum sum of 

experimental stress found between test types and normalized by the individual sum of stress. 

𝑆𝑆𝐸𝑜𝑣𝑒𝑟𝑎𝑙𝑙 = ∑[𝜔𝑆𝑅(𝜎𝑆𝑅𝑒𝑥𝑝 − 𝜎𝑆𝑅𝑚𝑜𝑑𝑒𝑙)]
2

𝑛

𝑖=1

+ ∑[𝜔𝐷𝑇(𝜎𝐷𝑇𝑒𝑥𝑝 − 𝜎𝐷𝑇𝑚𝑜𝑑𝑒𝑙)]
2

𝑛

𝑖=1
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𝜔𝑆𝑅 =
max(𝑠𝑢𝑚(𝜎𝑆𝑅), 𝑠𝑢𝑚(𝜎𝐷𝑇))

𝑠𝑢𝑚(𝜎𝑆𝑅)
;  𝜔𝐷𝑇 =

max(𝑠𝑢𝑚(𝜎𝑆𝑅), 𝑠𝑢𝑚(𝜎𝐷𝑇))

𝑠𝑢𝑚(𝜎𝐷𝑇)
  

A script was written using fmincon function embedded in MATLAB using interior-point algorithm 

to perform the optimization by having the following constraints: 

1. The sum of the multiplication of the elastic constants (𝜇i, 𝛼i) should be positive to 

ensure a positive shear modulus is obtained. 

2. The sum of the relaxation coefficients Gi’s and G∞ should be equal to 1 and all the 

coefficients are bounded between 0 and 1. 

3. Time constants are input and fixed where β1 is 0.01 s-1 with one order of magnitude 

increment from β2 to β5 to ensure the uniqueness of fit. 

To evaluate the model fitted response, root mean squared error normalized by the mean 

experimental response (N-RMSE) was used where the difference between the experimental data 

and the model data is measured as 

𝜖 =
1

𝜎𝑒𝑥𝑝_𝑚𝑒𝑎𝑛

√
∑ (𝜎𝑒𝑥𝑝 − 𝜎𝑚𝑜𝑑𝑒𝑙)

2𝑛
𝑖=1

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑑𝑎𝑡𝑎 𝑝𝑜𝑖𝑛𝑡𝑠
 

5.2.3.2 Damage Modeling (Damage-QLV) 

The second stage of model development is to introduce a damage function to the QLV 

model to alter the remaining stress response using a continuous damage mechanics approach 

(Lemaitre, 1985). 

𝜎𝐷 = 𝜎𝑄𝐿𝑉(1 − 𝐷), 𝐷 =  {
0,  𝜆 < 𝜆∗

0 < 𝐷 < 1,  𝜆 > 𝜆∗ 
 

𝜎𝐷 is the damage stress which equals to 𝜎𝑄𝐿𝑉 before damage initiates where D = 0, 𝜎𝑄𝐿𝑉 is the 

pristine stress calculated using the QLV framework in the first stage and 𝜆∗ refers to the damage 

initiation stretch. To guess the mathematical form of the damage function, a theoretical damage 
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factor was determined from the equation where 𝐷𝑡ℎ𝑒𝑜𝑟𝑦 = 1 −
𝜎𝐷

𝜎𝑄𝐿𝑉
  between damage initiation 

stretch and final stretch. Since the true stress conversion from the engineering stress was only 

applied up to the UTS, the stretch at UTS (λUTS) was used as the final stretch rather than the failure 

stretch. The choice of using the stretch at UTS as the final stretch can be sufficient since it was not 

significantly different from the failure stretch as reported in Chapter 3. By constructing the 

relationship between theoretical damage factor and stretch value, a second-order polynomial 

function which consists of two damage coefficients (D1 and D2) were determined. The damage 

parameters D1 and D2 were determined through the least-squares method. 

 𝐷 = 𝐷1(𝜆 − 𝜆∗) + 𝐷2(𝜆 − 𝜆∗)2 

𝑆𝑆𝐸(𝐷1, 𝐷2) = ∑(𝐷𝑡ℎ𝑒𝑜𝑟𝑦 − 𝐷)
2

𝑁

𝑖=1

 

Similarly, three sets of damage coefficients were also obtained from the average, UB, and LB 

curves and this completed the constitutive damage model development of human skin. 

5.3 Results 

5.3.1 Sensitivity Analysis of Ogden (Tensile) Parameters 

 Under the constraint of having a positive shear modulus (i.e. 
∑ 𝜇𝑖𝛼𝑖

2
> 0), the fitted shear 

moduli of the average, UB, and LB model as a result of different sign constraints applied on the 

elastic parameters are shown in Table 6. The first 3 constraints generally result in a lower RMSE 

percentage value compared to Constraint 4 and 5. However, the order of magnitude of resultant 

shear moduli of the average, UB, and LB model was deemed to be extremely low compared to the 

shear modulus of 0.11 MPa obtained by Shergold and Fleck (2005) using human skin quasi-static 

tensile data conducted by Jansen and Rottier (1958). In contrast, Constraints 4 and 5 yielded higher 

shear moduli by an order of magnitude but this makes physical sense as this was due to the dynamic 
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loading rate used in the experiment. Overall, Constraint 4 provides the best model performance by 

having the lowest RMSE. Hence, by using Constraint 4, preliminary results (Table 7) showed only 

1 pair of the elastic parameter was sufficient to describe the skin’s average, UB, and LB tensile 

response. 

Table 6: Fitted shear modulus from parameter fitting on the Ogden model. 

Parameter 

Shear Modulus (MPa) 

Average RMSE (%) UB RMSE (%) LB RMSE (%) 

Constraint 1 0.001 1.43 0.030 1.55 2.43e-5 4.19 

Constraint 2 5.17e-4 3.01 0.003 1.70 5.35e-5 4.52 

Constraint 3 0.001 2.69 0.041 1.57 2.23e-4 2.94 

Constraint 4 2.36 4.81 3.80 3.56 1.48 6.14 

Constraint 5 4.52 5.12 6.99 3.98 2.85 6.37 

Table 7: Preliminary elastic parameters of the Ogden model under Constraint 4 for skin DT test response. 

Parameter µ1 α1 µ2 α2 µ3 α3 

Average 0.003 0.006 0.452 10.462 4.946e-6 4.645 

UB 0.003 0.005 0.695 10.687 0.002 0.008 

LB 0.291 10.149 5.222e-6 1.367 1.395 0.00 

5.3.2 Sensitivity Analysis of Prony Series 

 By selecting 1 term Prony series as a start, a time constant β1 (1 𝜂𝑖
⁄ = 𝛽𝑖) of 0.01 s-1 was 

used and time constants with one higher order of magnitude were added for each additional Prony 

series term (i.e. β2 = 0.1 s-1
  β3 = 1 s-1,  β4 = 10 s-1, β5 = 100 s-1 and β6 = 1000 s-1). Figure 5-4 

illustrates the decrement of N-RMSE from 64.12% to 20.9% on average SR prediction, 71.49% to 

23.48% on UB SR prediction and 74.06% to 14.74% on LB SR prediction as the number of Prony 

series term increases from 1 to 6. Similar error decrements were also found on the DT test 
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prediction of the average (17.27% to 4.99%), UB (16.2% to 3.66%), and LB (32.21% to 7.09%) 

data. Overall, a 5 Prony series term starts to show saturation on the data fitting process, starting 

from a 1-term model with a time constant of 0.01 s-1. 

 

Figure 5-4: Effect of the number of Prony series on QLV model performance on the SR test (left) and DT test (right). 

From the 6-term models (Table 8), no relaxation occurred at the 0.01 s-1 time interval for the 

average, UB, and LB data. For the average model, the majority (~77%) of the relaxation occurred 

at 1, 10, and 100 s-1 time constants and little relaxation window at 0.1 s-1 (~5%) and 1000 s-1 (6%). 

In the UB model, a similar relaxation portion (~84%) happened at 1, 10 and 1000 s-1 time constants 

instead with approximately 3% relaxation happened at 0.1 s-1 time constant. In the LB model, 100 

and 1000 s-1 time constants account for 89% of the relaxation and a total of 8% at 0.1 and 1 s-1 

time constant. As a result, time constants between 0.1 – 1000 s-1 were deemed appropriate for the 

5 term QLV model to simulate the average, UB and LB stress relaxation and tensile data. 
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Table 8: Relaxation distribution of the QLV models. 

Time constant  

(s-1) 

Relaxation constant Model 1-term 2-term 3-term 4-term 5-term 6-term 

0.01 G1 

Avg 1.000 0.000 0.000 0.000 0.000 0.000 

UB 1.000 0.000 0.000 0.000 0.000 0.000 

LB 1.000 0.051 0.125 0.126 0.025 0.005 

0.1 G2 

Avg 

N/A 

0.892 0.072 0.085 0.046 0.045 

UB 0.882 0.051 0.080 0.037 0.029 

LB 0.949 0.071 0.000 0.046 0.040 

1 G3 

Avg 

N/A 

0.800 0.000 0.303 0.282 

UB 0.807 0.001 0.329 0.292 

LB 0.804 0.000 0.000 0.039 

10 G4 

Avg 

N/A 

0.785 0.269 0.290 

UB 0.775 0.315 0.339 

LB 0.874 0.000 0.000 

100 G5 

Avg 

N/A 

0.253 0.198 

UB 0.174 0.000 

LB 0.895 0.471 

1000 G6 

Avg 

N/A 

0.059 

UB 0.208 

LB 0.416 

5.3.3 Pristine Model Fitting 

 Results of SR and DT fitting using the QLV (1-term hyperelastic, 5-term viscoelastic) 

model are illustrated in Figure 5-5 with the material parameters summarized in Table 9. The N-

RMSE expressed in percentage were calculated as 20.90%, 23.48%, and 23.74% for the average, 

UB, and LB stress relaxation response. For the DT tests, the N-RMSE was calculated as 4.99%, 
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3.66%, and 6.61% for the three data groups. The N-RMSE shown in Figure 5-5 of the DT test 

were calculated within the pristine region.  

 

Figure 5-5:  QLV model simultaneous fitted results of SR tests (left) and DT tests (right). 

5.3.4 Damage Model Fitting 

 A relationship between theoretical damage factor D and stretch was constructed and a 

second-order polynomial function fit was performed to obtain the damage coefficients (D1 and D2) 

(Figure 5-6). The fitted damage coefficients are presented in Table 9. By multiplying the damage 

factors to the pristine QLV stress, DT response prediction with N-RMSE of 3.08%, 2%, and 3.96% 

was obtained using the average, UB, and LB QLV damage model respectively (Figure 5-7).  
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Figure 5-6: Damage factor evolution vs. stretch - Theoretical vs. Model Fit. 

 

Figure 5-7: QLV damage model fitted results. 

5.3.5 QLV Model Validation 

 To demonstrate the capability of the QLV framework to predict strain rate effect on the 

skin response, the optimized material parameters based on the 180/s dynamic tensile test and the 

stress relaxation test (Table 9) were used to generate model responses using the experimental 

loading rate at 1/s and 75/s (Figure 5-8). N-RMSE between the average experimental data and the 

average QLV model was calculated as 5.72% at the 75/s test group and 34.41% at the 1/s test 

group. Although high N-RMSE was obtained in the 1/s test case, the average model prediction still 
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lied within the data pool. Model predictions of UB and LB data also lied within the data pool, 

however, the UB model performed the worst at 1/s test case with an N-RMSE of 48.33%. Hence, 

the average, UB, and LB data of the three strain rates were investigated and the results (Figure 5-9) 

showed no loading rate dependency was found in the UB data group. This explained the high N-

RMSE obtained by the UB model prediction since the QLV framework was designed to respond 

to different strain rates. In contrast, both average and LB data groups showed rate dependency in 

which the QLV model provided better predictions. 

 

Figure 5-8: QLV model prediction vs. experimental tensile data at 1/s (left) and 75/s (right). 

 

Figure 5-9: LB, Average, and UB skin experimental data. The skin’s UB response does not show loading rate dependency. 
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By adding the optimized damage coefficients, the damage responses at 1/s and 75/s predicted by 

the QLV model are illustrated (Figure 5-10). Similar to the pristine prediction, the damage 

coefficients capture the skin-softening response with an N-RMSE of 4.32% and 32.79% from the 

average model and 11.93% and 18.52% from the LB model at 75/s and 1/s, respectively. Due to 

the poor UB pristine model fitting, the UB damage model continued to result in high N-RMSE, 

particularly in the 1/s test group. Despite giving high N-RMSE, the UB model still yielded the 

stiffest response that was within the data corridor across the three strain rates. 

 

Figure 5-10: QLV damage model prediction vs. experimental tensile data at 1/s(left) and 75/s (right). 
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Table 9: Summary of QLV damage model material parameters of human skin 

 Parameter Average Upper Bound (UB) Lower Bound (LB) 

Hyperelastic 

𝜇1(MPa) 0.431 0.699 0.362 

𝛼1 10.700 11.073 10.447 

Shear modulus (MPa) 2.303 3.872 1.892 

Viscoelastic 

𝐺1 0.043 0.028 0.046 

𝐺2 0.314 0.295 0.033 

𝐺3 0.240 0.334 0.000 

𝐺4 0.277 0.000 0.489 

𝐺5 0.000 0.211 0.401 

𝐺∞ 0.127 0.132 0.031 

𝛽1 (s-1) 0.1 

𝛽2 (s-1) 1 

𝛽3 (s-1) 10 

𝛽4 (s-1) 100 

𝛽5 (s-1) 1000 

Damage 

𝐷1 3.189 2.719 3.389 

𝐷2 0.001 2.482 9.198e-4 

𝜆∗ 1.47 1.41 1.52 

𝜆𝑈𝑇𝑆 1.61 1.57 1.66 

5.4 Discussion 

A continuum damage mechanics approach coupled with the isotropic QLV framework was 

used in the current study to model skin tensile failure responses at three distinct loading rates (1/s, 

75/s, and 180/s) using stress relaxation and destructive uniaxial tensile test data. As a result, three 
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sets of material parameters including damage coefficients were generated to represent the average, 

UB, and LB skin tensile failure response. 

The three QLV model predictions on stress relaxation response resulted in an overall error 

below 25% when fitting both SR and DT test data simultaneously. First, the SR tests were only 

performed up to 25% strain level while the DT test had the skin sample tested until failure where 

the stretch level was higher (~60% strain). Hence, only limited viscoelastic information was 

obtained and used for higher loading strain when fitting the DT test data. The human skin 

relaxation response was shown to be strain independent up to 25% strain level, however, the 

independency remained uncertain as strain level increased in the DT test. The hyperelastic stress 

at higher strain levels also remains unknown. Therefore, the range of applicability of the 

viscoelastic information obtained in the stress relaxation test was limited to the extent of the skin 

deformation. In an ideal situation, a high strain level would be applied to cover the entire relaxation 

spectrum of the skin during the stress relaxation test, but this was impossible because the skin 

sample could be damaged when subjected to extreme deformation. Furthermore, a fully nonlinear 

viscoelastic model would also be necessary to replace the QLV framework as the relaxation 

response may no longer be strain independent as loading strain increases. Nevertheless, the SR test 

data provide fundamental rate sensitivity information that can be reflected using the QLV model. 

To demonstrate the effect of strain level, an identical model fitting process was performed on the 

three QLV models only up to 25% strain on the DT tests, and the SR tests. This yields better results 

compared to full DT data fitting where less than 3% and 15% N-RMSE were obtained for the DT 

and the SR predictions, respectively (Figure 5-11).   
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Figure 5-11: QLV model simultaneous fitted results of SR tests (left) and DT tests (right) up to 25% strain. 

Second, the rate of loading was also a factor contributing to the viscoelasticity of the skin. 

In theory, the viscoelastic response resulting from a 2/s (SR) and a 180/s (DT) loading rate would 

be different where the higher the loading rate, the more the elastic and viscous component of the 

skin could be separated under the SR test. Since a lower loading rate was applied in the SR tests, 

skin’s relaxation may have occurred during the ramp-up period and therefore resulting in different 

skin stiffness and relaxation response compared to the DT tests. By performing model fitting using 

stress relaxation and dynamic tensile test data simultaneously, the model optimization process 

would compromise the stiffness difference from both data types and therefore, resulting in poorer 

N-RMSE as opposed to fitting only to the SR data.  

 The one-term Ogden parameters (µ1 =0.431 MPa; α1 = 10.700) was sufficient to capture 

the skin tensile response which was also found by Shergold and Fleck (2005) who performed 

parameter fitting using human umbilical skin ex vivo tensile data conducted at 0.01/s by Jansen 

and Rottier (1958). The difference between the shear modulus (2.3 MPa vs. 0.11 MPa) could be 

due to the different loading rates used in the current study compared to the literature data. However, 

the exponential term α is similar (10.7 vs. 9) which is deemed to be strain rate-independent (180/s 
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vs. 0.01/s). The strain independency of the exponential term was also found in ex vivo uniaxial 

tensile (0.005 /s - 3500 /s) and compression (0.004 /s - 4000 /s) tests conducted using pig skin 

(Shergold et al., 2006;  Lim et al., 2011) where consistent α values of 11 (tension) and 12 

(compression) were found in these tests while the µ term increased with increasing strain rate. 

From the LB and UB models, a consistent exponential term (~10) was also observed while the 

material constant µ was positively correlated with the model stiffness. The same positive 

correlation was also observed in shear modulus where the highest shear modulus of 3.872 MPa 

was obtained in the UB model, followed by the average model and the lowest shear modulus in 

the LB model. 

For the damage modeling, all the theoretical damage factors were found to be around 0.5 

rather than 1, this was because the damage was only modeled up to UTS and no sudden stress drop 

was presented in the stress-stretch curve (zero stress value). This brings convenience to the damage 

fitting process because capturing the sudden stress drop would be difficult using the polynomial 

function. The damage accumulation deduced from the pristine stress as a function of tensile stretch 

exhibited a linear relationship for the average and LB model where the quadratic term was 

negligible. This was not found in the UB model where a higher-order damage term was required. 

With stiffer skin, the damage initiation stretch was lower since the collagen fibers were more 

aligned which results in a shorter amount of pristine model fitting (early J turn captured by the 

model). Hence, the damage function would require higher-order terms to better fit the damage 

response.  

The material parameters generated using the QLV damage framework were capable of 

capturing the skin’s average and LB tensile failure response at different loading rates. Although 

the UB model underpredicts the failure response, particularly at low strain rates (1/s), the relevant 
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response still lies within the data. The QLV damage model developed in the current study neglects 

skin’s anisotropy which was apparent at low loading rates limits its application and anisotropy 

implementation should be accounted for in future work. 

5.6 Conclusion 

A rate-sensitive skin damage model that coupled the isotropic Quasi-Linear Viscoelastic 

(QLV) framework with the continuum damage mechanics approach using a second-order 

polynomial function was developed in the current study. The sensitivity analysis showed that an 

all positive one term Ogden model along with 5 term Prony series in the QLV framework was 

sufficient to model the skin’s pristine tensile response. The model distinguishes the pristine and 

damage phases of the skin based on damage initiation stretch which was determined from the 

inflection point of the stiffness history during the loading process. It was observed that the skin 

damage factor exhibits a linear relationship with the loading stretch while a higher-order 

polynomial term was required when simulating damage of stiffer skin. The rate-sensitive skin 

material and damage parameters were inversely determined based on stress relaxation and 

destructive uniaxial tensile test data which were designed at the rate of ballistic blunt impact. Three 

sets of material parameters that represent the average, UB, and LB skin were generated in the 

current chapter and will serve as input for numerical skin model development. 
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CHAPTER 6 – Finite Element Material Model Development of Human Skin 

The constitutive damage model of human skin has been developed in the previous chapter 

using the QLV framework incorporated with the Lemaitre damage approach. The outcomes 

provide three sets of rate-dependent material and damage parameters for average, UB, and LB 

human skin subjected to tensile loading.  In this chapter, finite element (FE) material models with 

damage prediction of human skin were developed by using the parameters obtained in Chapter 5. 

The user-defined material (UMAT) card of the constitutive damage model was compiled and 

implemented into a FE solver (LS-DYNA). The UMATs were verified and validated using the 

experimental data of human skin as conducted in Chapter 3 and Chapter 4. The goal of this chapter 

is to develop a validated human skin FE material model that can simulate skin progressive failure 

under high-speed ballistic impact. 

6.1 Introduction 

The ability to describe skin’s mechanics has been extensively studied, especially on 

constitutive model development as mentioned in the previous chapter. To transfer scientific 

knowledge to engineering applications, the Finite Element (FE) method is one of the commonly 

used approaches which simulates the object response by solving complex numerical equations to 

inform the application consequences. By implementing the human skin’s constitutive model in the 

FE solver, the numerical model can be used as a surrogate to provide opportunities to potential 

users to conduct skin research in the engineering, medical, and cosmetic industries. A validated 

FE model can also be used repetitively for sensitivity analysis to inform future research. However, 

the transition from the analytical model to the numerical implementation of human skin is very 

scarce.  Most of the human skin FE models are treated as a singular component, i.e. the epidermis 

and the dermis are modeled with identical material properties (Flynn et al., 2011; Groves et al., 
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2013) while Flynn & McCormack, (2008) have developed a three-layer skin model. Different skin 

properties such as nonlinearity, viscoelasticity, and anisotropy have been implemented in these FE 

models. These FE models are particularly useful to study skin mechanics within the human 

physiological level. However, there are limitations to studying skin injury since the models are not 

built with damage prediction capability. For modeling skin injury, there is only one study 

investigating skin failure under stab penetration using FE analysis (Ní Annaidh et al., 2013). The 

FE model was validated against a quasi-static penetration dataset using a hyperelastic model while 

the failure was modeled using the element erosion feature when exceeding the designated failure 

strain and no material softening was considered. Furthermore, Chanda and Upchurch (2018) have 

also developed a FE skin failure model but focused on post-injury development where the FE 

model was constructed with a hollow ‘wound’. One of the commonly used skin FE models in the 

field of injury biomechanics today is found on the Global Human Body Model Consortium 

(GHBMC) human body models. The GHBMC skin model uses a linear viscoelastic formulation 

with a single time constant and a failure criterion is not included. 

The performance of the GHBMC skin model on the application of ballistic impact remains 

questionable and has not been investigated. Based on the existence of the current skin FE damage 

model which used the hyperelastic constitutive model (Ní Annaidh et al., 2013), there is a lack of 

viscoelastic damage FE models of human skin. Therefore, the purpose of this chapter is to develop 

a FE skin damage model that can be used to study skin failure under the ballistic blunt impact. The 

viscoelastic damage constitutive model developed in the previous chapter was implemented in a 

FE solver as a user-defined material (UMAT) and was numerically verified and validated against 

the previously determined tensile and indentation data. Moreover, the GHMBC skin was used and 

compared with the UMAT to evaluate its performance.  



107 

 

6.2 Methods 

6.2.1 User-Defined Material (UMAT) 

 The QLV-damage coupled constitutive model as demonstrated in Chapter 5 was 

implemented into LS-DYNA software as a user-defined material (UMAT) to simulate skin tensile 

failure. Hydrostatic pressure ( ∑ (
1

𝑚
(𝐽−𝑚𝛼𝑗 − 1))𝑛

𝑗=1 ) which corresponds to the volumetric 

deformation was added to the Ogden strain energy density function (Ogden, 1972; Hill, 1979). 

This term provides flexibility on material compressibility by adjusting parameter m which is 

related to the Poisson’s ratio as part of the user input (Storåkers, 1986). The Jacobian J is calculated 

from the determinant of deformation gradient F, which is solved numerically depending on the 

deformation of the element. 

𝑊(𝜆) = ∑
𝜇𝑗

𝛼𝑗
(𝜆1

𝛼𝑗 + 𝜆2

𝛼𝑗 + 𝜆3

𝛼𝑗 − 3) + ∑ (
1

𝑚
(𝐽−𝑚𝛼𝑗 − 1))

𝑛

𝑗=1

𝑛

𝑗=1

 

𝑚 =
𝜈

1 − 2𝜈
 

𝐽 = 𝑑𝑒𝑡 [
𝐹11 𝐹12 𝐹13

𝐹21 𝐹22 𝐹23

𝐹31 𝐹32 𝐹33

] 

As a result, the principal Cauchy stress of this compressible material is reduced to the following 

equation 

𝜎𝑗 = ∑
𝜇𝑗

𝐽
[(𝜆1

𝛼𝑗 − 𝐽−𝑚𝛼𝑗)]

𝑛

𝑗=1

 

To find the principal stretches in the FE model, left Cauchy-Green deformation tensor B was first 

calculated (B = FFT). Next, the principal stretches were determined by taking square roots of 

eigenvalues of the tensor B where this process was performed numerically using TRED2 and TQLI 

subroutine files (Press et al., 1996). 
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𝐵 = 𝜆1
2𝑏(1) ⊗ 𝑏(1) + 𝜆2

2𝑏(2) ⊗ 𝑏(2) + 𝜆3
2𝑏(3) ⊗ 𝑏(3) 

With the Jacobian and the principal stretches being determined, a 3 dimensional instantaneous 

stress 𝜎𝑖𝑗 tensor of the material in each direction can be calculated. 

𝜎𝑖𝑗 =
1

𝐽
(∑ 𝜇𝑗[(𝜆1

𝛼𝑗 − 𝐽−𝑚𝛼𝑗)]

𝑛

𝑗=1

× 𝑏𝑖
(1)𝑏𝑗

(1) + ∑ 𝜇𝑗[(𝜆2

𝛼𝑗 − 𝐽−𝑚𝛼𝑗)]

𝑛

𝑗=1

× 𝑏𝑖
(2)𝑏𝑗

(2)

+ ∑ 𝜇𝑗[(𝜆3

𝛼𝑗 − 𝐽−𝑚𝛼𝑗)]

𝑛

𝑗=1

× 𝑏𝑖
(3)𝑏𝑗

(3)) 

The viscoelastic stress calculated using the QLV framework was based on the hyperelastic 

parameters and the reduced relaxation constants as presented in Chapter 5. An overall view of the 

UMAT card in LS-DYNA is illustrated in Figure 6-1. A maximum of 4 terms Ogden (mu and 

alpha) and 5 terms Prony series (G and beta) can be supplied to the UMAT card to calculate the 

viscoelastic stress. The viscoelastic feature can be disabled by setting the ve term to zero in the 

UMAT which results in only hyperelastic stress calculations. The optimized damage coefficients 

can be supplied under the D1 and D2 terms while the h_initial and h_fail allow the user to decide 

damage initiation and failure (i.e. element erosion) threshold in terms of stretch ratio. The damage 

coefficients are ignored if the dsw term is set to zero and element erosion will only occur if the 

ifail term is set to one. Lastly, a bulk modulus K and shear modulus G were given to the UMAT 

for transmitting boundaries, contact interfaces, and time step calculations to initiate the simulation 

process. The nu term refers to the material Poisson's ratio that dictates the material’s 

compressibility. All simulations and UMAT compilation were conducted using the shared memory 

parallel (SMP), double precision processing capability of LS-DYNA (v971, R10.1.0, LSTC, 

Livermore). 
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Figure 6-1: UMAT example of the QLV damage model developed in LS-DYNA. 

6.2.2 UMAT Code Verification and Dynamic Tensile Test Verification  

 Details including methods and results of the verification of the implemented UMAT were 

documented in Appendix A. These include code verification using a single solid element to 

demonstrate unrecoverable damage and viscoelastic modeling. Besides, the DT test simulations of 

the dogbone specimen were also performed to verify the UMAT. 

6.2.3 Indentation Test Validation 

The verified UMAT based on the uniaxial tensile loading case was validated against the 

indentation test using the DI test data presented in Chapter 4. A successful UMAT validation under 

the DI test will demonstrate the material capability to simulate skin tensile failure under ballistic 

blunt impacts. Three sample-specific models which have the closest data response to the average, 

UB and LB DI force-displacement data were chosen from the 18 tested samples to validate the 

UMAT. To do this, three 4th order polynomial functions were fitted separately to the average, UB, 
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and LB DI force-displacement data, and these provided polynomial coefficients that were used to 

compute the RMSE between the individual sample and the models to select the closest similar 

curves with minimum RMSE.  

The boundary and initial conditions of the model of the DI test were investigated since it 

was observed in the experiments that the skin was not always loaded perfectly. Three model setups 

were investigated (Figure 6-2). The first model included the taut skin without edge slip where the 

edge of the skin was fully fixed (Figure 6-3, bottom left). The second model included the taut skin 

with edge slip, sandwiched in between two restraining plates. No constraint was applied around 

the skin edge while the rest of the nodes were free to slide against the restraining plates with some 

being fully fixed at screw locations (Figure 6-3, bottom right). Finally, for the third model, the 

same sandwiched model was setup but instead a curved skin was used since it was observed from 

the DIC surface that the DI skin samples do not show complete flatness before impact (Figure 6-4). 

The amount of curvature was determined from the generated DIC surface by measuring out of the 

plane distance (z-direction) between the origin and center point of the surface. Symmetry was 

assumed on the skin and quarter models were built to save simulation time with 2 mm mesh size 

served as the baseline model, having the same hourglass control as used in the tensile test 

verification step. A mesh sensitivity study was also performed using 1 mm and 0.5 mm element 

size. The indenter was modeled as a rigid body (*MAT_RIGID), assigned with aluminum material 

properties as it is relatively tougher than the skin and the *PART_INERTIA keyword was used to 

define its mass, initial velocity, and inertial properties. 

*CONTACT_AUTOMATIC_SURFACE_TO_SURFACE keyword with a segment based contact 

(SOFT = 2) was used to create contact between the indenter and the skin as well as skin-plate 

interaction. The effect of friction of coefficients for both contacts on the force-displacement 
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response was also performed as part of the FE model sensitivity analysis. Force was measured 

from the contact force (*DATABASE_RCFORC) between the skin and the indenter and 

multiplied by 4 to obtain total force due to model symmetry while indentation displacement was 

measured using the center node of the skin model. In addition to the force-displacement response, 

displacement contour before failure was also used as a validation metric. To obtain the 

displacement contour, x, and z coordinates of each node along the radius of the skin model were 

measured where the x-coordinate represents the position of skin radius and the z-coordinate 

represents indented skin displacement (Figure 6-2).  

 The GHBMC skin material was used to compare with the UMAT skin. Skin failure on the 

GHBMC skin was simulated using the *MAT_ADD_EROSION keyword by assigning the same 

maximum principal strain value used by the average UMAT as the failure threshold.  

 

Figure 6-2: Side view of DI test FE model setup. Taut skin (left). Taut skin sandwiched in between two restraining plates 

(middle). Curved skin sandwiched in between two restraining plates (right). 
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Figure 6-3: Physical DI test setup (Top middle). Fully constrained boundary condition around the skin edge on taut skin 

setup(bottom left). Partial constrained at screw locations on taut skin sandwiched in between restraining plates setup (bottom 

right). 

 

Figure 6-4: Curved skin sample before impact observed from DIC surface (left). The Center point (Point 1) shows the amount of 

curvature from the origin. An isometric view of the curved sample is shown (right). 

6.3 Results 

6.3.1 Dynamic Indentation Test Simulation 

 The DI FE model sensitivity was investigated from three different perspectives including 

physical effect, numerical effect, and effect of material parameters to obtain the optimum FE 

simulation result possible. Three skin samples that have the closest force-displacement response 

to the average, UB, and LB experimental data were chosen (Figure 6-5). The skin sample (702-



113 

 

RU-0) which represents the average response was used to construct a sample-specific FE model 

for the model sensitivity analysis.  

 

Figure 6-5: Closest samples (dotted color lines) to average, UB, and LB experimental responses (solid color lines). 

6.3.1.1 Physical Effect - Model Setup and Contact Friction 

 Three different model setups were compared to assess the effect of boundary conditions on 

the model’s force-displacement response. Overall, all three models had a similar force-

displacement response but stiffen at different indentation displacement. By assuming no sliding 

and having the skin edge fully constrained, the taut skin model stiffened at the earliest displacement 

when being indented at about 10 mm. There was only a slight improvement when modeled the taut 

skin sandwiched in between the restraining plates where the skin edge was not constrained. Lastly, 

by considering the curved, non-taut initial geometry of skin, the timing of the model response was 

the closest to the average experimental data (Figure 6-6). This study demonstrated that the initial 

skin curvature had a larger effect than the boundary condition in dictating force-displacement 

response. 
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Figure 6-6: Effect of model setup on the DI force-displacement response. 

Next, both skin-indenter friction and skin-plate friction effects were investigated. Both 

static and dynamic friction coefficients of 0.1, 0.5, 1.0, 1.5, and 1.9 were studied for the skin-plate 

interaction. A range that included a high friction coefficient was considered because a sandpaper 

interface was used between the skin and the restraining plate in the experimental setup. The results 

(Figure 6-7, left) demonstrate that friction coefficient had a minimal effect on the skin force-

displacement response. For the skin-indenter interaction, friction coefficients from 0.1 to 0.6 at 0.1 

intervals were investigated since literature has shown friction coefficient between human skin and 

unlubricated aluminum lies within 0.4 and 0.6 (Zhang & Mak, 1999; Seo & Armstrong, 2009). 

Similar to the skin-plate friction study, friction between the indenter and the skin had a negligible 

effect on the force-displacement response (Figure 6-7, right) except for the maximum failure force. 

A higher friction coefficient resulted in a higher failure force with a maximum difference of 36.6 

N (~12%) between 0.1 and 0.6. As the dynamic friction coefficient was known to decay with an 

increasing velocity between two objects, friction of 0.1 between the skin and the indenter was 

decided. 
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Figure 6-7: Effect of plate-skin friction (left) and indenter-skin friction (right) on the DI force-displacement response. 

6.3.1.2 Numerical Effect – Mesh Size and Hourglass Control  

Three different mesh sizes (2 mm, 1 mm, and 0.5 mm) were chosen to investigate model 

response sensitivity to mesh size. The results demonstrated that mesh size did not affect the 

model’s force-displacement response (Figure 6-8), but it was a factor that causes early failure with 

a smaller mesh size similar to the DT test simulation (Appendix A). 

 

Figure 6-8: Effect of mesh size on the DI force-displacement response. 

Different hourglass controls in LS-DYNA including viscous form (type 3), stiffness form 

(type 5) with exact volume integration, and type 6 were also investigated. The analysis showed 
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type 5 and type 6 hourglass control had a poor performance where large element distortion was 

observed (Figure 6-9) while default type 1 and type 3 did not have similar simulation results. 

 

Figure 6-9: Effect of hourglass control type in LS-DYNA. Left: IHQ 1&3. Middle: IHQ 5. Right: IHQ 6. 

By using a time scale factor of 0.1 (determined from DT simulation in Appendix A), with 

a curved initial skin geometry, a boundary condition represented by the retaining plates, a 2 mm 

mesh size, type 3 hourglass control for the skin model, coefficient friction of 1.0 between the skin 

and the retaining plate, and friction coefficient of 0.1 for the skin-indenter interaction was chosen 

for simulating the DI test. However, the initial DI test simulation result shows early stiffening, 

lower failure force, and shorter failure displacement than the experimental data. The following 

section investigated potential material parameters to understand the reason for the differences. 

6.3.1.3 Material Parameters Effect – Poisson’s ratio and Compression Material Parameters 

The first parameter to investigate was the Poisson’s ratio of the skin material. Four different 

Poisson’s ratios (0.495, 0.435, 0.3, and 0.1) were investigated for the skin UMAT. The simulation 

results indicated that the effect of the Poisson’s ratio was minimal, although there was a trend that 

the skin was more compliant as the Poisson’s ratio was decreased (Figure 6-10). 
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Figure 6-10: Effect of Poisson’s ratio (pr) on DI force-displacement response.  

Therefore, it was believed that the current material parameters developed from uniaxial tension 

data overpredicted the material response when it was loaded in a combined tension/compression 

mode around the indenter tip. This was demonstrated in Figure 6-11, (left) where the current QLV 

model (baseline model) was compared with the quasi-static compression data of human skin as 

obtained in Chapter 3.  

To improve the model compressive response, an additional Ogden term (i.e. 𝜇2 and 𝛼2) 

was added to the current QLV model. These values were determined through the SSE minimization 

between the compression data and the model response while maintaining the original tensile 

behavior. The fitted result ( 𝜇2 = −1.089  and 𝛼2 = 1.872 ) is indicated by the orange line 

(Updated Model) in Figure 6-11 (left). The addition of the elastic constants slightly improves the 

model compressive response, and this is reflected in the DI simulation where the model stiffening 

response was delayed (Figure 6-10, right). This shows the incorporation of the compressive 

response to the QLV model improved the overall indentation model result.  
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Figure 6-11:Model compressive performance (left) and indentation performance (right). 

The delay of the model stiffening was also reflected in the maximum principal strain (MPS) 

response (Figure 6-12, right). The experimental MPS data was collected from the center of the 

DIC surface and the FE result was taken from the middle front element of the skin model. For 

demonstration purposes, Figure 6-12 illustrated the DI response when the material model was 

solely fitted to the quasi-static compression dataset (Compression Model). By fully capturing the 

compressive response, stress stiffening occurred at a higher displacement, although the peak stress 

decreased which was because the tensile properties were compromised to fit the compression data. 

Hence, the model prediction on the DI force-displacement response can be improved with higher 

failure displacement and force if both tension and compression were captured correctly. 
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Figure 6-12: Compression model performance compared to the Baseline and Updated model. 

Introducing additional Ogden terms to decrease the compressive stiffness improved DI 

simulation results, however, it also introduced model instability where hourglass energy exceeded 

the material’s internal energy (Figure 6-13). To solve the model instability due to compression 

parameters, the UMAT’s Poisson’s ratio was investigated by decreasing from 0.495 at 0.01 

intervals until the model was stabilized. As a result, the final obtained Poisson’s ratio was 0.435 

and the skin’s hourglass energy was smaller than the internal energy before failure (Figure 6-13). 

 

Figure 6-13: Effect of Poisson’s ratios (pr) on the skin’s internal energy vs. hourglass energy. 
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In summary, compression elastic constants were added to the current QLV model by 

minimizing the SSE between the compression data and the model response while fixing the 

previously determined tensile elastic and viscoelastic constants. Three sets of compression 

constants were determined for the average, UB, and LB responses (Table 10). The simulated force-

displacement response and the displacement contour of the skin model in the DI test are illustrated 

in Figure 6-14. For the force-displacement response, the UB and LB models followed the data 

corridor while the average model behaved slightly stiffer than the average experimental response. 

All three models had lower failure force and failure displacement than the corresponding 

experimental data. In comparison to the GHBMC skin, all the three UMAT cards improved the 

skin performance by achieving a closer experimental response (Figure 6-15). 

Table 10: Best fitted compression elastic constants. 

Model 𝝁𝟐 𝜶𝟐 

Average -1.089 1.872 

UB -1.431 2.913 

LB -0.995 1.685 

 

Figure 6-14: DI simulation results with average, UB, and LB UMAT skin in comparison with the GHBMC skin. 
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Figure 6-15: Bar plot overview between experiment, UMAT, and GHBMC skin: Normalized failure force (left) and failure 

displacement (right). 

6.4 Discussion 

Skin FE material model with the capability to simulate gradual tensile failure (material 

softening) under ballistic impact was developed in this chapter. By incorporating Lemaitre damage 

modeling in the material model, this allows users to tailor ductile damage progress rather than 

defining a single threshold to activate element erosion for failure modeling. The skin FE material 

model was implemented in LS-DYNA solver as a user-defined material (UMAT) using the QLV 

framework. Three skin FE models that represent the average, UB, and LB human skin were 

verified and validated under the uniaxial tensile and indentation test respectively, showing 

improvement in comparison with the current GHBMC skin material model. The DI simulation 

using a solid skin model revealed the compression parameters were important in capturing the 

skin’s initial response subjected to blunt ballistic impact, and tensile parameters were responsible 

for the strength after stress stiffening was initiated. 

The UMAT skin model can simulate the nonlinearity of skin under uniaxial tensile loading 

which was not observed in the GHBMC skin model. When simulating the dynamic indentation 

test, the UMAT skin shows improvement compared to the current GHMBC skin. The UMAT skin 
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response to dynamic indentation was shown to lie within the data corridor, although it failed at 

lower peak force and shorter displacement than the average response The current reason for this is 

not clear, and it may necessitate a more complicated damage metric than maximum principal strain 

to account for the delay in failure during biaxial tension. Besides, another reason could be due to 

the current isotropic model incapability to capture the skin’s through-thickness compressive 

response where the DI model was shown to result in higher failure displacement when the skin 

compression properties were fully captured. The unaltered damage model, based on experimental 

data, can be beneficial when used for designing protective equipment against skin impact as it 

creates a factor of safety.  

Several factors were identified that could affect or improve the force-displacement 

response. First, the current model setup with curvature skin was shown to be better than the taut 

skin setup by delaying the timing of stress stiffening. This initial geometry effect was observed in 

the experiments. The curvature degree simulated in this validation study was determined from the 

coordinate of the center point of the DIC surface and an elliptical profile was assumed. Ideally, the 

FE skin geometry could be constructed by taking the stereolithography (STL) file from the DIC 

surface, however, due to shadows created around the skin sample in the experiment, full skin 

surface construction was not feasible. Second, the initial isotropic QLV model overpredicted the 

quasi-static compressive response which leads to early stress stiffening in the force-displacement 

response. The early stress stiffening likely allowed an early failure threshold to be achieved and 

hence resulted in a lower failure force. It was shown that the stress stiffening response can be 

delayed and the failure displacement can be increased when compression data was included in the 

model fit. Hence, the current material parameters were identified by performing a model fit to the 

stress relaxation (tension), tensile, and compression data simultaneously. Due to the nature of the 
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skin which can only be subjected to in-plane tension, and out of plane compression loading mode, 

it is believed the current model’s inability to capture both tension and compression data is due to 

the lack of model anisotropy, not tension-compression asymmetry. 

6.5 Conclusion 

In this chapter, three FE viscoelastic damage material models that represent an average, 

UB, and LB human skin response were developed by compiling a user-defined material (UMAT) 

in LS-DYNA, verified and validated against dynamic tensile and indentation test data, respectively. 

The current GHBMC skin material model cannot simulate the skin’s nonlinearity and behaves 

stiffer than the UMAT skin. Although failed at lower force and displacement, the UMAT skin 

model showed improvement when compared to the GHBMC skin. The indentation simulation 

process showed skin compression properties are dominant in the initial impact before stress 

stiffening occurs where the skin’s tensile properties take over to achieve appropriate failure force. 

The current isotropic material model was not able to capture both through-thickness compression 

and tension properties of the skin simultaneously. Therefore, an anisotropic based constitutive 

model is recommended for future skin model implementation for the high rate impact application. 
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CHAPTER 7 – Development of a Skin-Adipose-Muscle Sub-System Model for 

Ballistic Blunt Impact 

A FE skin material model for simulating skin failure was developed in the previous chapter 

where the model was verified and validated based on uniaxial and indentation experimental test 

data. In this chapter, the FE skin material model was used to construct a sub-system model that 

consists of skin, adipose, and muscle tissue layers. The sub-system model was calibrated and 

validated against stress relaxation and blunt impact test data. The material properties of the 

underlying tissues were determined via material parameter optimization from literature and in-

house data. The goal of this chapter was to develop a sub-system model that can serve as a 

computational surrogate to replace the full human body model for open skin injury research 

subjected to ballistic blunt impact.  

7.1 Introduction 

Human skin surrogates, including physical skin simulants and computational FE models, 

have been developed as a tool to investigate the response of the tissue for severe impact scenarios. 

These tools help to evaluate the efficacy of protective equipment, where human volunteer testing 

is not feasible or there is limited access to PMHS. Physical skin simulants, such as chamois skins, 

have been used with success along with gelatin content to construct sub-system models to evaluate 

skin failure thresholds subjected to ballistic blunt impacts (Bir et al., 2012; Papy et al., 2012). The 

sub-system surrogates consist of a laceration assessment layer (LAL) and a penetration assessment 

layer (PAL) which represent the skin and underlying tissues respectively and are a valuable 

assessment tool for skin injury research. Nonetheless, the use of chamois skin has been challenging 

due to its inconsistent skin thickness which prevents result reproducibility. In the computational 

world, the development of the individual skin FE model has been performed and discussed in the 
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previous chapter. However, the individual tissue model alone is not sufficient to describe complex 

tissue interactions that exist in the human body system. Hence, the human body models (HBMs) 

are used to better represent the anatomical and biomechanical response of human skin because it 

is designed to combine different tissue layers. The downside of using the HBM is that it becomes 

computationally expensive if only a localized region of the human body is being studied. For 

instance, in the case of needle injections or light-weight blunt impacts, the response of the body is 

highly localized to the skin, flesh, and surrounding area, and modeling the response of the rest of 

the human body is unnecessary and expensive. To reduce the computational cost, it is common to 

employ sub-system models to simulate areas of interest. Some examples of sub-system modeling 

include simulating the brain for traumatic brain injury (TBI) research (Alshareef, 2019; Wu, 2019), 

the pelvis for underbody blast (UBB) research (Greenhalgh, 2019), and the lower extremities for 

sports injury research (O'Cain, 2020). All these sub-system models were extracted from the full 

HBMs to save computational time, and detailed simulations were performed to gain an in-depth 

understanding of the mechanics of the local body region. To date, there is only one computational 

sub-system model that consists of skin, adipose, and muscle (SAM) tissue, and that was developed 

to mimic the human upper arm subjected to a quasi-static indentation loading condition (Pilarczyk, 

2019) where the injury was not a focus of the model. Besides, the material properties used in the 

SAM model were obtained from quasi-static rate experiments, and the model is unsuitable for 

impact analysis. Thus, there is a lack of existing computational surrogates that can be used to 

conduct skin injury research, especially in the ballistic blunt impacts.  

To address this need and provide a cost-effective computational surrogate for skin injury 

research, the UMAT skin developed in the previous chapter was used with adipose and muscle 

tissue to create a simplified sub-system model. First, the material parameters of the underlying 
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tissues were extracted via parameter optimization using high rate literature data and calibrated 

using stress relaxation test data of skin-adipose-muscle tissues. Second, the calibrated material 

parameters were validated by simulating blunt impacts on the sub-system model against a set of 

PMHS blunt impact test data. 

7.2 Methods 

7.2.1 Sub-System Model Material Properties 

 To determine appropriate material parameters for each soft tissue i.e. skin, adipose, and 

muscle in the sub-system model, a simulation matrix (Table 11) consists of five simulations using 

different material parameters were designed. These material parameters were evaluated in FE 

simulations of the stress-relaxation test of skin-adipose-muscle tissues in the next section (7.2.2). 

The investigated soft tissue material parameters were obtained from a combination of the HBM 

(GHBMC v5.0), the UMAT skin, literature, and unpublished internal UVA experimental data. 

 Material properties of the adipose tissue were obtained from recent literature data (Sun et 

al. 2020, unpublished internal UVA data) in which human adipose tissue was extensively 

characterized under compression and shear at large strain (50%) and high loading rates (50/s). This 

test protocol was reported to be the highest loading rate ever conducted on human adipose tissue 

in terms of compression and shear. The author also presented a set of average material parameters 

that were best fitted at 3/s, 13/s, and 50/s loading rate simultaneously using the QLV-Ogden 

constitutive model. In addition to the Sun’s data, the adipose tissue material from the HBM 

(GHBMC v5.0) was also used to evaluate the sub-system model performance. 

For the muscle tissue, a QLV material model was also desired and this was done through 

material optimization using both literature and unpublished UVA data. Researchers have shown 

most of the muscle constitutive models were based on experimental data performed either with 



127 

 

relative slow loading rates (quasi-static to 3/s) or with animal muscles (Bosboom et al., 2001; Van 

Loocke et al., 2006; Böl et al., 2012; Takaza et al., 2013; Calvo et al., 2014; Rehorn et al., 2014). 

Only Balaraman et al. (2006) have performed uniaxial compression tests on human extremity 

muscles at a comparable high loading rate between 136/s and 262/s where the data was later used 

to produce a linear viscoelastic material model (Chawla et al., 2009). Therefore, the high rate 

compression data was used as a reference for the hyperelastic part of the muscle QLV model.  

With viscoelastic constants of skin and adipose tissues being determined, viscoelastic 

constants of the muscle tissues were determined using stress relaxation test data conducted on skin-

adipose-muscle tissues of 4 PMHS specimens (Panzer et al. 2020, unpublished internal UVA data) 

In this stress relaxation test, the skin-adipose-muscle was excised as a single unit and subjected to 

high-speed step-hold under indentation to approximately 50% (±10%) of the tissue thickness at 

approximately 200/s strain rate using a drop tower setup. The resultant relaxation response 

obtained from the test was used as part of the muscle material calibration to determine the muscle 

viscoelastic (relaxation) response. It was assumed the relaxation response of the sub-tissue is 

similar to the muscle tissue.  

The QLV parameters of the muscle tissue were deduced by minimizing SSE of elastic and 

viscoelastic data from both experiments simultaneously (Figure 7-1). According to Balaraman et 

al. (2006), human muscles exhibited around 0.06MPa of true stress when compressed to 50% strain 

at 183/s. This stress is relatively low compared to the peak of the stress relaxation test where around 

0.9MPa was calculated when the skin-adipose-muscle tissues were indented at roughly the same 

strain level and loading rate. It should be noted the 0.9MPa is calculated by dividing the indented 

peak force (~500N) by the contact area (7.62mm radius indenter) between the indenter and the 

sub-tissue where a multi-stress state was involved including tension on the tissue surface, 
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compression underneath the sub-tissue and shear along with the depth of the sub-tissue. To 

calibrate the muscle material, a sample that had the closest response to the experimental average 

curve (Panzer et al. 2020, unpublished internal UVA data) was chosen. The displacement per sub-

tissue thickness ratio that occurred on the sample was found to be 66% while the compression 

level of the muscle tissues from Balaraman et al. (2006) was 50%. Therefore, the muscle QLV 

model was optimized to capture the Balaraman et al. (2006) elastic response and increase the 

model’s stiffness at a higher compressive strain (above 50% strain) to account for the much higher 

stress level in the stress relaxation test from Panzer et al. 2020 (unpublished internal UVA data). 

Similarly, the muscle model from the HBM (GHBMC v5.0) was also used to investigate the sub-

system model performance. 

 

Figure 7-1: Resources of  QLV parameters of individual sub-tissue. 
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Table 11: Stress relaxation simulation matrix based on different material models.  

Tissue Simulation 1 Simulation 2 Simulation 3 Simulation 4 Simulation 5 

Skin(S) GHBMC UMAT UMAT UMAT GHBMC 

Adipose(A) GHBMC GHBMC Sun Sun Sun 

Muscle(M) GHBMC GHBMC GHBMC Material Calibration Material Calibration 

7.2.2 Verification of Sub-System Material Properties 

To verify the material parameters as described in the previous section, a quarter FE sub-

system model which consists of skin, adipose, and muscle were constructed along with the 

experimental setup where the tissue was placed within a 38.1mm inner radius acrylic tube on top 

of a drop tower platform and compressed by a 7.625mm radius aluminum indenter (Figure 7-2). 

In the FE setup, both aluminum indenter and acrylic tube were modeled as a rigid body. The 

displacement-time profile was prescribed to the indenter via 

*BOUNDARY_PRESCRIBED_MOTION_RIGID to simulate the indenter movement. Two 

contacts (*CONTACT_AUTOMATIC_SURFACE_TO_SURFACE) were defined with one in 

between the indenter and the skin-adipose-muscle tissues and another one between the skin-

adipose-muscle tissues and the acrylic tube. Friction coefficients of the two contacts were adjusted 

between 0.1 and 1.9 to investigate model sensitivity. The contact force between the indenter and 

the skin was extracted via *DATABASE_RCFORC to compare with the experimental force.  

The tissue thicknesses of the sub-system model were obtained from Panzer et al. 2020 

(unpublished internal UVA data) where the skin and adipose tissue thicknesses were measured 

from human volunteers using shear-wave elastography (SWE). By assuming similar skin and 

adipose thicknesses in the PMHS, the muscle tissue thickness was deduced by subtracting the 

PMHS excised skin-adipose-muscle tissue thickness from the volunteers’ skin and the adipose 

tissue thickness. The sample which had the closest experimental response by having the least SSE 
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to the average force-time data was chosen as a candidate for the FE sub-system model construction 

(Figure 7-2). As a result, the selected sample had a total tissue thickness of 20.5mm with 2.3 mm 

of skin tissue, 4.61mm of adipose tissue, and 13.56mm of muscle tissue. All three tissues were 

modeled as viscoelastic material using the Ogden-QLV model where the skin was modeled using 

the UMAT developed in Chapter 6 and the rest were modeled using *MAT_OGDEN_RUBBER 

(*MAT_077_O) with the viscoelastic formulation in LS-DYNA. For the compressibility of the 

new adipose and muscle material, sensitivity analysis on the Poisson’s ratio was investigated 

including 0.49, 0.499, 0.4999, and 0.49999. 

With the 2.33mm skin, 1mm element mesh size was selected on the soft tissue so that a 

minimum of 2 elements could be modeled through the skin tissue thickness. The mesh size was 

believed to be sufficient because an element size of 2mm was also recommended when a similar 

FE indentation simulation of gluteal tissue (55mm in radius and 44mm thick in total) was 

performed where element mesh size between 3.8mm and 0.5mm was investigated (Greenhalgh, 

2019).  

 

Figure 7-2:  Skin-adipose-muscle tissues stress relaxation average data vs. sample closest to average response (left). FE model 

of stress relaxation test (right). 
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7.2.3 Validation of Sub-System Material Properties 

 The verified material models of the three tissues under the stress relaxation test were 

validated using an additional set of impact test data performed by Panzer et al. 2020 (unpublished 

internal UVA data). The impact tests refer to approximately 5m/s and 11m/s blunt impacts of a 

custom made cylindrical impactor onto different anatomical locations of the 4 PMHS specimens 

under different postures. The impactor was 3D printed with plastic infused with chopped carbon 

fibers, measured 40mm in diameter, and weighed 40 grams. Rather than using a full human body 

model for FE analysis, a portion of the impact area was constructed which had 3 times the impactor 

radius (60mm) to exclude boundary effect upon impact. The effect of the model size on the model 

response by constructing 4 models with different radii was also investigated (Figure 7-3).  

 

Figure 7-3: Four model sizes were simulated to investigate the sub-system model response. 

Upon deciding a model size with minimum boundary effect, the flexibility around the edge of the 

model was also investigated by adding constraints in all six degrees of freedom (Figure 7-4, left). 

Since the skin surface was not always flat in the experiment especially when the impactor gun was 

put flat on the body of the PMHS, a dome shape of the skin was likely to happen due to the pressure 

while holding the impactor gun, therefore, a curved skin model was also developed (Figure 7-4, 
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right). The skin’s curvature was assumed to be elliptical with a minor radius similar to the skin’s 

thickness i.e. 2mm.  

 

Figure 7-4:  Sub-system model edge constraint (highlighted in green) to investigate the edge effect on the sub-system model 

response (left). Curved skin model to investigate tissue curvature on the sub-system model response (right). 

Two sub-system models, both consist of skin, adipose, and muscle tissues were constructed based 

on the sample that had the least SSE compared to the average experimental data at 5m/s and 11m/s, 

respectively for model validation. As a result, the two samples were found to be at the abdominal 

(5m/s) and pectoral (11m/s) location of the human body (Figure 7-5). 

 

Figure 7-5: Sub-system impact response at 5 m/s (left) and 11 m/s (right). 

Individual tissue thickness of the models was determined using the same thickness measurement 

approach as described in the previous section. For the pectoral sub-system model, the base of the 
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model was constrained to move vertically but allowed to move in-plane to mimic muscle-bone 

interaction while the base of the abdominal model was free to move since there were soft organs 

underneath the muscle. For the impactor, it was modeled as a rigid body and constrained to move 

along impact direction using *MAT_RIGID with plastic material properties (Young’s modulus = 

1400MPa, density = 0.0012g/mm3 and Poisson’s ratio = 0.35) while using *PART_INERTIA to 

define the part’s mass, inertia, and initial travel velocity. Simulation force was calculated by 

multiplying the acceleration and mass of the impactor which was also used in the experiment. The 

acceleration-time history was obtained from the node located at the back of the impactor and 

filtered using a 4th order Butterworth low pass filter at 4000Hz, the same filtering technique used 

in the experiment data. A friction coefficient between 0.1 and 1.9 for the skin-impactor interaction 

was also investigated.   

7.3 Results 

7.3.1 Sub-System Material Verification 

The optimization results of the muscle material are illustrated in Figure 7-6. The QLV 

model fit to the muscle compressive response (Balaraman et al., 2006) was fairly well (Figure 7-6, 

left). A sudden stress increment was observed when the compressive strain reached beyond 50% 

to accommodate the higher stress level observed in the stress relaxation data (Panzer et al. 2020, 

unpublished internal UVA data) (Figure 7-6, right). 
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Figure 7-6: Simultaneous fitted model results of human muscle compressive response (left) and skin-adipose-muscle relaxation 

response (right). 

Figure 7-7 illustrates the difference between FE models with soft tissue materials obtained from 

different resources (Table 11, Skin = S, Adipose = A, Muscle = M). The baseline model (GHBMC 

(S, A, M)) which uses all the soft tissues obtained from the GHBMC v5.0 had very good agreement 

with the experimental data in the beginning but failed to reach peak force. A similar result was 

also achieved when the GHBMC skin was replaced by the UMAT skin (UMAT(S)+GHBMC (A, 

M)), with a slightly less stiff response and lower peak force. The change from GHBMC adipose 

material to ‘Sun adipose’ material did not change the overall force-time response 

(UMAT(S)+Sun(A)+GHBMC(M)). 
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Figure 7-7: Sub-system FE model response. 

For the next model (UMAT(S)+Sun(A)+Optimization(M)), where the muscle tissue was 

developed through material optimization using the compression test (Balaraman et al., 2006) and 

the stress relaxation test (Panzer et al. 2020, unpublished internal UVA data) showed a very good 

agreement with the experimental curve in the first 15ms which covers both loading and relaxation 

response. Besides, the Poisson’s ratio of the muscle tissue also played an important role in the 

model response. By changing the Poisson ratio from 0.49 to 0.49999, the peak force nearly doubled 

from 293.7N to 564.2N (Figure 7-8, right). On the other hand, the Poisson’s ratio of the adipose 

tissue was insignificant on the sub-system’s response (Figure 7-8, left). With the same adipose and 

muscle material used in the previous model (UMAT(S)+Sun(A)+Optimization(M)), the GHBMC 

skin was used again for the stress relaxation simulation (GHBMC(S)+Sun(A)+ Optimization(M)) 

and the resultant peak force was higher than the UMAT skin, the same phenomena observed 

between the baseline model (GHBMC(S, A, M)) and the UMAT(S)+GHBMC(A, M) model. To 

compare the five simulation results with the average experimental data, the correlation analysis 

(CORA) was used (Figure 7-9). Only the data at the first 10ms were compared as this covered the 

loading and relaxation response of the skin-adipose-muscle tissues. In conclusion, the material 
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parameters used in the UMAT(S)+Sun(A)+Optimization(M) model, yielded the best correlation 

rating at 0.952.  

 

Figure 7-8: Effect of Poisson ratio (pr) of adipose (left) and muscle (right) tissue on the sub-system model. 

 

Figure 7-9: CORA comparison between the five simulations. 

Friction analyses on the tissues-tube and the tissues-indenter contacts are also presented (Figure 

7-10). The friction coefficient between the sub-system model and the tube had a negligible effect 

while the friction between the sub-system model and the indenter changed the simulated peak force 

from 564.2N to 714.2N when increasing the friction coefficient from 0.1 to 1.9. A friction 

coefficient of 0.1 was best for capturing the experimental response. 
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Figure 7-10: Effect of friction coefficient on tissues-tube (left) and tissues-indenter (right) interaction. 

7.3.2 Sub-System Material Validation 

 Sensitivity studies on the model response of the impact simulations are presented in Figure 

7-11.  The results showed at least a 40mm radius model was required to exclude boundary effect 

when subjected to a 20mm radius impactor (Figure 7-11, top left). The smaller model size (i.e. 20 

mm) resulted in a smaller peak force followed by a second loading at a later time (~1.8 ms) which 

was not observed in the experimental data. By having the 60mm radius model, the choice of fully 

constraining the tissue edges became negligible (Figure 7-11, top right). As observed in previous 

impact simulations, the effect of contact friction between the skin and the indenter dominated the 

peak force value (Figure 7-11, bottom left). There was about a 13% increment of peak force when 

increasing the friction coefficient from 0.1 to 1.9. As the friction decreased with increasing impact 

velocity, the friction coefficient of 0.1 was selected for the simulation. In terms of skin geometry, 

the curved skin affected the model response (Figure 7-11, bottom right) by delaying the force 

response resulting in a lower peak force compared to the flat skin model. Since the degree of 

curvature was unknown and the model performance was worse than the flat skin model, it was 

decided to use the flat skin model.  



138 

 

 By studying and excluding possible parameters that could affect the impact simulation 

results, the final simulation results for the 5m/s and 11m/s impacts are illustrated in Figure 7-12. 

The sub-system model response at the two impact velocities showed fairly good agreement with 

the average experimental response. The skin model from GHBMC v5.0 was also used for 

simulation to compare with the UMAT skin model. For the 5m/s impact, both skin materials 

exhibited identical force-time response while at 11m/s impact, the GHBMC skin exhibited a 

slightly higher peak force response than the UMAT skin model.  

 

Figure 7-11: Tissues' edge constraint effect (top left), model size effect (top right), contact friction effect (bottom left) and tissue 

curvature effect (bottom right) on model response. 
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Figure 7-12: Sub-system FE model impact response using UMAT skin and GHBMC skin at 5m/s (left) and 11m/s (right). 

7.4 Discussion 

A sub-system FE model which consists of skin, adipose, and muscle tissues was developed 

for ballistic blunt impact through verification and validation against two types of experimental 

data including stress relaxation test and blunt impact test. Both current skin and GHBMC skin 

models were used in the sub-system FE model to compare and results showed the current skin 

model consistently demonstrated better correlation with the experimental data, especially under 

high energy impact situations. The contribution of the adipose tissue within the sub-system during 

the blunt impact was deemed negligible while both skin and muscle tissue affected the force 

response of the sub-system. 

7.4.1 GHBMC Skin vs. UMAT Skin Model 

 The usage of the UMAT skin model developed in Chapter 6 showed little difference 

compared to the GHBMC skin model when simulating the sub-system impact response. However, 

this was not the case in the stress relaxation simulation where the GHBMC skin demonstrated a 

much higher force. Although similar impact speed was used in the stress relaxation test (i.e. 

approximately 4.5m/s), the mass of the impactor was 780 grams while the mass of the impactor 
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used in the impact tests was only 40 grams. The difference was the kinetic energy imposed on the 

sub-system upon impact. The stress relaxation case had approximately 7.9 J while the impact cases 

had around 0.5J (5m/s) and 2.42J (11m/s) of kinetic energy. It was reported in Chapter 6 that the 

GHMBC skin and the UMAT skin behaved similarly during the initial impact and deviated where 

the GHBMC skin exhibited a stiffer response than the UMAT skin in the dynamic indentation (DI) 

simulations. The higher energy impact at the stress relaxation test caused severe skin deformation 

(more than 20% maximum principal strain at peak force, Figure 7-13, top row) while for the low 

energy impact cases at 11m/s, a maximum principal strain at the center of impact was reported to 

be less than 2% at peak force. The smaller strain that occurred at the low energy impact cases 

explained the similar force-time response achieved by the two skin models (GHBMC and UMAT). 

As the impact energy increased, the difference in force-time response between the two skin models 

became obvious. Overall, the UMAT skin model showed better results in both low and high energy 

impact cases than the GHBMC skin. 
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Figure 7-13: Max. Principal Strain (True strain) distribution on the skin model at peak force in the stress relaxation simulation 

(top row) and impact simulation (bottom row). Left column: GHBMC skin. Right column: UMAT skin. 

7.4.2 Effect of Individual Sub-Tissue 

The sub-system material properties, specifically the muscle material have been tuned to 

match the stress relaxation test data, the muscle material properties may have been overpredicted 

by increasing the muscle stiffness when being compressed over 50% strain level. However, the 

material calibration yielded fairly good FE simulation results compared to other material 

configurations. Although the sub-tissues were indented to approximately half of its thickness (50% 

strain), the actual compression level on the muscle was unknown and could be higher than the 

prescribed indented level which may also lead to a higher stress level. Besides, increasing the 

muscle stiffness at a higher compression level also helps to overcome the numerical instability 

issue. Furthermore, the nature of the stress relaxation test conducted by Panzer et al. 2020 

(unpublished internal UVA data) was considered to be a rapid indentation test (7.62 mm radius 



142 

 

indenter compressing a 38.1 mm radius tissues) where compression, tension, and shear existed 

concurrently in the sub-tissue. The increment of the stiffness for the muscle material model 

considered the multi-stress state involved in the indentation step-hold test and its compressive 

response. Further material development of the muscle tissue is necessary but this falls outside the 

scope of the current research. Although the muscle material may not be an ideal representation, 

the muscle material parameters obtained in the current study demonstrate its validity on ballistic 

blunt impact response and should be used with care for other applications.  

Overall, the muscle tissue was deemed a significant contributor to the sub-system model 

response for the types of impacts investigated, while the skin tissue had a minor effect, and the 

adipose tissue had a negligible effect. Apart from the QLV parameters, the Poisson’s ratio of the 

muscle tissue was specifically important to provide a realistic model response where a two times 

force difference can be achieved between 0.49 and 0.49999 Poisson’s ratio. Skin’s contribution to 

the model impact response has been discussed in the previous section by comparing the UMAT 

and the GHBMC skin model where an approximate 35% peak force difference was observed in a 

high energy impact situation. The investigation of the skin’s Poisson’s ratio was not performed as 

the current skin Poisson’s ratio has been proven to provide model stability to account for the skin 

failure modeling. For the adipose, it did not have a significant effect on the sub-system impact 

response. This was investigated in two aspects, replacing the GHMBC adipose with a newly 

developed adipose tissue (Sun et al. 2020, unpublished internal UVA data) and performing the 

material’s compressibility check by changing its Poisson’s ratio (0.49-0.49999). 

7.4.3 Sub-System Model 

 The sub-system model developed in the current study aims to represent a portion of the 

human body region to save simulation time in which several assumptions are made and 
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investigated. One of the unknowns in the impact tests is the boundary condition where the degree 

of “tissue pulling” outside of the impact area is unclear and this was mainly based on the condition 

and region of the sub-system on the PMHS. The current sub-system model assumes the effect of 

surrounding tissues outside of the impactor was minor when the sub-system model diameter was 

two times larger than the impactor diameter. From the experimental data, this seems to be the case 

as no second loading is observed after the initial loading, indicating the “tissue pulling” effect was 

negligible. It should be noted the current model size was sufficient for the low energy impact (i.e. 

5 m/s and 11 m/s impact velocity of a 40 grams impactor) to exclude the boundary effect. The 

model size should be reevaluated if modeling severe impact situations. Second, the curvature of 

the soft tissues varied across different human body regions. The effect of the tissue’s curvature 

played an important role as it affected the contact area between the impactor and the skin which 

resulted in different loading responses, and this was briefly demonstrated in the current study. This 

raises other research questions, including what are the variations of the skin curvature at different 

human body regions and how is this correlated to the impact response? The current study 

demonstrated the sub-system model, built with flat skin geometry was sufficient to model direct 

impact responses, but its validity on oblique impacts is uncertain. Lastly, the adipose and muscle 

constitutive models were not developed with failure features. It may be possible for the adipose or 

the muscle to be injured or damaged before the skin is injured in the case of a contusion or muscle 

strain, and this was not accounted for in the current sub-system model. The sub-system model can 

only simulate laceration injury where the skin is injured and torn when subjected to impact before 

the impactor reaches further to the adipose and the muscle tissues. 
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7.5 Conclusion 

The current chapter developed a simplified sub-system FE model which consists of skin, 

adipose, and muscle tissue layer that is verified and validated against stress relaxation and ballistic 

blunt impact test data. It was found the muscle tissue was the main contributor for loading and 

stress relaxation within the sub-system model upon impact, followed by the skin tissue, and the 

contribution from the adipose tissue was nearly negligible. For low energy impact where tissue 

deformation was not severe, the current GHBMC skin model was no different than the UMAT 

skin model. The deviation threshold in terms of impact energy between the two skin models is yet 

to be determined. For the sub-system model, a model size of two times the impactor size in terms 

of diameter was required to exclude the boundary effect. This result assumes the surrounding 

tissues outside of the impact area are flexible to move and does not affect the impact response. 

This is suitable for wide impact locations such as thoracic, abdominal, or back area but could be 

inadequate for tight impact locations such as the elbow. The sub-system model can be used as an 

engineering tool to investigate the skin failure threshold from different perspectives such as 

evaluating the safety of munition and the effectiveness of protective armor. Furthermore, the sub-

system model can also be used for skin material sensitivity studies by including stiffer/compliant 

skin and could examine the effect of underlying tissue properties and soft tissue thicknesses at 

different anatomical regions. 

  



145 

 

CHAPTER 8 – Investigate Human Skin Failure under Ballistic Blunt Impact: 

A Finite Element Simulation Study 

The goal of this chapter was to answer the hypothesis stated at the beginning of the 

dissertation. Sub-system FE models of human flesh, as developed in Chapter 7, were used to 

evaluate the human skin failure threshold subjected to a series of ballistic blunt impacts. The 

investigation used a range of impactor masses and velocities based on the current less-lethal 

weapons available on the market. Different impactor geometry (spherical vs. cylindrical), skin 

properties (average, UB, and LB), and underlying tissues thicknesses ratios (i.e. three anatomical 

locations were chosen to represent areas with least to most skin, adipose, and muscle ratio) were 

investigated to examine the effects on skin failure threshold. As part of the analysis, damage factors 

and failure displacement were extracted from the simulation results to examine skin damage and 

failure dependency based on impactor mass and impact velocity. Empirical equations were also 

established to determine skin injury level for a given impactor mass, velocity, and cross-sectional 

area. 

8.1 Introduction 

Ballistic blunt trauma results from the use of kinetic energy-based impactors such as less-

lethal munitions, recreational paintball, and baseball. Hubbs and Klinger (2004) studied 373 

incident cases involved with 969 less-lethal projectiles fired between 1985 and 2000. The study 

showed injuries such as broken ribs and lung piercing occurred from the impact of the less-lethal 

projectiles, making the safety of less-lethal weapons remains questionable. Besides, minor skin 

injuries such as bruising or cuts are common in paintball activities. Therefore, it is important to 

understand the human skin’s tolerance to ballistic blunt impact as it acts as the first protective layer 

to the human body.  
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Ballistic impact experiments were performed to determine human skin failure threshold, in 

terms of impact velocity, mostly at the thigh region using metallic impactors (Journee, 1907; 

Mattoo et al., 1974; Tausch et al., 1978; DiMaio, 1981; DiMaio et al., 1982; Missliwetz, 1987). 

Bir et al. (2005) performed skin failure assessments at different body regions including the thorax, 

abdomen, back, and thigh using a rubber impactor on PMHS and identified a range of failure 

energy densities. This raises a question about the root cause of the difference in the skin failure 

threshold: Is it caused by certain skin properties or the skin’s underlying tissues being present at 

different body regions? Breeze and Clasper (2013) reviewed the effect of impactor geometry 

between the cylinder and spherical on the skin failure threshold and found no correlation. However, 

the data was from the impacts of isolated skin. Will this still hold when underlying tissues are 

present? The effect of impactor geometry, skin properties, and the presence of underlying tissues 

at different body regions on skin failure threshold remain uncertain. Therefore, the goal of the 

current chapter was to employ sub-system FE models as developed in the previous chapter to 

assess the three effects on skin failure threshold. Understanding each effect can inform designs of 

less-lethal impactors, identify vulnerable body regions, and develop region specific protective 

systems. 

As mentioned, skin penetration assessments were performed to determine the failure 

threshold of the skin but little is known about skin damage or failure kinematics. In general, skin 

failure is believed to be the result of the breaking of collagen fibers which depends on the applied 

stretch. With different possible impact velocities and impactor sectional densities which can induce 

various stretch levels on the skin, this raises a question: Is there a skin damage or failure 

dependency based on the impactor mass or velocity? Knowing the correlation between the 

impactor characteristics and the skin damage/failure will help the design of the impactor to avoid 
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skin injury. The current less-lethal impactor design criterion is based on Blunt Criterion (BC) 

(Sturdivan, 1976) which considers impactor mass, velocity, cross-sectional area, target mass, and 

target thickness to determine the Abbreviated Injury Scale (AIS) under the blunt impact. BC values 

have been determined that relate to a 50% probability of AIS 2-3 on human thoracic (Bir & Viano, 

2004) and abdominal (Bir & Eck, 2005) areas. However, a recent study found conflicting results 

when applying the BC on less-lethal impactors available on the market and claimed the criterion 

underpredicts the skin penetration velocity using a physical skin penetration surrogate (Bir et al., 

2012; Kapeles & Bir, 2019). Nevertheless, the underpredicted velocity was likely to develop close 

skin injury such as a bruise which cannot be observed using the skin surrogate. Although the 

developed sub-system FE model in this dissertation can model skin injury by modeling specific 

impact scenarios, for the ease of end-user access, it would be beneficial to be able to provide an 

engineering tool (e.g., empirical equation) to determine the level of skin damage upon blunt impact. 

Hence, the second part of this chapter investigated skin damage and failure dependency and 

developed empirical equations relating to skin injury level for a given impactor mass, impact 

velocity, and impactor cross-sectional area. 

8.2 Methods 

 An overview of the skin failure study under the ballistic blunt impact, which was mainly 

divided into two sections is illustrated (Figure 8-1). The first section studied skin failure from three 

different perspectives (i.e., the external system, internal system, and skin tissue properties). The 

external system refers to the effect of the impactor geometry while the internal system refers to the 

effect of the ratio of the underlying tissues. A total of six FE models (Table 12) were developed 

for the investigations, detailed descriptions of each perspective are introduced in section 8.2.2, 

8.2.3, and 8.2.4. Impact velocity was considered as a failure velocity whenever a single skin 
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element was eroded in the FE simulation. The FE simulation was also terminated whenever the 

erosion occurred by using the keyword *TERMINATION_DELETED_SOLIDS to avoid model 

instability that leads to error termination. Three failure metrics including failure velocity, failure 

kinetic energy, and failure momentum were chosen, and relationships between the metrics and the 

impactor sectional density were established. The sectional density refers to the impactor mass 

normalized by its cross-sectional area. 

Table 12: Six FE models used to investigate the effect of impactor geometry, skin properties, and underlying tissues on the skin 

failure threshold. (Avg = Average, UB = Upper Bound, LB = Lower Bound, PM = Pectoralis Major, EO = External Oblique, RA 

= Rectus Abdominis) 

Model Impactor Skin Underlying tissue Note 

Baseline(PM) Sphere Avg PM Baseline model 

Cylinder Cylinder Avg PM Effect of impactor geometry 

Skin_UB Sphere UB PM 

Effect of skin properties 

Skin_LB Sphere LB PM 

EO Sphere Avg EO 

Effect of underlying tissues 

RA Sphere Avg RA 

In the second section, skin damage dependency and failure dependency were investigated. Damage 

factor was used to assess the skin damage dependency between impactor mass and impact velocity 

using the contour plot graphical technique. The skin’s failure displacement under different 

impactor mass was plotted against velocity, kinetic energy, and momentum to investigate failure 

transition and dependency (2a). By collecting the damage factor from the simulation matrix, 

empirical equations were established to determine the skin injury level for a given impactor mass, 

velocity, and cross-sectional area using a Weibull cumulative distribution function (2b).  
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Figure 8-1: Overview of investigation of skin failure under ballistic blunt impacts. 

8.2.1 Less-lethal Weapons Munitions 

 A range of commonly used kinetic based less-lethal weapons (LLWs) was identified (Table 

13) based on the US government guidelines and commercial products (National Security Research, 

Inc., 2002; Defense Technology. https://www.defense-technology.com/). Paintball was also 

included in the table for comparison due to it being used commonly in recreational activities. Most 

of the LLWs are made of rubber but are also available in other materials such as foam, wood, and 

beanbag. In terms of geometry, spherical and cylindrical are the two most common shapes. The 

LLWs weigh approximately between 1 and 30 grams with muzzle velocity mostly at 100m/s 

except for the 12-gauge fin-stabilized round at 150m/s. The paintball, on the other hand, has a 

slightly lower muzzle velocity at about 86m/s. 

 

 

https://www.defense-technology.com/


150 

 

Table 13: Less-lethal Weapons (LLWs). 

Name Material* 

Radius* 

(mm) 

Weight* 

(g) 

Muzzle Velocity* 

(m/s) 

a) 12-gauge fin stabilized round** rubber 9.25 5.8 152 

b) 0.32/0.60 caliber rubber ball** rubber 4.1-7.5 0.3-2.5 91-99 

c) Sponge round foam 20 26 99 

d) Baton round rubber*** 17.75 11.2-30.8 99-79 

e) 0.68 caliber paintballs polyethylene glycol 8.636 3 86 

     *** Available in foam and wood.  

      ** National Security Research, Inc, 2002. 

      *Defense Technology (https://www.defense-technology.com/). 

8.2.2 Impactor Geometry (External System) 

 To study the effect of impactor geometry on the skin failure threshold, a spherical and a 

cylindrical impactor shape were chosen to simulate blunt impacts on the sub-tissues model (Figure 

8-2). A sub-system model was constructed based on the pectoralis major location where the 

thickness of each soft tissue layer was determined from volunteers and PMHS measurements 

(Panzer et al. 2020, unpublished internal UVA data). For the impactor, a fixed radius (8.636 mm) 

identical to a 0.68 caliber paintball was chosen and it was modeled as a rigid body in the FE model. 

A FE simulation matrix consisting of a spectrum of impactor masses and impact velocities were 

designed which covers 6 different impactor masses between 1 and 40 grams and 30 different 

impact velocities between 5m/s and 150m/s (Figure 8-3, left). The impactor mass was also 

converted to sectional density to compare munitions with different mass and cross-sectional area 

(Figure 8-3, right). 

https://www.defense-technology.com/
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Figure 8-2: Spherical (left) vs. cylindrical (right) impactor on the pectoralis major (PM) sub-system model. 

 

Figure 8-3: FE simulation matrix (black points) and the available LLWs (color points). 

8.2.3 Underlying Tissues (Internal System) 

 For the underlying tissues, three anatomical locations including pectoralis major (PA), 

external oblique (EO), and rectus abdominis (RA) were chosen to investigate the skin failure 

threshold. The three locations represent human body regions with a relatively higher skin-adipose-

muscle (PM) to a lower skin-adipose-muscle ratio (RA). Furthermore, the boundary condition of 

these body regions was also different. The bottom of the PM and EO model were constrained but 

allowing in-plane deformation to mimic the muscle-bone interaction while no constraint was 

applied to the bottom of the RA model since other soft organs are underneath the muscle tissue. 

Similarly, the three sub-system FE models were constructed using the same tissue thickness data 

obtained from Panzer et al. 2020, (unpublished internal UVA data). The average individual tissue 
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thickness is shown in Table 14 where the skin thicknesses were similar across the three body 

regions. The spherical impactor was used for the three sub-system FE models. Each of the sub-

system models was simulated using the same impact simulation matrix as illustrated in Figure 8-3. 

The material properties of the adipose and muscle tissues were obtained from the validated material 

model in Chapter 7 where no failure criteria were built in both materials.  

Table 14: Average tissue thickness in various regions of the human body. 

Location Skin (mm) Adipose (mm) Muscle (mm) Total (mm) 

Pectoralis Major (PM) 1.52 4.72 14.94 21.19 

External Oblique (EO) 1.91 7.85 13.83 23.59 

Rectus Abdominis (RA) 2.12 14.5 17.59 34.22 

As discussed in Chapter 7, the model size dictates the FE model impact response. Therefore, it 

was desired to exclude and minimize the edge effect from the simulation to fairly compare the FE 

results. All the FE simulation results were ignored after the impactor reached zero velocity. To 

make sure minimal boundary effects before reaching zero velocity for the impactor, the following 

approach was taken to determine an appropriate model size for the three-body regions (Figure 8-4). 

Since the total thickness of the PM and EO models were roughly 20mm and because the bottom 

side of the model was constrained, it was assumed the maximum tissue displacement could only 

be 20mm. Hence, by allowing a maximum 5% stretch (i.e. stretch ratio of 1.05) from the edge, the 

model radius was calculated to be approximately 60mm with the assumption of the Pythagoras 

theorem. For the RA model (~35mm thick), since the model was thicker and the bottom was not 

constrained, a maximum displacement of 40mm was assumed, and by using the same theorem, the 

radius of the RA model was determined to be roughly 125mm. The three sub-system FE models 

are illustrated in Figure 8-5, showing different underlying tissues ratio and model sizes. 
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Figure 8-4: Sub-tissue deformation from blunt impact to calculate FE model radius x. 

 

Figure 8-5: Three sub-tissues FE models - Pectoralis Major (PM) at the top left, External Oblique (EO) at top right, and Rectus 

Abdominis (RA) at the bottom. 

8.2.4 Skin Properties 

 To investigate the effect of skin properties on the skin failure threshold, as developed in 

Chapter 6, three skin FE models which represent the average, upper bound (UB), and lower bound 

(LB) skin were used. The sub-system model (i.e. PM model) and the impactor geometry (i.e. 

spherical impactor) was fixed for this investigation. The same simulation matrix (Figure 8-3) was 

also used to identify the failure threshold using the three skin models. The sensitivity of skin tissue 

thickness was not evaluated since the thickness variation across the three body regions is minimal. 
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8.3 Results 

Ballistic impact data from literature were compiled from different sources which looked 

into human skin failure using various types of impactors experimentally (Journee, 1907; Mattoo 

et al., 1974; Tausch et al., 1978; DiMaio, 1981; DiMaio et al., 1982; Missliwetz, 1987; Bir et al., 

2005; Jussila et al., 2005; Breeze & Clasper, 2013). From these experiments, skin failure was 

referred to as either skin penetration or skin perforation which were not consistent and sometimes 

not described in the literature and therefore were grouped to provide an overview of skin injury 

data. According to Breeze et al. (2013) and Breeze and Clasper (2013), skin penetration was 

described as skin that was partially penetrated, while skin perforation was defined as skin that was 

entirely damaged with an obvious hole. Apart from the failure velocity, failure energy density and 

failure momentum density were also selected as response variables by dividing the kinetic energy 

and momentum by the impactor’s cross-section area, respectively. As a result (Figure 8-6), the 

general trend observed from the experimental data was the failure velocity decreased exponentially 

with increasing impactor sectional density. There was no obvious trend observed in terms of failure 

energy density apart from the results obtained from Bir et al. (2005), which was significantly 

higher than the rest of the experimental data. This could be due to the use of the rubber impactor, 

which is more compliant than the metallic impactor and results in a higher skin failure threshold. 

Lastly, the momentum density exhibited an inverse exponential growth with the impactor sectional 

density. It should be noted the skin failure data presented in Figure 8-6 includes both skin 

penetration (e.g. skin abrasion) which is indicated by filled markers and unfilled markers for the 

skin perforation. All the data was referred to skin failure threshold, however, some of these data 

were deemed to be right-censored data (Tausch et al., 1978; Missliwetz, 1987) since only the 

perforation velocities were reported and therefore the skin failure threshold could be exaggerated. 
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Standard deviation and average values of Bir’s data are also illustrated. Although stated as “non-

skin penetration” in Bir et al. (2005), this also includes slight skin tearing. 

 

Figure 8-6: Ballistic impact failure data on human skin. 

8.3.1 Effect of Impactor Geometry (External System) 

 The FE results exhibited a similar trend as observed in the experimental data but with lower 

predicted values. Between the spherical and cylindrical impactor, the FE simulation using the 

spherical impactor had a slightly lower failure threshold than the case using the cylindrical 

impactor. Nevertheless, the effect of using different impactor geometry was deemed negligible 

especially at higher impactor sectional density above 5 g/cm2. 
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Figure 8-7: Effect of impactor geometry on the skin failure threshold under ballistic blunt impacts. 

8.3.2 Effect of Skin Properties 

 By changing the skin properties from “soft” to “stiff” skin using the LB and UB skin 

respectively, this did not change the skin’s failure threshold as illustrated in Figure 8-8. The overall 

FE results were underpredicted than the experimental data while showing a similar trend as the 

experimental data. 
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Figure 8-8: Effect of skin properties on the skin failure threshold under ballistic blunt impacts. 

8.3.3 Effect of Underlying Tissues (Internal System) 

 Similar to the previous sections, the FE results of the PM, EO, and RA models showed 

lower predicted values than the experimental data. By comparing the three models, the models’ 

responses were similar at low impactor sectional density but only the RA model started to deviate 

as the impactor sectional density increased. The PM and EO models behaved similarly regardless 

of the impactor sectional density while the RA model had the closest response to the experimental 

data when having the impactor sectional density above 5 g/cm2. Hence, it is believed the 

underlying tissue thickness ratio and the boundary condition has an effect on the skin failure 

threshold when exceeding a certain impactor sectional density. 
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Figure 8-9: Effect of underlying tissues on the skin failure threshold under ballistic blunt impacts. 

In terms of model size effect, the stretch ratio at the edges of the six FE models was also 

demonstrated to be less than 5% from most of the impact cases except for a few cases where the 

stretch ratio reached 1.07 (7%) (Figure 8-10). Nevertheless, this ensured a fair comparison between 

models subjected to different impact conditions by having a minimum boundary effect. 
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Figure 8-10: Stretch ratios at the edges of the six FE models under different impact configurations. 180 impact configurations 

with different combinations of impactor mass and velocity were simulated for each model. 

8.3.4 Damage and Failure Dependency 

 In the QLV-damage model, the damage factor was assigned to model the skin’s softening 

as part of the damage progress. A maximum damage factor of approximately 0.5 was determined 

which caused complete skin failure on an average skin model. The effect of impactor geometry, 

skin properties, and underlying tissue on the skin failure threshold was illustrated in the first part 

of this chapter (section 8.3.1, 8.3.2, 8.3.3). However, the mechanics of the damage progress subject 

to blunt impact remains unknown. Does the evolution of the damage factor depend on the impactor 

mass or impact velocity? Is there a dependency transition of skin failure? To answer these 

questions, an example of a contour plot of damage factors against impact velocity and impactor 

sectional density was demonstrated (Figure 8-11). It can be seen the growth of damage factor 

varies under different combinations of impactor sectional density and impact velocity. In region I 

which has small impactor sectional density and high impact velocity, the damage growth was 
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mainly dependent on the impactor sectional density. This transits to velocity-dependent in region 

III with large impactor sectional density and low impact velocity. Region II which lies between 

region I and region III represented the transition region where the damage evolution depended on 

both impact velocity and impactor sectional density. Muzzle velocity of the current less-lethal 

munitions including recreational paintball was also plotted where most appear within region I. 

 

Figure 8-11: Contour plot of skin damage factor using the baseline sub-system model.  

To better visualize the damage dependency and transition, the same information was 

plotted in floating bars (Figure 8-12, left) where the bottom end of the bar represents impact 

velocity required to achieve a damage factor larger than 0 (damage initiates) and the top end of the 

bar represents impact velocity required to achieve a damage factor of 0.5 (failure). Next, for each 

skin condition (damage initiates or failure), the velocity was normalized against its highest velocity 

to compare the trend between different models. As a result, Figure 8-12, (right) illustrated a strong 

sectional density dependency and transits towards velocity dependency of the damage factor as the 

section density increased in the PM model. With softer tissue backed body region, the sectional 

density dependency became weaker (i.e. RA model). Furthermore, the damage dependency and 
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transition did not change between the damage initiation and the failure (indicated by the solid and 

dashed line in Figure 8-12, right).  

 

Figure 8-12: Impact velocity required to cause damage initiation (damage factor > 0) and failure (damage factor ≈ 0.5) of the 

three sub-system models (left). Damage and failure dependency comparison of the three models. (right). 

The growth of the damage factor was demonstrated to be related to the impactor sectional 

density and impact velocity and the damage transition was also observed. To investigate the skin 

failure, the skin’s maximum displacements upon impact by the six different impactor masses were 

plotted against impact velocity, kinetic energy, and momentum (Figure 8-13) using the baseline 

model. Figure 8-13 shows the skin’s maximum displacement when the impactor came to rest (i.e. 

0 velocities) or when the skin failure took place (denoted with color markers). The figure is an 

exemplar of using the baseline model. Under a fixed impactor mass, the displacement increased in 

an inverse exponential way with increasing impact velocity. On the other hand, it increased 

exponentially with increasing resultant kinetic energy and momentum (Note: the x-axis is in the 

logarithmic scale in the kinetic energy and momentum plot). With larger impactor mass, the rate 

of the displacement increment became higher (stiffer slope).  

For the skin failure, the failure displacement remained plateau when approaching larger 

impactor mass and decreased with smaller impactor mass in the displacement-velocity plot. From 

the displacement-momentum plot, the failure displacement was positively correlated with the 
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failure momentum and remained constant with constant momentum. On the other hand, the kinetic 

energy remained constant as the failure displacement increased and started decreasing as the failure 

displacement reached the plateau region. This shows that skin failure is driven by impactor 

momentum and has no correlation with impactor kinetic energy. The fact that the failure 

displacement increased and remained plateau also showed two different failure regions (i.e. local 

failure and global failure) exist by changing the impactor sectional density. The transition point 

between the local and global failure was 10 grams or an equivalent sectional density of 4.27 g/cm2.  

 

Figure 8-13: Skin’s maximum displacement vs. impact velocity (left), kinetic energy (middle), and momentum (right). The dotted 

color points refer to the skin failure displacements under impacts from six different impactor masses. 

Figure 8-14 extracted the failure displacement of the PM, EO, and RA models. All the 

models showed a similar trend as described (Figure 8-14, Figure 8-15, Figure 8-16) except for the 

RA model. 
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Figure 8-14: Failure displacement vs. velocity (left), kinetic energy (middle), and momentum (right) for the three underlying 

tissue configurations. 

 

Figure 8-15: Failure displacement vs. velocity (left), kinetic energy (middle), and momentum (right) for the three skin properties 

configurations. 

 

Figure 8-16: Failure displacement vs. velocity (left), kinetic energy (middle), and momentum (right) for the two impactor 

geometries configurations. 
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8.3.5 Relationship between Impactor and Skin Damage Level 

 To determine the skin damage level based on a given impactor mass, velocity, and cross-

sectional area, skin damage factors from each simulation (180 cases) of the baseline model were 

plotted against impactor energy density (Figure 8-17, left). The damage factors were normalized, 

resulting in between 0 and 1 where 0 refers to no skin damage (green points) and 1 refers to skin 

failure (red points). The Weibull cumulative distribution function (𝑓(𝑥; 𝑘, 𝜆) = 1 − 𝑒−(𝑥/𝜆)𝑘
) was 

used to establish the relationship between the impactor energy density and the skin damage factor 

by optimizing the scale (𝜆) and shape (k) factor. The optimized Weibull parameters of the six 

model configurations are shown in Table 15. The six model curves are also illustrated along with 

the experimental skin failure energy density (Figure 8-18). 

Table 15: Model parameters of each model configuration. 

              Configuration 

Parameter 

Baseline EO RA Skin UB Skin LB Cylinder 

λ 2.806 3.704 5.632 3.634 2.882 6.780 

k 3.073 2.835 1.746 2.611 3.397 2.763 

 

 

Figure 8-17: Normalized skin factors vs. impactor energy density of the baseline model (left). Weibull model (right). 
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Figure 8-18:Six skin injury response function vs. experimental skin failure data. Model prediction of different impactor 

geometry(top). Model prediction of different skin properties (bottom left). Model prediction of different body regions. (bottom 

right). 

8.4 Discussion 

Six different sub-system FE models were developed to investigate the effect of impactor 

geometry, skin properties, and underlying tissues on the skin failure subjected to ballistic blunt 

impacts. A simulation matrix consisting of impactor sectional density and impact velocities that 

cover the range of current less-lethal munitions were used. The simulation results showed the effect 

of skin properties on skin failure threshold was negligible. The impactor geometry affects the skin 

failure threshold with lower impactor sectional density while the underlying tissue ratio and 

boundary condition caused different skin failure thresholds with higher impactor section density. 
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The damage growth was dependent on both impactor sectional density and impact velocity. In 

terms of skin failure, impactor momentum was observed to be a driven factor rather than the 

impactor kinetic energy. A local to global skin failure transition was also observed where the skin 

failure displacement reached a saturated value after reaching a certain impactor sectional density. 

These were found to be only applicable to hard tissue backed body regions. 

Overall, the sub-system FE model underpredicted the skin failure threshold compared to 

the experimental data. One of the possible reasons was that the skin model developed in Chapter 

6 had a lower failure force and failure displacement due to the inability to capture the skin’s 

through-thickness compressive response (see Chapter 6 for discussion) during the impact process. 

Furthermore, most of the experimental data were collected on human thighs while the current 

simulations simulated the human upper torso region. The region effect which leads to different 

boundary conditions and tissue ratio could be a contributing factor especially after investigating 

the effect of underlying tissues on the skin failure threshold. Lastly, the difference in skin failure 

definition between the simulation and the experiment should also be discussed. The single element 

erosion criterion was used for the simulation, but this is complicated for the physical experiments. 

Due to the nature of testing, only a limited number of impacts can be performed on the same impact 

location and therefore could potentially lead to right-censored data. Therefore, the simulation 

results provide a bottom-line threshold for skin failure. 

Among the six FE sub-system models, the RA model has the closest response to the 

experimental data which may be due to the following reasons. First, the presence of adipose and 

muscle is relatively abundant in the thigh region which is believed to be similar to the abdominal 

region as opposed to the thoracic region. Second, the abundant presence of underlying tissues 

makes different physical boundary conditions. However, the RA model only performs well after 
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exceeding certain impactor sectional density which is believed to be due to the failure mode 

transition. Local failure (lower failure displacement) was observed when having a lower impactor 

sectional density and vice versa for the higher impactor sectional density. This explains the 

underprediction coming from the RA model when using low impactor sectional density because 

local failure was difficult to observe in the experimental tests.  

A similar phenomenon (local failure) also existed in the PM and EO model when using 

low impactor sectional density, the reason behind the deviation between the PM/EO, and the RA 

model when reaching a high impactor sectional density is the boundary conditions of the models. 

When subjected to low impactor sectional density, the effect of bottom constraint was not obvious 

as the skin deformation was not severe (Figure 8-19, top row). With increasing sectional density, 

this brought severe skin deformation, and with the bottom being constrained in the PM/EO model, 

this yielded high strain concentration at the bottom area which resulted in earlier failure compared 

to the RA model where no strain concentration was found (Figure 8-19, bottom row). The 

flexibility of the RA model yielded less severe skin deformation under the same amount of impact 

momentum or kinetic energy and therefore resulted in a higher failure threshold compared to the 

PM and EO model. The difference was also observed in Bir’s study (Bir et al., 2005) where a 

relatively lower energy density was required to cause skin failure in hard tissue backed regions 

such as the scapula versus soft tissue backed regions such as the abdomen. 
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Figure 8-19: Strain distribution comparison of the sub-system models (PM vs RA) under the same impact velocity (15 m/s) 

between low mass and high mass impacts. The PM model is on the left column and the RA model is on the right column. The top 

row refers to the low mass impact (1 gram) and the bottom row refers to the high mass impact (40 grams). The screenshots are 

taken when the impactor reaches zero velocity. 

 The effect of impactor geometry was almost negligible (Figure 8-20) and this was also 

observed in the study reviewed by Breeze and Clasper, (2013) where the experimental data 

collected only covered the isolated skin. However, in the FE results, impacts using cylindrical 

impactor resulted in higher failure velocity thresholds than spherical impactor, especially in the 

smaller impactor sectional density region were observed. In general, the cylindrical impactor had 

a larger impact area than the spherical impactor and therefore yielded less stress concentration on 

the skin upon impact. The small stress concentration resulted in mild skin deformation and 

therefore required a higher failure threshold. Assuming a full contact area coverage between the 

impactor and the skin was 1 and no contact area was 0, the cylindrical impactor had a constant 

area coverage of 1 but this varied for the spherical impactor throughout the deformation process, 

increasing from close to 0 towards 1. For a small sectional density of a spherical impactor, its 

contact area coverage will be smaller than a cylindrical impactor due to a lower impact momentum. 

Conversely, the contact area coverage of a spherical impactor with high impactor sectional density 

is allowed to increase due to high impact momentum that causes a more severe skin deformation. 

By having similar contact area coverage between the two impactor geometries at large impactor 
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sectional density, the difference of the skin failure threshold becomes smaller. Hence, this explains 

the negligible effect of the impactor geometry towards high impactor sectional density. 

 

Figure 8-20: Impactor geometry on skin failure velocity (dashed lines from Breeze and Clasper, 2013). 

In terms of skin damage, three regions were defined based on the contour lines to show the 

damage factor dependency. The sectional density dependency of the damage factor became 

weaker/invalid in the RA model could be due to the model boundary condition which gives more 

flexibility on skin deformation upon impact. Besides, the ratio of the underlying tissue could be 

another factor. Given the same boundary condition between the PM and EO models, the PM model 

had a skin-adipose-muscle ratio of 1:3:10 while the EO model had a ratio of 1:4:7. As a result, the 

EO model has less mass dependency (less vertical contour line) compared to the PM model. In 

comparison, the RA model had a ratio of 1:7:8 which resulted in the least mass dependency from 

the contour plot. This means the more adipose tissue underneath the skin, the more flexible the 

skin deformation becomes and results in less mass dependency for the damage factor. The mass 

dependency agreed with previous observations (Tausch et al., 1978; DiMaio et al., 1982) where 

the studies state the impactor mass had an effect on penetration power on the skin. 
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In the current study, the skin damage progress or “injury severity” was based on the damage 

factor which does not have physical interpretation and purely a mathematical operator to simulate 

skin injury until failure occurs. The simulated damage factor between 0 and 1 indicates some level 

of injury (damage) but without resulting skin failure (open skin injury). The damage could refer to 

close skin injury such as contusion but the definition is yet to be determined which requires input 

from experiment or field data. The Weibull function models demonstrated in the current study 

provided an initial opportunity for the impactor design to determine if skin failure occurred. 

However, the model does not consider parameters from impact location as the Blunt Criterion (BC) 

does and therefore the six fitted models are presented to provide a range based on impact condition. 

Merging of the six models by incorporating parameters such as impactor geometry and impact 

locations to provide a new design criterion is recommended for future study. To assess the skin 

injury response function in a comparable term with the experimental data (i.e. rigid spherical 

impactor on soft tissue backed location), only the RA model (pink curve in Figure 8-18, bottom 

right) should be focused on. The RA model showed promising results in capturing the experimental 

skin penetration data. 

8.5 Conclusion 

The current chapter utilizes sub-system FE models to evaluate the effect of impactor 

geometry (external system), underlying tissues (internal system), and skin properties on the skin 

failure threshold in terms of impact velocity, kinetic energy density, and momentum density. It 

was found that the effect of skin properties was negligible. The same conclusion was made for the 

impactor geometry, except when using small impactor sectional density. The body region effect 

was obvious in the area with an abundant soft tissue (abdominal area) under the impacts of large 

impactor sectional density where skin deformation was more severe. Besides, the damage factor 
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which controls the skin damage progress was found to be dependent on both mass and impact 

velocity. The damage factor was found to be solely mass-dependent when using “small mass high 

velocity” munition and transits to solely velocity-dependent in “high mass low velocity” munition. 

Skin failure was mainly driven by impactor momentum rather than kinetic energy for hard tissue 

backed body region such as the chest area. A local to global skin failure transition was observed 

when reaching a certain impactor sectional density (4.27 g/cm2). The skin damage transition and 

failure dependency were only applicable at the PM and EO region where underlying tissue 

movement was restricted by bone structures as opposed to the RA region where soft organs were 

presented underneath the skin’s underlying tissues. 
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CHAPTER 9 – Conclusions 

Open skin injuries as a result of skin rubs or punctures lead to underlying tissue exposure 

that can cause disability and fatality through soft tissue infection or severe blood loss. 

Understanding human skin tolerance is crucial to preventing open skin injury, and research efforts 

such as skin simulant development and impact experiments have been performed to advance skin 

injury research. However, the current skin injury research has its limitations: There is a lack of 

rate-sensitive skin constitutive models with damage (material softening) and failure prediction 

capabilities. Moreover, integrating the constitutive model to construct a Finite Element (FE) model 

which can be used as an engineering tool to study skin injury would also be beneficial. Furthermore, 

understating the effect of impactor, skin and underlying tissues on the skin tolerance is important 

and this can be evaluated through the use of the FE models.  

Hence, the goal of this dissertation was to develop a skin FE damage model that could 

simulate skin failure to investigate the skin failure threshold. To achieve the goal, comprehensive 

material level testing using cadaveric skin was performed to inform constitutive model 

development and a user-defined material (UMAT) card was also complied to integrate the 

constitutive model to the FE environment. The skin FE model was verified and validated using 

different skin impact data. Finally, the skin FE model was combined with adipose and muscle 

tissue to produce a sub-tissue FE model to investigate the skin failure threshold under a series of 

ballistic blunt impact conditions. 

9.1 Major Contributions & Findings 

1. Rate sensitive skin FE damage models. 

Three viscoelastic skin FE damage material models (UMAT) that cover the average, upper 

bound (stiff), and lower bound (soft) skin properties were developed for blunt impact application. 
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The model considers the nonlinearity and viscoelasticity of skin; although skin’s anisotropy was 

found in low rate loading (i.e. 1/s), this was not the case in high rate loading (> 75/s) and therefore 

only skin’s isotropy was considered for high rate impact. Skin damage and failure were modeled 

using the damage factor which controls the material softening process after damage initiates, 

eventually leading to failure. This progressive damage approach results in a more realistic injury 

simulation and was unique to modeling skin injury compared to other approaches that have relied 

on a specific failure threshold. The improvement was demonstrated when comparing to the skin 

model used in the current human body model (GHBMC, v5.0) under blunt impact situations. 

2. Sub-system (Skin-Adipose-Muscle) FE model development for ballistic blunt impact. 

Sub-system FE model which consists of newly developed skin (UMAT skin), adipose, and 

muscle tissues was developed for use as a tool to investigate skin injury threshold under the 

ballistic blunt impact. The sub-system FE model was verified and validated using stress relaxation 

and impact test data. It was found the GHMBC skin only performed well under low energy impact 

where skin deformation was not severe but the UMAT skin performed satisfactorily in both low 

and high energy impact. On the other hand, the contribution of adipose tissue was deemed 

negligible and both skin and muscle tissue are contributors to the sub-tissues impact response. 

By investigating the skin failure threshold, the sub-system FE model (abdominal region) 

predicted the experimental data (thigh region) fairly well given the same impactor geometry and 

similar anatomical location/boundary condition. The damage factors were found to be dependent 

on both impactor sectional density and velocity. The impactor sectional density dependency of the 

damage factor was stronger in ‘low mass high speed’ munition and transited to velocity-dependent 

in ‘high mass low speed’ munition. The dependency transition was obvious when impact occurred 

at hard tissue backed region such as the thorax and vice versa in soft tissue backed region such as 
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the abdomen. In terms of skin failure, the global and local failure mode was observed where the 

skin’s failure displacement increased (local failure) as the impactor sectional density increased and 

remained plateau (global failure) after reaching approximately 4.27 g/cm2 of sectional density. The 

skin failure was observed to be driven by the impactor momentum instead of the impactor kinetic 

energy. The failure transition and dependency were only observed in hard tissue backed body 

region such as the chest area. The local failure mode was difficult to observe in the experiment 

and that caused the model to underestimate the experimental data within the small impactor 

sectional density range. Apart from the regional effect, skin properties did not affect the skin failure 

threshold. This holds similar to the impactor geometry when comparing between cylindrical and 

spherical impactors except for a smaller impactor sectional density (<5 g/cm2). 

3. Experimental dataset for computational/physical skin model development. 

A comprehensive human skin dataset to examine the skin’s nonlinearity, viscoelasticity, 

anisotropy, and failure response simultaneously based on six PMHS was constructed. This dataset 

includes average and corridor response of human skin loaded under tension at loading rates 

between 1/s and 180/s which were aimed for the ballistic impact application. Furthermore, stress 

relaxation tests of human skin under tension to characterize its viscoelasticity were performed for 

the first time. The step-hold tests, along with the tensile test results provide a platform for 

developing a visco-hyperelastic skin material model. Apart from the material testing, isolated skin 

testing under dynamic indentation using Digital Image Correlation (DIC) was also performed for 

the first time to characterize skin deformation contour subjected to blunt impact. As a result, the 

force-displacement response of the isolated skin was generated and can be served as a validation 

dataset for skin model development. This has been used as part of the skin FE model development 

in this dissertation but can also be used for physical skin simulant development in the future. 
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9.2 Assumptions, Limitations, and Applicability 

1. Skin’s Langer line distribution. 

The skin’s anisotropy in this dissertation was defined based on a theoretical Langer line 

distribution used by clinical surgeons. It has been reported the Langer line orientation evolves with 

age and is different across sexes (Cox, 1941). However, identifying collagen fiber orientation 

before removing the skin tissue was not possible, and it was infeasible to assess this in the samples 

that were eventually tested. While the “parallel” and “perpendicular” skin samples used in the 

experiment were orthogonal to each other and taken from the same region of the body, they may 

not be completely aligned with, or across, the underlying collagen fibers. Furthermore, the 

through-thickness fiber distribution was unclear and this could also evolve throughout with the 

skin thickness. Nevertheless, the aim was to provide an effective skin property versus a 

multilayered skin property, and the current approach was deemed sufficient. To determine the 

skin’s Langer line, histological analysis on skin samples taken adjacent to the test sample can be 

performed. However, it is not clear if going to these additional lengths would improve the outcome 

of the study, especially when the high-rate mechanical response is considered and the effect of 

orientation becomes negligible. 

2. Skin’s regional properties. 

The skin samples used in the experiments were all collected from the human back. This 

region of the body permitted a large number of samples to be collected that were fairly 

homogenous in composition, and away from joints, so that material data from different test series 

could be combined. The difference in skin failure properties across body regions has yet to be 

explored. The skin properties in other body regions are likely to be different than the back skin, 

but opportunities for collecting a lot of viable tissue from other regions is limited. Therefore, future 
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studies should test limited samples from different regions of the body in dynamic tension rather 

than the full set of tests performed in this study, and then assess how consistent the mechanical 

properties are relative to the more comprehensive back skin database. 

3. Skin’s constitutive model. 

Although the skin was observed to be anisotropic in low loading rate (1/s), the isotropic 

skin material model was sufficient to simulate the ballistic blunt impact rate. Therefore, the 

material parameters generated in this dissertation should be used with care especially at a low 

loading rate. The transition threshold from anisotropy to isotropy on the skin is yet to be 

determined and it lies between 1/s and 75/s according to the experimental results in this dissertation. 

The through-thickness compression properties of the skin material are not well captured and the 

investigation from this dissertation shows this causes early stress stiffening of the skin upon blunt 

impact.  

4. Skin FE model applicability. 

The viscoelastic skin material model was quantified and validated on a material level 

between 1/s and 180/s (engineering strain rate) which was designed for ballistic blunt impact. The 

model performance is uncertain when subjected to higher strain rate loading (if higher impact 

velocity is of interest). However, the model validation using a dynamic indentation dataset which 

has an average of 450 /s strain rate shows the loading rate within the same order of magnitude does 

not deteriorate the model performance. 

For the sub-system FE model, both the adipose and muscle tissues were not built with a 

damage/failure feature and it is possible the underlying tissues could get damaged before the skin 

failure occurs. The muscle material model was optimized to match with the sub-tissue 

experimental test and should be used with care for other applications. The sub-system model was 
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simulated using impactor between 1 gram (0.427 g/cm2) and 40 grams (17.07 g/cm2) at impact 

velocity between 5 m/s and 150 m/s and the model prediction (i.e. RA model) was fairly good with 

the experimental data. Results using impactor sectional density and impact velocity higher than 

the simulated range should be investigated further. 

The skin failure mechanism simulated in this dissertation was assumed to be on a tensile 

basis, where the skin was stretched during deformation of the blunt impactor and failed when 

reaching the designated maximum principal stretch. With the same impactor, the degree of skin 

deformation was mainly controlled by the underlying tissues and this can potentially change the 

failure mechanism. For example, an impact on soft tissue backed location such as the abdomen 

allows a high degree of skin deformation and vice versa on hard tissue backed locations including 

the sternum or forehead region. As long as the skin deformation follows the above process, the 

model failure prediction should be valid regardless of the impact location on the human body. 

From the impact simulation, the skin was considered a failure (open skin injury) when a skin 

element was eroded. This could cause different observations when compared between the model 

and the physical experimental results, especially in local failure.  

5. Skin injury and other aspects. 

The skin injury investigated in this dissertation was most aligned with penetrating injury 

types where skin deforms through the perforation. Other open skin injuries such as abrasions and 

incisions were not considered due to different loading mechanisms (i.e. shear or surface friction). 

Closed skin injuries such as contusion and hematoma, which involves localized bleeding and 

clotting outside of blood vessels within the adipose tissues were also beyond the scope of this 

dissertation. Results of skin failure threshold investigation in this dissertation were based on a rigid 
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impactor and direct impact. More sophisticated scenarios involved oblique impact and the use of 

deformable impactors were not studied in this dissertation. 

9.3 Future Work 

1. Improvement of the UMAT skin FE model. 

The UMAT skin model developed in this dissertation failed at lower force and lower 

displacement. This can be improved by incorporating a transversely isotropic material model 

where both through-thickness compression and tensile properties of the skin can be captured 

simultaneously. A high rate compression test on the skin can also be added to validate the skin 

viscoelasticity under compression. An anisotropy to in-plane isotropy transition feature can also 

be added to the current model to consider a relatively low loading rate application such as 

automotive crash incidents. To do this, skin testing in between 1/s and 75/s should be performed 

to determine the transition threshold. Besides, a shell element version of the UMAT skin should 

be developed to be integrated with the current human body model (GHBMC, v5.0) for more 

potential users. 

2. Ballistic blunt impact dataset on skin injury assessment. 

There is a very limited ballistic blunt impact experiment dataset focusing on skin injury 

assessment that can be used for the FE model validation, especially for different body locations. 

Most of the dataset presented in this dissertation was conducted between the 1970s and 1980s and 

only focused on one body region. The latest skin injury assessment as a result of blunt impact was 

performed in 2005 (Bir et al., 2005) where the skin in multiple body locations was assessed. One 

of the biggest challenges for developing a skin injury response function is the complication of 

right-censored data, where the measured value of failure is higher than the actual failure threshold. 

This is a challenge due to the limited number of impacts that can be performed on cadaveric 
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specimens. The sub-system FE model developed in this dissertation can be used to inform and 

design a preliminary impact test matrix. Furthermore, a consistent definition of open skin injury 

in the experiment should also be established. 

3. Skin injury response function development. 

Apart from the FE model that can be used for investigating skin failure threshold, skin 

injury response function using damage factor as a function of impactor energy density was also 

established. Six skin injury response functions were established under different impact 

configurations such as target location and impactor geometry. It would be convenient by merging 

these factors to produce a single injury response function in the future. The current skin injury 

response function indicated no skin damage at a damage factor of 0 and open skin injury at a 

damage factor of 1. Damage factors between 0 and 1 are believed to result in closed skin injury 

such as contusion. Hence, future experiments such as mild skin impact using living animal subjects 

to create contusion or sports injury data would be beneficial to inform the interpretation of the 

damage factor between 0 and 1. 

9.4 Summary  

Skin which acts as the first barrier of protection against the external environment is 

important and any open skin injuries can potentially lead to other injuries through infection. To 

prevent open skin injuries, it is crucial to understand the skin tolerance and determine the skin 

failure threshold. As the skin can be injured under various conditions, it is essential to develop a 

computational tool that can be used consistently and systematically to determine the skin failure 

threshold. This dissertation has developed a skin FE damage model that can simulate damage 

initiation, skin softening, and skin failure under different loading rates. The skin model was 

developed based on experimental data acquired from material and impact testing. The model was 
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combined with adipose and muscle tissue to create a sub-system FE model to investigate skin 

failure threshold under different impact configurations that were within the range of current less-

lethal munitions in terms of impactor mass and impact velocity. As part of the analysis, the skin 

injury response function was established to provide damage factor value (0 = no injury, 1 = skin 

failure) given the impactor energy density. Skin injury research, particularly in the area of high 

rate impact, is necessary to assess the safety of less-lethal munitions and design better protective 

equipment. This dissertation began by developing a skin computational tool and a sub-system FE 

model for the ease of potential skin injury research under ballistic blunt impacts. The simulation 

results of this dissertation could be used as a design guideline. However, before conclusive 

guidelines can be established, more research is needed that includes improvement of the skin 

model, deformable impactor, oblique impact, addition of ballistic blunt impacts to the dataset, and 

advancement of the skin injury response function by considering both impactor and impact 

location characteristics. 
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APPENDIX A: UMAT Verification 

 To verify the code of the implemented UMAT, a single hexahedral element model (1x1x1 

unit volume, (Figure A1) was used to simulate the DT tests at 180/s. The true stress response of 

the element was calculated using total force measured by the 4 nodes at the bottom using 

*DATABASE_NODAL_FORCE_GROUP Keyword and divided by the cross-section area at each 

time step. The stretch ratio was computed from the ratio between the element length at each time 

step and the original length. Three sets of UMAT parameters were input for simulation and 

compared with the average, UB, and LB DT stress-stretch curves respectively for UMAT 

verification. The bulk modulus K was calculated using the Lamé relationship (𝐾 =
2𝐺(1+𝜐)

3(1−2𝜐)
) while 

the shear modulus G was determined from the Ogden elastic constants (𝐺 =
1

2
∑ 𝜇𝑖𝛼𝑖

𝑛
𝑖=1 ) and a 

Poisson’s ratio of 0.495 was used. Furthermore, the hexahedral element was also subjected to a 

virtual loading and unloading profile within the pristine region to investigate its hysteresis loop 

and compared it with an analytical solution to demonstrate the model viscoelasticity. Lastly, a 

loading and unloading profile beyond the damage initiation stretch was also performed to 

demonstrate the damage is unrecoverable once initiates. No damage was allowed once the material 

was unloaded and only resumed when surpassing the previous damage stretch ratio.  

 

Figure A1: Constraints applied on a single hexahedral element subjected to tension for verifying UMAT implementation. 

Colored arrows indicate the degree of freedom of each node in x(red), y(green), and z(blue) direction. 
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Single Solid Element (UMAT Code Verification) 

 By inputting the average, UB, and LB material parameters into the UMAT card, the DT 

strain profile at 180/s as conducted in the experiment was simulated on a single hexahedral element 

and the stress-stretch simulation results are illustrated in Figure A2. The simulation results match 

with the corresponding analytical model and the element is deleted (element erosion) upon 

reaching the failure stretch which results in a sudden stress drop in the stress-stretch plot. This 

process verifies the implemented UMAT card which was able to perform the same calculation as 

with the QLV-damage analytical model. The UMAT card was also compiled to output some of the 

desired parameters such as damage factor D to show individual element damage progress. Damage 

initiates after passing the damage initiation stretch was shown to be unrecoverable when the 

element is being unloaded. The damage continues to accumulate once passing over the previous 

highest stretch value until failure occurs (Figure A3, left). Furthermore, hysteresis was also 

observed when simulating a loading-unloading cycle to the single hexahedral element and the 

simulation result also matched well with the analytical solution (Figure A3, right). 

 

Figure A2: Stress-stretch response of single hexahedral element using average, UB, and LB UMAT. 
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Figure A3: Damage factor vs. stretch value (left). Hysteresis developed from the loading-unloading cycle (right).  

 

Tensile Test Verification 

 After verifying the code of the UMAT card, the UMAT was applied to a skin FE model as 

used in the DT test to simulate the uniaxial tensile failure process. The skin FE model was built 

with a dogbone shape (Figure A4), having the same dimensions as the dogbone cutter used in the 

experiment with an average thickness of 3.669mm, obtained from the sample group performed at 

180/s. One end of the FE model was fixed and the other end was constrained to travel only in the 

vertical direction at a prescribed average experimental velocity-time profile via 

*BOUNDARY_PRESCRIBED_MOTION keyword while the remaining section was free of 

constraints. To calculate the true stress from the model, the total force was obtained from the nodes 

at the fixed end and divided by the cross-section area at the gauge section at every time step. The 

stretch ratio was computed by measuring the distance between the two end nodes along the gauge 

length. The baseline FE model was built with an element size of 3mm with 124 hexahedral elements 

in total. The 3mm mesh size was chosen because the gauge width of the skin sample is 6.35 mm, 

and the 3mm mesh size allows a minimum number of two elements across the gauge width. Model 

sensitivity analysis on element density was also investigated using 2mm, 1mm, and 0.5mm mesh 
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size which corresponds to the total element number of 282, 1602, and 17017, respectively. Default 

viscous form hourglass control (type 1 in LS-DYNA) with default hourglass coefficient (QM = 

0.1) was used to prevent the model’s internal energy exceeded by the hourglass energy. After 

determining the optimum mesh size, the average, UB, and LB material parameters were used to 

simulate the DT test and were compared with the experimental results.  

 

Figure A4: Dogbone skin FE baseline model (3mm element size). 

 FE simulation of the DT test on the dogbone skin model ran normally until tensile failure 

occurred which led to a negative volume of the remaining element and caused error termination. 

This was solved by setting a lower time scale factor (0.1) for calculating the simulation time step. 

Model mesh size sensitivity analysis using 3mm, 2mm, 1mm and 0.5mm mesh size were 

performed and the resultant stress-stretch response shows little difference (Figure A5). It should 

be noted that the simulation results are plotted up to the point before failure occurs. Although all 

the models show similar stress-stretch paths compared to the average experimental data, it was 

observed that models with more refined meshes induce earlier failure, especially in the 1mm and 

0.5mm model. The 3mm and 2mm model both have a similar failure stretch at 1.59 compared to 

the designated failure stretch of 1.61 while the two finest models failed at a stretch ratio of 1.56 
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since local deformation is better simulated. By considering the closest response to the average 

experimental results and maintaining the finest model resolution at the same time, the 2mm model 

was chosen.  

 

Figure A5: Model mesh size sensitivity analysis of dynamic tensile test simulation. 

Three UMAT cards with average, UB, and LB material parameters were used to simulate the DT 

test (Figure A6). The UMATs capture the skin’s nonlinear and failure response successfully. A 

screenshot of the FE model, demonstrating the FE skin model failure was compared with the 

experimental skin (Figure A7). 

 

Figure A6: Stress-stretch response of the UMAT skin model. 
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Figure A7: Simulated skin failure (left) and experiment (right). 

 


