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Introduction  

The temperature-checkpoint door network we are designing will collect the temperature 

of a person who has approached the door (without physical contact), then unlock the door to 

allow the person’s entry if their temperature is inside of the normal range (i.e. not feverish). The 

system will also publish these temperature readings to an online dashboard, where interested 

parties can see trends in the number of people approaching the door and their temperature 

readings. As such, the system will prevent people with fevers from entering the space, whether it 

be an office, classroom, or retail establishment, which protects the health of those within. 

 The sociotechnical research portion of this project addresses humanity’s 

increasing dependence on machine learning systems. This research aims to develop a 

fundamental set of useful precautions and harmful dependencies that humans must abide by 

when determining their level of interaction with machine learning systems. This research will 

take an actor-network theory approach to understanding various crowdsensing human machine 

networks. Understanding the nature of the interaction between human actors and machine actors 

will assist in understanding the harm in becoming overly dependent on machine learning 

systems.  

This temperature-checkpoint door network (technical project) is an example of a basic 

machine actor that could be investigated by the STS portion of research. The interaction between 

humans and this temperature monitoring system present an example of a human-machine actor-

network that is highly coupled with pandemic behavior. The data analytics dashboard that is 

being created in this technical project can be used to better understand human behavior in this 

network. 
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Technical Topic 

The goal of this technical project is to help combat the spread of the novel coronavirus, 

also known as COVID-19, as well as future illnesses. As economies start to reopen, concern for 

public health has given rise to the demand for technology to find and monitor cases (Morrissey, 

2020). One example technology is the various contract tracing mobile apps that have emerged 

(COVIDWISE, 2020). These apps keep track of nearby devices in order to build up a network of 

which users have been in close proximity to other users. Thus, when a user tests positive, they 

can privately and anonymously notify all other devices that were nearby, i.e. the people that they 

may have been in contact with. However, these technologies are limited by the number of users 

they can attract and the willingness of these users to report positive results. One of the major 

goals of this project is to create a technology that does not rely on user motivation. Rather than 

having users actively enroll in public safety measures, the default state should be participation. 

The logical next question is who would have the incentive to ensure public safety, as well 

as the power to enforce safety measures? Brick-and-mortar businesses like restaurants and retail 

stores are likely candidates. Their motivations are two-fold. First, in order for customers to 

return, they must feel safe, so increasing safety steps may drive in-person traffic. Second, safety 

measures protect themselves and their employees from the virus and from potential legal liability 

(Elejalde-Ruiz, 2020). Additionally, since these are privately owned businesses, they can 

generally enforce limits on who can enter their property. Other possible groups that may adopt 

this particular system are health care centers and educational institutions. Health care centers 

such as the UVa Elson Student Health Center have been asking visitors to wait outside the doors 

until someone can come manually take their temperature before admitting them. This relies upon 

visitors having the patience to wait outside, rather than entering through one of the entrances. It 
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is also an inefficient system, especially for the staff of the health care center who have to 

constantly staff the entrance. As for why an educational institution would be interested in this 

system, study spaces or rooms at the fitness centers would greatly benefit from a system installed 

on the doorways. Therefore, we are designing an automated temperature screening system to 

admit people to the sensitive spaces described above. This system would be attached to the door-

frame or as a separate kiosk, and temperature scans would occur without requiring physical 

device contact. If the temperature is within a predetermined bound, the user will be admitted to 

the facility. That way, they can similarly cut back on the human interaction going into having a 

person measure your temperature. This device will synchronize with a web application that 

tracks usage and temperature rates for the owners of the space to have a holistic view of the door 

usage and allow cleaning measures to be focused appropriately. Also, the web application’s 

publication of the number of people that have been admitted to the space would be particularly 

helpful for students who may want to avoid peak times at the gyms or libraries. 

 

 

Item Total Price Product Page 

Raspberry Pi 3B+ $45.00 Digikey 

HC-05 Bluetooth 

module (x2) 

$12.95 Mouser 

IR Temperature 

Sensor 

$31.36 Digikey 

https://www.digikey.com/product-detail/en/raspberry-pi/RASPBERRY-PI-3-MODEL-B/1690-1025-ND/8571724
https://www.mouser.com/ProductDetail/Seeed-Studio/113990637?qs=gZXFycFWdAMlTq%252B0pAB4jw%3D%3D&gclid=EAIaIQobChMIoZW0id3Z6wIVTuDICh1MYwdEEAQYASABEgIXOPD_BwE
https://www.digikey.com/product-detail/en/melexis-technologies-nv/MLX90614ESF-DCA-000-SP/MLX90614ESF-DCA-000-SP-ND/5416205
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Fail Safe Lock $19.85 Walmart 

32 GB SD Card $13.49 Amazon 

PCB Estimates $60.00 N/A 

Housing material $50 N/A 

Replacements/Misc. $100 N/A 

Table 1. Resource breakdown 

The success of this project is dependent on meeting our deliverable requirements. Our 

project has 3 main deliverables: a temperature sensing system that accurately records 

temperatures, a door lock that opens on command, and a web dashboard that compiles the 

information retrieved by the door lock and the temperature sensor. These three components must 

fit within a $500 allotted budget. The resource requirement breakdown can be seen in Table 1. 

My personal responsibilities include overall device integration and assembly as well as 

embedded code design. Overall device integration and assembly entails managing each 

subsystem and defining requirements necessary for cohesive subsystem interaction. Embedded 

design entails programming a real-time operating system (RTOS) to produce desired 

functionality (FreeRTOS, 2020).   

 

 

 

STS Topic 

https://www.walmart.com/ip/Stainless-Steel-Electric-Power-Door-Lock-Access-Control-Fail-Safe-NO-Narrow-type-12V-DC/919505589?wmlspartner=wlpa&selectedSellerId=18183
https://www.amazon.com/SanDisk-Ultra-microSDXC-Memory-Adapter/dp/B073JWXGNT/ref=sr_1_3?crid=2JDYMC8ESVVSQ&dchild=1&keywords=micro%2Bsd%2Bcard%2Braspberry%2Bpi%2B3&qid=1599573808&sprefix=microsd%2Bcard%2Braspb%2Caps%2C194&sr=8-3&th=1
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Machine learning systems are increasingly becoming a part of everyday human life. Each 

year, we become more dependent on machine learning models to advise us. For example, many 

individuals are highly dependent on navigation apps to get from point A to point B. As of 2018, 

nearly 77% of smartphone users regularly depend on navigation apps to travel (Panko, 2018). 

This drastic increase in dependence may be cause for concern (Anderson & Rainie, 2018). 

Evidence has shown that many software applications have been affected by this 

spontaneous change in human behavior. Specifically, many artificial intelligence and machine 

learning applications have been unable to handle this sudden change in human behavior. For 

example, Amazon’s previous top searches were replaced with COVID-19 related products such 

as face masks, hand soap, and cleaning wipes, causing previous models to perform in unexpected 

ways (Heaven, 2020). Machine learning models are designed to react to small changes in human 

behavior. However, most models are only trained on past data. Models begin to fall apart when 

global human behavior takes a sudden turn. While Amazon shopping suggestions may not seem 

like a dire cause for concern, there are machine learning models that are life critical, such as 

traffic models for self-driving cars. For example, the Google Maps team had to completely 

overhaul their traffic models, as they were unable to rely on old data that did not represent the 

new pandemic behavior (Quach, 2020).  

 In order to conduct this analysis, an actor-network theory approach will be taken 

to analyze the human-machine networks (HMNs) involved in this pandemic (Tsvetkova, 

Understanding Human-Machine Networks: A Cross-Disciplinary, 2017). The two actors in 

consideration are humans and machines. The human users will be the primary stakeholders, 

specifically the humans receiving critical information from machine learning systems. For 



7 

 

simplicity of analysis, humans can be an individual person or groups of individuals. In most 

cases, machines will refer to a single machine learning system, such as Google Maps.  

Human to machine interaction will be classified as either passive contribution or active 

contribution. For example, Google Maps users providing location data to Google would be a 

passive contribution. Machine to human contributions will mainly be defined as active 

contributions, such as Google Maps giving a user specific direction.  

 

   

Figure 1. Crowdsensing human-machine network 

Thus, the specific analysis will be centered around “crowdsensing” human-machine 

networks (Tsvetkova, Understanding Human-Machine Networks: A Cross-Disciplinary, 2017). 

This crowdsensing form of HMN is shown in Figure 1. Human contribution in a crowdsensing 

network can be either passive or active, as shown by the two networks in Figure 1. The left 

network shows active contribution from humans, while the right network shows passive 

Passive contribution 

Active contribution 

Human 

Machine 
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contribution from humans. Machine to human contributions tend to be active contributions in 

crowdsensing networks.  

In order to ground analysis in a real-world and life critical application, traffic patterns and 

self-driving artificial will be used as the primary crowdsensing network in consideration 

(Kellner, 2019). However, other applications will be mentioned to show the broad scope of this 

issue. 

Depending on the path this research takes, the overarching objectives of this analysis may 

be twofold. A first objective would be to enumerate a set of fundamental precautions humans 

must take when designing and relying on machine learning models. Secondly, it may be 

discovered that certain dependencies on machine learning systems must be avoided at all costs 

and therefore a list of dependencies to avoid could also be stated.  

The investigation will aim to justify and create a basis for understanding these 

fundamental precautions and dependencies. An idealistic goal would be to outline two to three 

fundamental principles that software engineers and regular users should abide by and consider 

when interacting with machine learning systems in order to prevent catastrophic failure and loss 

of life. However, a more realistic goal would be to simply identify and discuss potential harmful 

dependencies and useful precautions.   

Evidence gathering will consist of online research, interviewing machine learning subject 

matter experts, performing first-hand data analysis, and gather any other sources that can provide 

insight into the severity of this issue. I plan to use data analytics techniques myself to gather pre-

pandemic and post-pandemic data to create my own conclusions on how drastic the changes in 

human behavior were. Additionally, gauging the concern of professors and software engineers 

who are experts in the field of machine learning will be important in creating a set of precautions 
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and harmful dependencies. Interviewing and contacting subject matter experts will be a great 

way to find further research entry points into this analysis. 

There are some key questions that will guide this research process. Some examples 

include: Is complete catastrophe due to machine learning dependence inevitable? What levels of 

catastrophe exist? Is it possible to create a finite set of principles to completely avoid 

catastrophe? What are the limits to how much humans can depend on machine learning systems? 

While many of these questions may not be answerable in the scope of this research, they will act 

as guiding questions for developing a set of useful precautions and harmful dependencies.  
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Next Steps 

- Near future 

o (Technical) Complete subsystem testing and assemble unit 

o (Technical) Undergo extensive assembled product testing to ensure proper 

temperature accuracy 

o (STS) Begin contacting interviewees for further investigation 

o (STS) Create a plan and structure for data analysis of pandemic behavior 

- Distant future 

o (Technical) Complete final write-up of technical project 

o (STS) Carry out interviews and deeper research into topic 

o (STS) Finalize precise expectation for how many precautions and dependencies to 

identify 

o (STS) Gather evidence into cohesive groups 

o (STS) Enumerate and refine final fundamental precautions and harmful 

dependencies to avoid 
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