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ABSTRACT
Misinformation and disingenuous journalism are by no means a
new phenomenon; however, the advent of digital information sys-
tems like social media have revolutionized the methods of content
consumption and production alike, with broader implications for
how misinformation develops and spreads. To enact effective strate-
gies for mitigating the repercussions of misinformative content,
there must first be a robust understanding of how misinformation
propagates. Towards this end, researchers have leveraged advances
inmachine learning and artificial intelligence to conceptually model
the spread of misinformation. In this literature review, we taxono-
mize recent models of misinformation propagation as “pathologic,
sociogrammatic, or evolutionary” to take stock of current evidence
and inform future directions. Future modelling efforts should focus
on integrating interdisciplinary insights to better understand how
sociodemographic factors nuance the spread of misinformation.

1 INTRODUCTION
Since its introduction in the early 2000’s, social media has served
as an effective tool to connect with like-minded individuals, spread
information, and share ideas. More than ever, social media users
feel better informed about current events, more intimately con-
nected with friends and family, and uniquely empowered to effect
sociopolitical change [25]. Unfortunately, due to its popularity and
accessibility, the social media landscape has become increasingly
polluted with a cacophony of opinion, dubious news reporting, and
false information. Experts at Pew Research Center suggest that
up to two of every five news articles shared on Facebook contain
significant misinformative elements [2]. Simultaneously, Simulta-
neously, social media has become influential than ever: in 2018,
36% of US young adults ages 18-29 reported receiving their news
primarily from social media outlets like Twitter and Facebook, a
drastic increase compared to older age groups and previous years
[26]. The juxtaposition of these two effects underscores the impor-
tance of challenging the flood of misinformation which plagues
social media platforms.

1.1 Defining Misinformation
As there are many terms which relate to misinformation, we first
define an operational definition of for misinformation. Wu et al. de-
fines misinformation as inaccurate information that is unintention-
ally propagated by users [16]. Though often used synonymously,
misinformation is distinct from disinformation which is fake infor-
mation intentionally developed and propagated to mislead people
[27]. While both involve the spread of false information, there is
a key difference in the underlying intent. In practice, the ease of
posting content to social media makes it difficult to ascertain if

misinformative content is spread intentionally or not. For instance,
someone posting material opposing vaccination may due so be-
cause of real safety concern or in an attempt to undermine trust in
medical systems.

The term "fake news" experienced notable media attention in
the wake of the 2016 US presidential election and overlaps with
misinformation and disinformation. Fake news is distinct in that it
predominantly arises from major media sources, but lacks a clear
agreed upon definition [27, 31]. As fake news can encompass both
satire, disinformation, andmisinformation it is frequently employed
without precision and we accordingly refrain from using it through-
out this paper. Thus, excepting cases with clear malicious intent, we
apply "misinformation" as an umbrella term to broadly encompass
all forms of false information.

1.2 The Repercussions of Misinformation
Social mediamisinformation has already had tangible effects through-
out society. Users can use social media immediately post opinions
and content while events occur, making it difficult to distinguish
sharing of official information from personal opinion, thereby re-
ducing the overall integrity of the news [15]. For instance, during
the 2016 US Presidential election, Americans were exposed to a
wide variety of misinformative content including claims of voter
fraud [1, 10]. Many experts believe that this false information had
a significant effect on the electoral outcome of the election [1, 5].
Some of these unmitigated misinformative messages have even
grown to become movements like Q-anon which boasts thousands
of believers.

The repercussions of misinformation are also highly visible in
healthcare: though connections between the MMR vaccine and
autism have been thoroughly debunked, 21% of US parents still
express substantial doubts about vaccine safety [7, 22]. In 2017,
these misinformation-based choices drove a 31% increase in vaccine-
preventable disease, resulting in thousands of lives lost and billions
of dollars in expenditures [11, 22]. Even during the world-wide
COVID19 pandemic, Facebook groups contesting the legitimacy
of the virus and protesting the wearing of masks posed significant
challenges to efforts tomitigate the epidemic. Estimates suggest that
about 10-15% of adults in the US and Canada refused to wear masks,
leading to thousands of additional infections and animosity towards
healthcare professionals [29]. Recognizing the escalating role and
consequences of misinformation in recent events, including the
UK Brexit referendum, the 2016 U.S. presidential election, and the
COVID19 pandemic, the World Economic Forum ranks the spread
of digital misinformation as one of the foremost threats to global
development [12].
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Table 1: Summary of articles under consideration

Title Year Synopsis

Fact-checking Effect on Viral Hoaxes: A Model of Mis-
information Spread in Social Networks

2015 Translating traditional compartmental epidemiology models to under-
stand the virus-like spread of misinformation

Using an Epidemiological Model to Study the Spread
of Misinformation during the Black Lives Matter Move-
ment

2021 Translating a newer epidemiological model to study misinformation
during the 2020 DC Riots

Limiting the Spread of Misinformation in Social Net-
works

2011 Formalizing the eventual influence limitation problem and developing
algorithmic solutions

The Spreading of Misinformation online: 3D Simulation 2018 Using sociograms to study the potential impact of a novel information
verification technique

A computational approach for examining the roots and
spreading patterns of fake news: Evolution tree analysis

2018 Applying phylogeny to misinformative tweets to understand how they
evolve and propagate

2 RELATEDWORK
The literature confirms that social media is one of the most prolific
sites for the spread of misinformation. Social media has been docu-
mented as a site of spread for misinformation regarding medicine,
science, politics, and current events. Despite the significant risk that
misinformation poses, many of our current interventions remain
ineffective. For instance, the American Medical Association has
put significant resources towards disseminating of peer-reviewed
research, publishing expert fact-checked reports, and organizing
publicity campaigns, but the number of individuals who believe
in medical misinformation continues to steadily grow [30]. The
inefficacy of these measures can be attributed to gaps in our under-
standing of the mechanisms which cause modern misinformation
to propagate.

Conceptualizing the processes by which misinformation spreads
can reveal important mechanical nuance while revealing gaps in
our understanding. Reviews across different fields form the basis
of our current conception of misinformation. Psychology indicates
that the common culprits of partisanship and political motivations
are surprisingly disconnected from the spread of misinformation
[9, 21]. Instead, belief heuristics play a large role in determining how
individuals judge their information. Sociology indicates that demo-
graphic factors like wealth, age and culture [4, 8] play significant
roles in the propagation of misinformation through communities.

With the advent of COVID-19, there has been a significant push
in the computer science community to understand the torrent of
misinformative content being produced. Recent studies have eluci-
dated characteristics of misinformative text [14, 32], studied user
attention patterns [19] and exploited recurring motifs to identify
false content [14, 18, 20]. However, there has not yet been a compre-
hensive review of these contributions to understand commonalities
and patterns in these efforts. Towards this end, we seek to produce,
to our knowledge, the first comprehensive review of computational
modelling techniques for the propagation of misinformation on
social media.

3 RESULTS
We seek to understand the findings and commonalities between the
set of articles presented in 1. These articles were selected for signif-
icance and recency of the development. This therefore allows us us

to understand where modelling began and how it has evolved. We
taxonomize these different models as "pathologic, sociogrammatic,
or evolutionary" and consider them within that framework.

3.1 Pathologic Models
One of the first techniques used to model the spread of misin-
formation was to apply techniques used to predict the spread of
real infectious diseases. This class of models, which we will term
“pathological,” consider misinformation to be a communicable virus
and focuses on modelling how users respond and adapt to expo-
sure. The first attempts at developing pathological models drew
inspiration directly from epidemiological mathematical models. In
classical disease systems, most individuals unexposed and thus
definitionally susceptible (S) until they are exposed to the con-
tagion and become infected (I). Individuals afflicted by the virus
may then recover (R) through proper treatment. These basic states
form the basis for the two foundational compartmental epidemic
models: susceptible-infected-recovered (SIR) and susceptible-infected-
susceptible (SIS) models where the dynamics of the system are
governed by ordinary differential equations (Fig. 1) representing
the interconversions between these states [3]. While these models
are effective at modelling infectious diseases, they cannot fully to
capture the nuances of misinformation. One major limitation is
that when someone in the Susceptible component is exposed to the
disease, they can only transition to Infected state. This assumption
translates poorly to the spread of misinformation, as individuals do
not unilaterally nor instantaneously accept the information they
are presented with and can require further exposure or even express
skepticism.

To address this insufficiency, several new pathological models
have been developed to specifically address the unique charac-
teristics of misinformation spread on social media platforms. For
instance, Tambuscio et al. propose a stochastic epidemic model
derivative of SIS which seeks to model the unique social media
phenomenon wherein the dissemination of misinformation is simul-
taneously accompanied by active debunking and fact-checking [28].
Unlike a real virus, where exposure invariably results in infection,
per the authors’ new model, upon encountering misinformation
users can either become ‘infected’ with the hoax or they can become
non-believers and fight the propagation of falsehoods. After some
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(a) SIS Model

(b) SIR Model

Figure 1: Basic compartmental models

period of time, both the believers and nonbelievers can return to a
susceptible state. As such, the Tambuscio model can be interpreted
as an SIS model wherein the infected compartment is partitioned
into the misinformed believers (B) and the skeptic fact-checkers (F).
These modifications to the traditional SIS approach are depicted
below in Fig. 2:

Figure 2: Tambuscio’s Modified SIS Model

When considering applying this model to some arbitrary graph
𝐺 = (𝑉 , 𝐸) we observe three phenomena which occur in a given
node 𝑖 ∈ 𝑉 :

(1) Spreading [𝑆 → 𝐵, 𝑆 → 𝐹 ]: The way a susceptible indi-
vidual becomes a believer or nonbeliever. The debunking
process, 𝑔𝑖 and infection process, 𝑓𝑖 , are dependent on the
believer and nonbeliever status of their neighbors and their
own gullibility. Notably, 𝑔𝑖 (𝑡) + 𝑓𝑖 (𝑡) = 𝛽 , where 𝛽 represents
the misinformation spreading rate of the classic SIS model.
The balance between these two process is governed by the
user’s gullibility 𝛼𝑖 .

(2) Forgetting [𝐵− > 𝑆, 𝐹− > 𝑆]: Irrespective of a user’s belief,
the fast-paced nature of social media naturally leads some
users to discard their belief status. Represented here with
𝑝 𝑓 𝑜𝑟𝑔𝑒𝑡 , if we jointly consider the B and F compartments to
be the singular unique Infected state, we see that we recover
the exact SIS model with 𝑝 𝑓 𝑜𝑟𝑔𝑒𝑡 equivalent to recovery
probability 𝛼 (Fig 1a).

(3) Verifying [𝐵− > 𝐹 ]: A process unique to the Tambuscio
model, wherein a believer fact-checks their information and

accordingly corrects their misinformed beliefs, becoming a
fact-checker. This process is represented by 𝑝𝑣𝑒𝑟𝑖 𝑓 𝑦 and is
pivotal to better understanding how to mitigate the spread
of misinformation.

Thus, we identify four key parameters: spread rate, 𝛽 ; gullibility,
𝛼𝑖 ; the likelihood of forgetting, 𝑝 𝑓 𝑜𝑟𝑔𝑒𝑡 ; and likelihood of verifying,
𝑝𝑣𝑒𝑟𝑖 𝑓 𝑦 . The likelihood of information verification is particularly in-
teresting, as the authors postulate that with sufficient fact-checking,
misinformation can be purged from a network, irrespective of user
gullibility. To validate their model, they apply it to heterogeneous
(scale-free), homogeneous (random), and real Facebook networks.
These practical demonstrations reveal that even small amounts
of fact-checking behavior can entirely eradicate misinformation
from networks irrespective of their topology in spite of high user
gullibility. Finally, deriving mean-field equations for the model, the
authors analytically identified a threshold for 𝑝𝑣𝑒𝑟𝑖 𝑓 𝑦 to ensure the
eradication of misinformative content.

There have also been several alternative approaches to reconcile
the differences between real infectious diseases and misinformation.
The susceptible-exposed-infected-skeptic (SEIZ) model is one such
popular attempts which looks to expand the number of compart-
ments rather than subdividing the infected compartment as the
Tambuscio model does. When a susceptible (S) individual encoun-
ters misinformation, they can become infected (I) and immediately
propagate the hoax as in the SIS model, or they could instead be
exposed (E) and require more time and information before decid-
ing to spread the misinformation. Finally, a susceptible individual
can also become a skeptic (Z) and not spread the misinformation;
note that status as a skeptic does not imply verification as in the
Tambuscio model, but instead reflects the choice to not share the en-
countered content. As with the SIS and SIR models, the SEIZ model
is represented by a set of ordinary differential equations. The key
advantage of the SEIZ model over the other compartmental SIS and
SIR models is that a user can come in to contact with misinforma-
tion and either choose not to execute a reaction, or deliberate before
taking action. This is particularly useful for modelling social media
interactions on a platform like Twitter, where users are exposed
to infinite streams of content with varying rates of engagement.
Maleki et al. were the first to recognize this potential and trans-
late the SEIZ model for the study of misinformation, accordingly
developing the representation depicted in Fig 3 [17].

Figure 3: Maleki et al.’s SEIZ model

When considering applying this model there are three phenom-
ena of importance
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(1) Initial Exposures [𝑆− > 𝐼 , 𝑆− > 𝐸]: Users who have never
heard of the hoax encountering infected users. The exposure
rate 𝛽 is analogous to the misinformation spreading rate of
the classic SIS model. These users either immediately become
infected by passing on the information with probability 𝑝 or
they can send time deliberating and become exposed with
probability 1 − 𝑝 .

(2) Repeat Exposures [𝑆− > 𝑍, 𝑆− > 𝐸]: Users who are al-
ready aware of the hoax encountering skeptic users. Individ-
uals are recruited from the susceptible population with rate
𝑏 and resolve not to share the misinformation and become
skeptics with probability 𝑙 or spend time deliberating and
becoming exposed with probability 1 − 𝑙 .

(3) Exposure Resolution [𝐸− > 𝐼 ]: Exposed individuals have
encountered the hoax, wait until they resolve their beliefs
to spread the hoax. This can occur in two different ways:
exposed users encounter additional infected users with rate
𝜌 and become infected, or users privately deliberate and de-
cided to independently adopt the belief and become infected
with rate 𝜖 .

Thus, we obtain six key parameters: contact rates between suscep-
tible and infected users, 𝛽 ; between susceptible and skeptic users,
𝑏; and between exposed and infected users 𝜌 ; probabilities of ex-
pressing immediate skepticism 𝑙 , immediately becoming infected 𝑝 ,
and self-adoption of misinformation 𝜖 . These parameters outline
three different methods for users to become infected, untangling the
significance of these different routes can help to better understand
specifically how people become infected.

To demonstrate the efficacy of the SEIZ model, Maleki et al.
apply it to dissemination of misinformation regarding blackouts
during the June 1st Washington, DC riots. In this context, infection
constitutes spreading the hoax that the riots resulted blackouts
using the hashtag #DCBlackOut. Their work indicated that SEIZ
models were a better representation of misinformative processes
than traditional SIS models. Furthermore, an analysis of the derived
parameters revealed that immediate infection and contact between
exposed and infected users was rare – the majority of users who
became infected were first exposed and through deliberating the
presented information, eventually self-adopted (𝜖). These results
underscore the idea that infected users are not primarily created
through heavy contact with infected peers, and instead perform
a notable amount of private consideration during exposure. This
highlights the importance of the verification action advocated for
by Tambuscio et al and calls for more research to understand the
factors leading to self-adoption [28].

3.2 Sociogrammatic Models
Another approach to modelling the spread of misinformation is to
directly consider networks of interconnected actors or sociograms
and apply concepts from networks theory to understand the me-
chanics of how misinformative campaigns propagate. These types
of models generally adopt a more abstract approach to the problem
of misinformation, and many contributions draw on algorithms
concepts and seek to formalize and explore interesting subproblems
within these networks. These models are popular as they are highly

intuitive and their findings can be logically translated to actionable
policies.

In 2011, Budak, Agrawal, and Abbadi helped to lay the ground-
work for this subfield by presenting the first attempts to formalize
the problem of limiting misinformation spread in social networks
[6]. With the sheer volume content on social media, disseminating
accurate information in response to unmitigated misinformation
is extremely challenging. With the overarching goal of making
social media a more reliable source of information, the authors seek
to algorithmically determine an optimal method of disseminating
accurate verification information which can mitigate the efficacy
of misinformation spread throughout a network. To achieve this,
they conceptualize a social network as a directed graph 𝐺 = (𝑉 , 𝐸).
When a node 𝑣 attempts to inform or misinform neighbor𝑤 along
edge 𝑒𝑣,𝑤 ∈ 𝐸 it succeeds with probability 𝑝𝑣,𝑤 . To better under-
stand their model and findings, we will use an illustrative sample
network:

Figure 4: A sample network for understanding the EIL prob-
lem

In this example network, we may consider node 0 as an origin
for a misinformation campaign 𝐶 and expect this individual to mis-
inform its neighbors (1, 2, 8, 9). We model the efficacy of these
outreach attempts with a realization of 𝑝𝑣,𝑤 , indicating successes
with solid lines (live edges) and failures with dotted lines (blocked
edges). Thus, we expect node 0 to successfully misinform nodes
1 and 2 which in turn influence node 3. With this framework es-
tablished, the authors pose the question: how can one best design
a competing verification campaign 𝐿 intended to limit the spread
of misinformative campaign 𝐶 . Campaign 𝐿 shares the same out-
reach mechanism 𝑝𝑣,𝑤 as misinformative piece 𝐶 and once a node
is claimed by either campaign, they cannot be reclaimed. They
specifically look to minimize the number of nodes in the graph
which become infected by campaign 𝐶 at the conclusion of the
information cascades and formalize this problem as the eventual
influence limitation problem (EIL).

The authors show that EIL is NP-hard using an instance of the
set-cover problem; however, given the simplifying assumption of
𝑝𝑣,𝑤 = 1, they prove EIL to be submodular and monotone. This
enables the use of a hill-climbing approach to develop a polynomial
time greedy algorithm capable of selecting a set of nodes which
would be most effective starting points for verification campaign 𝐿.
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Noting the infeasibility of this expensive approach for real life
social media networks, they develop several heuristics to test on
real data sets of Facebook networks, finding that simple degree
centrality heuristic exhibits performance comparable to the greedy
solution. Furthermore, they find that increasing the number of 𝐿
starting nodes failed to significantly change the permeance of 𝐶
throughout real networks, rather starting the campaign as soon as
possible was farmore effective. Taken together, these results suggest
that the most intuitive way to approach the EIL problem is by
identifying few influential individuals (per high degree centrality)
and having them intervene as early as possible.

The EIL was the first of many questions asked of such concep-
tual social media networks which help to explore the properties of
misinformation propagation. In 2018, Pourghomi, Dordevic, and
Safieddine looked to similarly use an abstraction of a social network
to investigate the impact of a particular verification method called
“click to authenticate” [23]. Inspired in part by the work of Budak
et al., the authors sought to understand how an easily accessible
decentralized method of information verification may impact mis-
information spread throughout a network. Click to authenticate is a
theoretical verification intervention which enables users to right-
click on a piece of media to access a real-time check for concurring
reports, source metadata, and crowd-sourced feedback. A 2D mod-
elling effort which looked at discrete time steps during the spread of
misinformation revealed that such a tool could potentially combat
misinformation [24]; in this study, the authors look to take the next
step by demonstrating efficacy in a realistic spatial network.

Towards this end, the Pourghomi et al. used Biolayout, a popu-
lar biological network simulation tool to simulate several realistic
scenarios. To understand the information verification action, they
add several parameters to the existing directed graph 𝐺 = (𝑉 , 𝐸).
In addition to the preexisting edge-related spreading probability
parameter 𝑝𝑣,𝑤 , the model additionally includes parameter 𝐴 rep-
resenting the probability of a given node to immediately use “Click
to authenticate” upon encountering new information, a parameter
𝐶𝑤 representing the probability that a given node will authenticate
given conflicting information, and a final parameter 𝑅𝑣 indicating
the chance that these authentication actions can correct a misin-
formed belief. Several simulations are then run with on randomly
generated networks with various parameter values.

The authors notably confirm a key finding of the EIL problem,
noting that if random users take an active interest in validating
information, we can correct the beliefs approximately 30% of mis-
informed users, as represented by the red nodes (Fig. 5a). However,
if we apply the greedy algorithm derived from the EIL problem to
determine optimal authenticators we can save up to 54% of misin-
formed users (Fig. 5b). This finding helps to powerfully reinforce
the idea that selecting correct influential users can greatly improve
mitigation of misinformation. Additionally, the results suggest that
for this specific network formulation, the population size becomes
irrelevant as the extremities of the spreading trees are almost uni-
laterally saved through individual authentication and sharing, and
thus misinformation is primarily confined to local subsections of
the graph. This model is still in the process of being formalized and
requires additional research to demonstrate practical relevance.

(a) Network without Influencers

(b) Network with Influencers

Figure 5: Networks subject to 30% verification. Red nodes are
saved and blue are infected

3.3 Evolutionary Models
Unlike pathological models which focus on user reactions to en-
countering misinformation and sociogrammatic models which look
at broader community interactions, evolutionary models seek to
understand how misinformation itself changes during its spread
to understand the associated propagation patterns. These kinds of
models are a more recent development compared to pathological
and network models and not yet as widely adopted. By offering
insight into the nature of the misinformative content itself, we can
develop a better intuition for understanding what kind of content
will spread.

One of the first evolutionary studies was conducted by Jang et
al., wherein the team developed a new framework for understand-
ing the propagation of misinformation by borrowing ideas from
traditional evolutionary biology [13]. Phylogenetic trees are tools
used to do illustrate evolutionary relationships between organisms
based on characteristic similarities and differences; in a more for-
mal context, we can define then as connected unidirectional graphs
without cycles and an explicit most common recent ancestor. The
authors seek to translate these methods to the problem of misinfor-
mation to reveal how misinformative content spread and evolves
during the spreading process. The authors use the Q-grams distance
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metric to reflect similarity between pairs of tweets, generating a
table of pairwise values to construct an according evolution tree.
To achieve this, the authors insert the various tweets into a priority
queue based on chronology. The queue is then repeatedly popped
to populate an empty tree, with each tweet being grafted to node
with the minimum string distance, thereby producing a minimum
spanning tree.

To test this novel framework, they use content aggregator Crim-
son Hexagon to choose sixty of the most popular news stories from
various blogs, online publishers and news organizations, thirty
being truthful and and thirty were real. The truthfulness and false-
hood of these stories was confirmed with fact checking service
snopes.com and tweets pertaining to each of these sixty stories were
then collected from the Crimson Hexagon database. Using the al-
gorithm outlined above, a phylogenetic tree is created for each of
the stories revealing that there are significantly different evolution
patterns generated during the propagation of factual versus fake
content.

To gain a better understanding of their findings, we consider
two particular phylogenies illustrated in Fig. 6. Fig. 6a depicts the
propagation of misinformative rumor claiming that Donald Trump
was born in Pakistan. Fig 6b depicts the propagation of the factual
information that Barack Obama contacted Hilary Clinton through
her private email server. Analyses indicate that, on average, mis-
informative phylogenies have far greater depth, whereas trees for
true information display greater breadth. Tree depth is directly re-
flective of changes to tweet content, while tree breadth is indicative
of wider content dispersion. Thus, these findings suggest that real
news is generally shared in its original form, while misinformation
is instead modified during the propagation process, reflecting indi-
vidual opinion and distortion of content. Furthermore, the authors
note differing chronologies between real and misinformative news:
true stories are usually shared immediately upon publishing across
many reputable news sources whereas misinformative stories tends
to linger and spread more slowly. These contrasting patterns en-
courage misinformative articles to accumulate more comments and
opinions from those users engaging with these topics, often con-
tributing new misinformative content to an existing hoax. Overall,
we find that users who engage with misinformation either share
the content with opinionated modifications or not at all.

We also garner insights regarding the sources and seeding of
misinformation. Normal users – not celebrities or politicians – are
sharing 87% of misinformative stories—that is twenty-six out of
thirty fake-news items. Of the remaining 13]% of stories, half of
themwere flagged by Twitter’smisinformation systems and blocked
while the remaining half published by influential individuals remain
active. In addition to being generated predominantly by ordinary
individuals, 43% of misinformative stories cite dubious news sites
frequently flagged as misinformative. In contrast, 43% for truthful
stories are generated by reliable news media sources, with 66% of
them citing verified mainstream media sources like The New York
Times. Evolutionary models are a burgeoning field that can better
elucidate the mechanisms through which misinformation spreads.

4 CONCLUSION
In this paper, we survey the current approaches used to model
the propagation of misinformative content through social media
spaces, paying specific attention to the conceptual underpinnings
of each study. Methodology and conclusions are summarized to
uncover complimentary in findings and understand the specific
niche of the parallel research approaches. Based on these analy-
ses, we taxonomize current modelling efforts to reveal potential
opportunities.

Pathological models conceptualize misinformation as a disease
and leverage techniques from epidemiology to understand it’s
spread. Compartmental mathematical models are used to represent
the status of an individual and reflect the way that their interactions
change their beliefs and thereby status. Pathological approaches
like those explored by Tambuscio et al. and Maleki et al. offer a
unique insight into the user-level actions and psychology behind
the viral spread of misinformation, highlighting the significance of
the surprisingly similar mechanisms behind skeptical verification
and self-adoption of misinformation.

Sociogrammatic models look at social media as a web of inter-
connected actors, using concepts from algorithms and network
theory to understand how misinformation can propagate through
them. Work by Budak et al. and Pourghomi et al. help to abstract
the problem of misinformation propagation, demonstrating the
importance of understanding the underlying network structure
to identify meaningful actors within the networks. Thus, these
types of models are excellent at providing guidance for designing
macro-level misinformation mitigation interventions.

Evolutionary models consider misinformation as something iter-
atively changing and growing throughout the spreading process.
One such model by Jang et al. combines basic natural language pro-
cessing with phylogenetic analysis from biology to study how the
content of tweets change as they travel through social media. They
uncover key differences in user input and information verifiablity.
This class is still developing and future work can certainly look
into translating other concepts from evolutionary biology to the
misinformation domain.

These different classes of models all broadly serve to explicate
the spread of misinformation, but provide different perspectives
and deepen our understanding. Combining the learning from the
studies surveyed, we learn that misinformation is often generated
on a "grassroots" basis. Ordinary users encounter misinformation
with misleading sources, deliberate and form individual opinions on
the topics, then share this content with their own personal tinting,
further obfuscating the evidentiary path and preventing reliable
verification of information. We further learn that one of the most
effective ways to limit the spread of misinformation is to identify
influential actor within networks use them as conduits to verify
information and dispel misinformation. These lessons help to addi-
tionally inform our future directions: of particular interest is the
deliberation process - few people post misinformation immediately
or due to peer pressure - what processes lead people to become
believers and how can we correct this? Additionally, future studies
may seek to integrate the current sets of models; for instance, so-
ciogrammatic analyses can improve by modelling each node’s state
in terms of an SEIZ model rather than a black and white infection
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(a) Misinformation Tree

(b) Real News Tree

Figure 6: Phylogenetic Trees for one false and one real story

status. We hope that further research can provide practical guide-
lines to inform policy and mitigate the spread of misinformation
through social media.

One notable gap in the modelling efforts is a clear lack of con-
sideration for sociodemographic factors affecting misinformation
spread. Current modelling efforts treat all users uniformly, how-
ever, research in psychology and sociology strongly indicate that
factors like education and wealth are the strongest predictors of in-
dividuals becoming believers of misinformative content [4, 8, 9, 21].
Future work should attempt to incorporate these interdisciplinary
learnings, studying how the propagation of misinformation differs
for these vulnerable groups and thereby developing more effective
interventions.
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