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ABSTRACT 

Recent advancements in robot capabilities have enabled them to interact with people in various 

human-social environments (HSEs). In many of these environments, the perception of the robot often 

depends on its capabilities, e.g., task competency, language fluency, etc. To enable fluent human-robot 

interaction (HRI) in HSEs, it is crucial to understand the impact of these capabilities on the perception 

of the robot. Although many works have investigated the effects of various robot capabilities on the 

human’s perception of the robot separately, in my M.S. research, I present three large-scale HRI study 

(total n = 120) to investigate the combined impact of both language fluency and task competency on 

the perception of a robot.  

For the first study, we enlisted monolingual participants who only spoke English (n = 60) in order 

to control for the participants’ linguistic background. Then, to establish a social interaction while also 

incorporating a task to complete between the human and the robot, we designed a simple guessing 

game modeled after the children’s game called ‘What Am I?’ for the participant and robot to play 

together where the robot assumed the identity of an animal and gave the participant hints to guess the 

animal.  To accommodate the differences in language proficiency and task competence of the robot, 

we equipped it with the ability to be both fluent and disfluent in English and correctly match or fail to 

identify the animal, respectively. Finally, we developed four distinct combinations of language fluency 

and task competency (fluent-competent, fluent-incompetent, disfluent-competent, and disfluent-

incompetent) which made up the varying robot conditions in the study. Participants were randomly 

placed into one of these four groups, and to understand how the robot’s condition impacts human 

perception of the robot, we collected and analyzed participants’ perceptions of the robot’s verbal 

competence, intelligence, and reliability along with the robot meeting expectations, being a good 

teammate, and if the participant is willing to work with the robot again.  

From the monolingual perspective in Study I, the fluent-competent robot was rated higher than 

the disfluent-incompetent robot in every perception category except willingness to work again. The 

results indicate that participants found both the fluent robots (fluent-competent and fluent-
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incompetent) to be significantly more verbally competent than the two disfluent robots (disfluent-

competent and disfluent-incompetent). Participants also perceived the fluent-competent, fluent-

incompetent, and disfluent-competent robots to be more intelligent than the disfluent-incompetent 

robot. Participants in the fluent-competent, fluent-incompetent, and disfluent-competent conditions 

all perceived the robot to be significantly more reliable than how the participants in the disfluent-

incompetent condition perceived the robots to be. Regarding perceptions of expectations being met, 

participants in the fluent-competent and disfluent-competent conditions perceived the robot to have 

met their expectations more than the participants in the disfluent-incompetent condition did. Lastly, 

participants in the fluent-competent and disfluent-competent conditions rated the robot more highly 

for being a good teammate than participants in the disfluent-incompetent condition did. There was no 

statistical significance of the effects of varying robot conditions on participants’ willingness to work 

with the robot again. 

In the second study, we aimed to maintain the same experimental setup and design as the first 

study, but instead of requiring participants to be monolingual in English, we sought out participants 

(n = 60) who were multilingual, with English as one of their fluently spoken languages. The results of 

this study suggest that participants found the fluent-competent robot to be significantly more verbally 

competent than the other three varying robot conditions (fluent-incompetent, disfluent-competent, and 

disfluent-incompetent). Participants perceived both the competent robots (fluent-competent and 

disfluent-competent) to be more intelligent than the incompetent robots (fluent-incompetent and 

disfluent-incompetent robots). The results also indicate that both the competent robots (fluent-

competent and disfluent-competent) were perceived to be more reliable than the incompetent robots 

(fluent-incompetent and disfluent-incompetent robots). Additionally, participants rated the fluent-

competent robot significantly higher in reliability than the disfluent-competent robot. The participants 

also perceived both the competent robots (fluent-competent and disfluent-competent) to have met their 

expectations more than the incompetent robots (fluent-incompetent and disfluent-incompetent robots). 

Participants in the fluent-competent and disfluent-competent conditions rated the robot significantly 
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higher for being a good teammate than participants in the fluent-incompetent and disfluent-

incompetent conditions did. Finally, the results suggest that the participants are more willing to work 

with both the competent robots (fluent-competent and disfluent-competent) than the incompetent 

robots (fluent-incompetent and disfluent-incompetent robots). 

The third study entailed comparing the perception of robots from the monolingual perspective 

with the perception of robots from the multilingual perspective, and this was done by combining the 

data from both Study I and Study II (n = 120). The purpose of this third study was to investigate 

potential interactions between language groups and varying task conditions on perceptions of the 

robot. We found that there were statistically significant differences between the ratings of monolingual 

participants and that of multilingual participants in certain varying robot conditions. Multilingual 

participants perceived the verbal competence of the disfluent-competent and disfluent-incompetent 

robot to be significantly higher than monolingual participants did. Multilingual participants also rated 

the fluent-competent robot more highly as a good teammate than their monolingual counterparts. 

However, the monolingual participant group rated the fluent-incompetent robot significantly higher 

than the multilingual participants in intelligence, reliability, meeting expectations, and willingness to 

work with the robot again. 

The results suggest that both language fluency and task competency may impact certain 

perceptions of the robot at different scales. For example, in Study I, while language fluency may play 

a more significant role than task competency in the monolingual perception of the verbal competence 

of a robot, both language fluency and task competency contribute to the perception of the intelligence 

and reliability of the robot. On the other hand, task competency played a more significant role than 

language fluency in the perception of meeting expectations and being a good teammate for 

monolingual individuals. In Study II, multilingual participants were more impacted by task 

competency in their perceptions of the robot’s intelligence, ability to be a good teammate, meet 

expectations, and their willingness to work with the robot again. In Study III, monolingual participants 

prioritized fluency more than task competency in the perception categories of intelligence, reliability, 
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meeting expectations, and willingness to work with the robot again as they rated the fluent-

incompetent robot significantly higher in these conditions than multilingual participants did. Although 

the studies in our research did not investigate why monolingual or multilingual perceptions may have 

varied across certain conditions, these results may serve as a foundation for future research to explore 

additional relationships between monolingual and multilingual participants’ perception of robots while 

also understanding the factors that may cause these perceptions to differ. Overall, the findings of these 

three studies highlight the relationship between language fluency and task competency through the 

lens of linguistic background in the context of social HRI and will enable the development of more 

intelligent robots in the future. 
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Chapter 1  

INTRODUCTION 

The integration of robots to interact and work alongside people has become a growing area of research [1]– 

[7]. Advancements in robotics over the last few decades have enabled them to perform complex tasks and 

interact with people across various human-social environments (HSEs) [8]– [12]. Other works have 

explored how robots can understand and utilize various group dynamics to work with people in teams [99]-

[103]. As a result, there has been an increase in research exploring the role of robots and understanding how 

robots are perceived in various scenarios based on these roles [13]– [17].  

One particular capability of robots that has widely been explored in the context of social human-

robot interaction (HRI) is their verbal communication skills [18]– [23]. Along this research direction, many 

works have focused on investigating the communication abilities of robots, and their effectiveness in 

various task settings [7], [15], [19], [24]. Another work evaluated interpersonal communication and 

relationship building between a robot and a human partner and found that verbal communication 

capabilities had a positive impact on the social perception of the robot as well as strengthened the bond 

between the collaborative pair [24]. Similarly, another study found that verbal communication positively 

impacts perceptions of friendliness and social presence in robots [25]. Given the critical role verbal 

communication plays in HRI, many works in HRI have focused on making communication as natural and 

fluent as possible [19], [20]. 

In human-human interactions, among various aspects of verbal communication, language fluency 

particularly plays a significant role in building a perception of a person. For example, some studies indicate 

that participants hold negative biases and stereotypes against non-native speakers [26]– [28]. Although the 

impact of language fluency on the perception of a person in human-human interaction has been considerably 

studied, there has not been any work exploring the impact of language fluency on the perception of the 
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robot. As robots are now expected to interact with people in various social scenarios, it’s crucial to explore 

how verbal communication, specifically language fluency, may play a role in HRI.  

Along with verbal communication being a significant part of interactions, robots are also expected 

to interact with people and perform various tasks with them. In these scenarios, the task competency of the 

robot also affects how people perceive the robot. Several studies have investigated varying task competency 

and its influence on the perception of robots [29]– [35]. For example, robots that were interruptive during 

tasks were perceived as being less task competent than the robots that completed the tasks without 

interleaving [32], [35]. Additionally, results from some works indicate how human agents perceived an 

erroneous robot as less trustworthy and less reliable than a competent robot in a collaborative setting [36]. 

1.1 Thesis Statement 

Verbal communication within human-robot interactions has been increasing as robots are being designed to 

better work with humans and integrate into society [18]– [20], [22], [50]-[52]. Similarly, there has been a 

significant exploration of human-robot interaction through task collaboration along with implications on 

perceptions of a competent robot [35], [36], [55]. Thus, social robots employing natural, fluent speech and 

being competent at tasks are established as separate, important components in the perception of robots by 

humans. However, given that a lot of task collaboration between humans and robots includes verbal 

communication, it is surprising that both components have not yet been jointly evaluated within the realm 

of HRI. Although task incompetency in robots has been investigated, there is no research surrounding 

disfluency within robots. Moreover, existing literature depicts how monolingual and multilingual 

individuals perceive non-native speech differently and how there are negative biases and perceptions 

present against disfluent speech in humans [26], [27], [41]–[45], [82], [83]. Therefore, it is crucial to 

investigate how varying language fluency and task competency in a social robot will affect people’s 

perceptions of the robot through the lens of their linguistic background. Specifically, I aim to investigate 

the impact of the robot’s language fluency and task competency (i.e., fluent-competent, fluent-incompetent, 

disfluent- competent, and disfluent-incompetent conditions) on the perceptions of the robot’s verbal 
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competence, intelligence, and reliability along with whether the robot meets expectations, is a good 

teammate, and if the participant is willing to work with the robot again. Understanding the perceptions that 

people with different language capabilities can have on a robot with varying language fluency and task 

competency will allow for robots to be designed more appropriately to integrate better into diverse societies.  

1.2 Completed Work 

To investigate the gap introduced in Section 1.1, we designed a human-robot interaction scenario modeled 

after the children’s guessing game, “What Am I?,” and conducted three large-scale HRI studies (n = 60, 

n=60, n=120). In this task, a NAO robot described various characteristics of an animal, and the human 

participant was prompted to guess what animal the robot was referring to. We varied the language fluency 

of the robot by allowing it to speak at a native or a non-native level and the task competency by allowing 

the robot to correctly match or fail to identify the animal. The first study explored the perceptions of the 

robot from a monolingual perspective, the second study focused on perceptions of the robot from a 

multilingual perspective, and the third study compared the perceptions of the two participant groups.  

The results from the first study suggest that while language fluency may play a greater role than 

task competency in the perception of verbal competence of a robot, both language fluency and task 

competency contribute to the perception of intelligence and reliability of the robot. The results also indicate 

that task competency may play a greater role than language fluency in the perception of the robot meeting 

expectations and being a good teammate. In the second study, multilingual participants may have been more 

impacted by task competency in their perceptions of the robot’s intelligence, ability to be a good teammate, 

meet expectations, and their willingness to work with the robot again while both language fluency and task 

competency may play a role in their perception of the robot’s reliability. The findings in the third study 

suggest that there were significant interactions between the participant groups and their perceptions of the 

robot in certain conditions. The results indicate that multilingual individuals may perceive language 

disfluency more positively with respect to ratings of verbal competence than monolingual participants. 

Monolingual individuals, on the other hand, perceived fluent-incompetent robots more positively in ratings 
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of intelligence, reliability, meeting expectations, and willingness to work with the robot again. This may 

suggest that monolingual and multilingual individuals’ perceptions of robots are impacted differently by 

varying language fluency and task competency. These findings will allow us to have a deeper understanding 

of the relationship between language fluency and task competency on the perception of a robot and to 

develop ways to reduce non-native language biases and promote greater understanding and respect for 

linguistic diversity in the context of HRI. 

1.3 Contributions 

My thesis has three main components: perceptions of robots with varying language fluency and task 

competency from a monolingual perspective, multilingual perspective, and a comparison between the 

perceptions of the two participant groups. First, we developed a study design in which the robot presented 

different combinations of language fluency and task competency during a guessing game that it played with 

participants. In Study I, we found that there is a significant difference between perceptions of robots in 

varying robot conditions in certain perception categories from the perspective of monolingual individuals. 

For example, monolinguals may prioritize language fluency when perceiving verbal competence, both 

language fluency and task competency when perceiving intelligence and reliability, and task competency 

when determining if their expectations were met and if the robot was a good teammate. Next, we replicated 

the study design from Study I to create Study II, but we replaced monolingual participants with multilingual 

participants in this second study. We discovered that there is a significant difference between perceptions 

of robots in varying robot conditions in certain perception categories from the perspective of multilingual 

individuals. Specifically, multilinguals may be impacted by task competency more than language fluency 

in their perceptions of the robot’s intelligence, ability to be a good teammate, meet expectations, and their 

willingness to work with the robot again while both language fluency and task competency may play a role 

in their perception of the robot’s reliability. Third, in Study III, we analyzed the combined results of Study 

I and Study II. We observed that there were significant interactions between the participant groups and their 

perceptions of the robot in certain conditions. These findings implied that language fluency plays a greater 
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role in the perception of a disfluent robot’s verbal competence for monolingual participants than 

multilingual participants. Additionally, monolingual individuals rated fluent-incompetent robots more 

favorably in the perception categories of intelligence, reliability, meeting expectations, and willingness to 

work with the robot again. Based on these works, we hope for further research to expand on understanding 

why ratings between robot conditions and participant groups differed while also gaining valuable insight 

into what robot capabilities are necessary to maintain positive human-robot interactions. 

1.4 Broader Impact 

Our proposed studies and findings have a vast range of pertinence within the field of human-robot 

interaction. Although the impacts of verbal communication and task competency on perceptions of social 

robots have been investigated in isolation, our findings demonstrate a greater need for them to be explored 

together. In addition, given that social robots will have to work with diverse human populations who 

potentially identify with many different backgrounds, our research has opened the door to understanding 

the impact that a person’s linguistic background can have on the perception of the robot. Moreover, these 

studies can inspire future work to investigate or further explore the potential impact that other participant 

backgrounds can have on perceptions of robots such as culture, personality, age, and gender.  

Additionally, our results can be extended to make interactions between humans and social robots more 

natural and seamless since we are better able to understand the preferences in robot capabilities that different 

subset groups in human populations may have. Furthermore, our proposed implications of how varying 

language fluency and task competency in a social robot affects different participant groups’ perceptions of 

the robot enable future robot design to prioritize which capabilities the robot needs to possess in order to 

best serve or work with the specific person or group of persons that it will be working with. For example, 

if multilingual individuals find task competency to play a greater role than language fluency in their 

perception of the robot partner’s intelligence, then it would be beneficial to make sure that the robot has 

uncompromised task competency and not focus more on its language fluency when designing it to interact 

with multilingual humans. Finally, we believe that our research paves a way for the research community to 
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evaluate perceived language fluency and task competency in robots through different linguistic 

backgrounds and make advancements on this research field in HRI. 
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Chapter 2 

BACKGROUND 

2.1 Language Fluency  

The definition of fluency in the context of spoken language in human-human interactions has long been 

debated and studied. For example, Fillmore sees fluency as “the ability to fill time with talk” which implies 

that a person employs fewer pauses, stutters, and thinking time when speaking [63]. Brumfit perceives 

fluency “as the maximally effective operation of the language system so far acquired by the student” [64] 

Both of these approaches were combined to propose a potential broad measure of fluency to be “(1) the 

speed and flow of language production, (2) the degree of control of language items, and (3) the way 

language and content interact” [65]. However, Swain believes that fluency is when a message is conveyed 

“precisely, coherently, and appropriately.” Thus, in order to reach native-speaker fluency, there has to be an 

advancement from semantic to syntactic processing, so that the grammatical accuracy of the language is 

maintained in the delivery of the message [66].  

Lennon differentiates between two approaches of fluency [37]. The first is a holistic, broad sense 

in which fluency refers to global oral proficiency. The second portrays fluency in a much narrower sense 

and relies on the efficient and effortless planning and production of speech, such as speaking speed or 

grammatical accuracy. Furthermore, language fluency has been linked to higher levels of perceived 

proficiency and is “best conceived of as fast, smooth, and accurate performance” [38], [39]. However, there 

is a greater risk of confounding measures when multiple measures are used to define and examine fluency 

[40]. Given the limited literature on definitive descriptions and classifications of language fluency within 

the human-human realm, it is not surprising that language fluency in HRI has yet to be adequately explored. 

In this study, we will be referring to language fluency in Lennon’s narrow sense and focus only on one 

measure of oral proficiency: grammatical accuracy. 
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2.1.2 Defining Monolingualism & Multilingualism  

As technology and society advances, interactions between groups of people with different identities, 

backgrounds, and cultures are also bound to increase. With people being exposed to more languages and 

having varying competency levels in producing those languages, it has become more of a challenge to try 

and adapt a person’s linguistic abilities to existing concepts of what is considered monolingual, bilingual, 

multilingual, and so on [68]. There are various definitions of monolingual, bilingual, and multilingual, but 

the Longman Dictionary of Language Teaching and Applied Linguistics and the Merriam-Webster 

Dictionary define them as follows:  

‘monolingual’ 

(n, adj.) “1. a person who knows and uses only one language 2. a person who has an active 

knowledge of only one language, though perhaps a passive knowledge of others.” [69] 

(adj.) “having or using only one language.” [70] 

‘bilingual’ 

(adj.) “a person who uses at least two languages with some degree of proficiency. In everyday use 

bilingual usually means a person who speaks, reads or understands two languages equally well (a 

balanced bilingual), but a bilingual person usually has a better knowledge of one language than 

another.” [69] 

(adj.) “using or able to use two languages especially with equal fluency.” [70] 

‘multilingual’ 

(n, adj.) “a person who knows and uses three or more languages. Usually, a multilingual does not 

know all the languages equally well.” [69] 

(adj.) “using or able to use several languages especially with equal fluency.” [70] 
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Pulling from other existing literature, a working definition of monolingualism can be “the condition 

or state of being able to speak only one language,” or natively speaking one language, bilingualism to be 

“a native-like control of two languages,” and multilingualism to be equal competence in more than one 

language or “the use of more than one language” [74]-[76]. For the sake of my research, the definition of 

monolingual that I adhere to is “native fluency in one language.” Additionally, in my thesis, I interpret the 

terms ‘multilingual’ and ‘multilingualism’ to encompass ‘bilingual’ and ‘bilingualism,’ respectively. 

Therefore, the definition of multilingual that I employ in my research is “native fluency in more than one 

language.” To control for the language capabilities of participants in this work, we required all participants 

to be a native, monolingual in English in Study I and multilingual, with one of the fluently spoken languages 

being English, in Study II. 

2.2 Language Bias & Benefits 

Monolingualism and multilingualism span beyond just linguistic capabilities and implications. There is 

literature supporting that multilingual individuals may have intellectual, emotional, and cultural benefits 

[68], [78]. Language study can be seen as an intellectual stimulus that can assist with cognitive processes 

and yield new ways of “thinking, learning, and organizing knowledge” [79]. Hawkins stated that the ability 

to learn one language makes an individual capable of learning other languages, as there are important 

linguistic skills and learning strategies that are developed through this language acquisition [80]. Knowing 

other languages also provides ‘access to different bodies of knowledge which are unavailable to the 

monolingual speaker’ [81]. It was also found that multilingualism had a correlation with greater cultural 

empathy and open-mindedness [71], [72]. Dewaele suggested that the implication of this was that knowing 

many languages “broadens the mind” and multilinguals are “more willing to accept that other people might 

have different values” [71]. There is also research supporting that individuals who know more languages 

express lower levels of communicative anxiety, and this finding was attributed “to the fact that multilinguals 

have more experience in communication with a wide range of interlocutors, which allows them to overcome 

unexpected communicative difficulties” [71], [72]. Relatively recent research has found that 
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multilingualism, which is “operationalized as advanced levels of proficiency in several foreign languages 

and frequent use of these languages,” is positively linked to cognitive empathy [77]. Furthermore, these 

greater levels of cognitive empathy can be perceived as an indication of multicompetence [77]. 

However, not all the associations with multilingualism are positive. The study of language bias and 

perception has become increasingly important as globalization has led to a more diverse and multicultural 

society. There are negative attitudes and biases towards people who speak many languages throughout 

society for various reasons. An area of interest is the perception of multilingual, non-native language 

speakers by monolingual, native language speakers. For example, several studies have been conducted to 

investigate the extent of bias, and the factors that influence perceptions of non-native speakers [26], [27], 

[41]– [45]. Other studies depict how students express a preference for native English-speaking teachers and 

negatively judge the teaching skills of non-native English teachers [28], [46], [47]. Similarly, monolingual 

children displayed a preference to affiliate and work with other monolingual children who spoke the same 

language as them than with bilingual children or foreign language speakers [84]. One study found non-

native speakers to have lower perceived intelligence and trustworthiness by native speakers [48]. Volz et 

al. found that monolingual, native English speakers were less likely to believe nonnative speakers' 

messages, and this was in part attributed to the language disfluency in the messages [82]. Another study 

observed that non-native speakers in call centers were perceived as less verbally competent and trustworthy 

compared to their native English-speaking counterparts [83]. There is adequate literature surrounding native 

speaker bias and perceptions of non-native speakers in human-human interactions. However, little research 

has been done surrounding the impact of a person’s linguistic abilities on their perceptions of a robot. 

Therefore, in this research, we take into account the languages that participants speak, and explore the 

impact that this linguistic background can have on perceptions of a robot with varying language fluency.  

2.3 Language in Robots 

Verbal communication has been a crucial area of research in robotics, as it enables robots to interact with 

humans in a more natural and intuitive way [18]– [20], [22]. Language plays an important role in human-
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robot interaction, as it allows robots to understand and respond to human commands, convey information, 

and establish social relationships with humans [50]– [52]. McGinn found that the robot’s voice which with 

it executed verbal communication had an impact on the robot’s perception [106]. The focus of several works 

has been to improve perceptions of trust in robots by employing deep learning speech and automatically 

generated explanations [53], [54]. With the importance of verbal communication and natural language 

established in HRI, it is important to understand how varying levels of language fluencies can impact 

perceptions of that robot. 

2.4 Task Competency 

Previous research in HRI has explored various aspects of robot behavior, including task performance, and 

their impact on the perception of the robot. For example, Salem et al. found that participants rated a robot 

as more reliable and trustworthy when it performed a task competently compared to when it made errors, 

suggesting that task competency influences perceptions in robots [36]. In a similar vein, Carter et al. found 

that participants rated robots who did not interrupt during a task as more competent than robots that did 

interrupt the collaborative task [35]. Furthermore, Walker et al. observed that participants perceived the 

competence of the robot more negatively when it deviated from tasks [104]. Research also showed that 

humans perceive robots as more competent and trustworthy when they perform analytical tasks compared 

to social tasks [105]. Clair et al. employed verbal feedback in a human-robot collaboration task and found 

that ratings of team performance and the robot as a teammate were improved [55]. Although some work 

explored the interaction between verbal messages and task competency, there is a gap in the exploration of 

the effect of language fluency and task competency in HRI. Therefore, in my research, we aim to examine 

the effects of varying task competency paired with varying language fluency on the perceptions of a social 

robot partner. 
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Chapter 3 

HYPOTHESIS & RESEARCH QUESTIONS 

To examine the impact of varying language fluency and task competency on the perception of a social robot, 

we have designed three studies in which each has four experimental conditions. In particular, we aim to 

investigate whether perceptions vary for a robot that is: (1) fluent and task competent; (2) fluent and task 

incompetent; (3) disfluent and task competent, or (4) disfluent and task incompetent. We refer to these four 

conditions as the varying robot conditions. Building on the literature, we want to investigate the impact of 

these varying robot conditions on the general perception of the robot (verbal competence, intelligence, 

reliability), the robot meeting expectations, the robot as a teammate, and participants’ willingness to work 

with the robot again. 

The hypotheses that I developed are based on existing correlations and perceptions of non-native 

English speakers from Section 2.2 and task competent robots from Section 2.4. Given that monolingual and 

native English speakers are less willing to work with and find non-native English speakers to be less 

verbally competent, intelligent, reliable, and trustworthy than native English speakers, I anticipate that this 

would likely also be the case regarding the perception of disfluent robots by monolingual English 

participants. In contrast, since multilingual individuals were found to exhibit higher cognitive empathy, 

open-mindedness, and willingness to accept that people may differ in values, I reason that they may be 

more understanding towards and accepting of the disfluent robots as well. Furthermore, multilinguals have 

lower levels of communicative anxiety, so I argue that they will be less deterred by the language errors 

made by the disfluent robots. As there is not sufficient research to date studying the combined impact of 

language fluency and task competency on robot perception, I base my hypotheses surrounding perception 

of varying task competency within robots on existing positive correlations established between robots that 

are task-competent and their perceptions of intelligence, reliability, and the robot as a teammate.  

Therefore, the hypotheses for Studies I, II, and III are as follows:  
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3.1 Hypothesis 

• H1: Both monolingual and multilingual participants will have a higher rating of intelligence, 

reliability, their expectations being met, the robot as a teammate, and the participants’ willingness 

to work with the robot again in the fluent-competent condition than in the fluent-incompetent 

condition. Additionally, there will be no difference between the ratings of verbal competence in 

fluent-competent and fluent-incompetent conditions. 

• H2: Both monolingual and multilingual participants will have a higher rating on general perception 

of the robot, their expectations being met, the robot as a teammate, and the participants’ willingness 

to work with the robot again in the fluent-competent condition than in the disfluent-incompetent 

condition. 

• H3: Monolingual participants will more positively perceive the fluent-incompetent robot than the 

disfluent-competent robot across all dependent measures while multilingual participants will more 

positively perceive the disfluent-competent robot than the fluent-incompetent robot across all 

dependent measures except for verbal competence.  

• H4: Monolingual individuals will rate perceptions of the fluent-competent and fluent-incompetent 

robots higher than the disfluent-competent and disfluent-incompetent robots, respectively. 

Multilingual individuals will not differ in their ratings between the fluent-competent and fluent-

incompetent robots and disfluent-competent and disfluent-incompetent robots, respectively. 

• H5: Multilingual participants will rate the disfluent-competent and disfluent incompetent robots 

higher across the dependent measures compared to monolingual participants. 

• H6: Monolingual participants will rate the fluent-incompetent robot higher across the dependent 

measures compared to the multilingual participants.  

We aimed to address the hypotheses through the following research questions across three studies: 
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3.2 Study I Research Questions 

• RQ1: How does the general perception (verbal competence, intelligence, and reliability) of the 

robot partner differ across the varying robot conditions from the perspective of monolingual 

individuals? 

• RQ2: How do the perceptions of the participants’ expectations being met differ across the varying 

robot conditions from the perspective of monolingual individuals? 

• RQ3: How do the perceptions of the robot as a teammate differ across the varying robot conditions 

from the perspective of monolingual individuals? 

• RQ4: How does the willingness to work with the robot differ across the varying robot conditions 

from the perspective of monolingual individuals? 

3.3 Study II Research Questions 

• RQ5: How does the general perception (verbal competence, intelligence, and reliability) of the 

robot partner differ across the varying robot conditions from the perspective of multilingual 

individuals? 

• RQ6: How do the perceptions of the participants’ expectations being met differ across the varying 

robot conditions from the perspective of multilingual individuals? 

• RQ7: How do the perceptions of the robot as a teammate differ across the varying robot conditions 

from the perspective of multilingual individuals? 

• RQ8: How does the willingness to work with the robot differ across the varying robot conditions 

from the perspective of multilingual individuals? 

3.4 Study III Research Questions 

• RQ9: How does the general perception (verbal competence, intelligence, and reliability) of the 

robot partner differ across the varying robot conditions between monolingual and multilingual 

individuals? 
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• RQ10: How do the perceptions of the participants’ expectations being met differ across the varying 

robot conditions between monolingual and multilingual individuals? 

• RQ11: How do the perceptions of the robot as a teammate differ across the varying robot conditions 

between monolingual and multilingual individuals? 

• RQ12: How does the willingness to work with the robot differ across the varying robot conditions 

between monolingual and multilingual individuals? 
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Chapter 4  

METHODS 

4.1 What Am I? Study Design  

To address these research questions, we designed a human-robot interactive scenario, which is loosely based 

on the guessing game, “What Am I?” This game consists of the interaction partner prompting the robot to 

guess the identity of an animal that the robot is assuming after hearing a few characteristics of that animal 

from the robot. The robot was positioned on a small table to face the human agent during the entire 

interaction. The participant was provided with a list of animals and their associated characteristics which 

they could reference throughout the game. The participant was either assigned to a fluent robot, which 

spoke English at a native fluency level, or a disfluent robot, which spoke English at a non-native fluency 

level for the entire duration of the game. We define fluency in detail in the following section.  

To initiate the game, the robot greets the player and asks if they are ready to begin the round. After 

the partner affirms, the robot states the characteristics of the animal whose identity it assumed and asks the 

participant, “What am I?” (fluent robot) or “What I am?” (disfluent robot). Then, the participant identifies 

the animal, and the robot either correctly confirms the accuracy of the identity or incorrectly rejects the 

participant’s selection and states the wrong animal for the characteristics it assumed. The robot then 

continues to the next round and repeats this process with a different animal identity until a total of three 

rounds are completed. At the conclusion of the third round, the robot states the game has ended and thanks 

the human partner for playing. A sample script of the varying robot interactions is included in Table 1. 
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4.2 Language Fluency and Task Competency Classification 

Table 1: Sample Script for The Four Varying Robot Conditions. 

 

4.2.1 Language Fluency  

There are many factors that can impact the spoken language fluency of a non-native speaker and the 

perception of their language fluency such as stutter, accent, hesitation, intonation, phonological processes, 

pronunciation rules, and ungrammatical words or sentence structures, etc. [37], [39], [56], [57]. For this 

study, we incorporated grammatical accuracy in a speech to represent the fluent robot 

partner. In order to accurately depict disfluency in the robot, we need to define speech disfluency. A possible 

taxonomy to understand speech disfluencies is by distinguishing speech disfluencies into two groups: 

disfluencies that stem from uncertainty and errors or error-type disfluencies (ETDs) [58]. This taxonomy 

lists the principal measures of uncertainty-related speech disfluencies to include factors such as hesitations 

and repetition while error-type disfluencies encompass measures such as grammatical errors and 

contamination. In this work, we interpreted the root of speech disfluency to be ETDs. Specifically, we 

incorporated grammatical errors in a speech to represent the disfluent robot partner. We also chose this 

factor because grammatical errors can be made easily decipherable to participants in robot speech, and we 

wanted to avoid disfluency measures that could be interpreted as inherent to the robot. For example, stutter 

or hesitation could have been incorrectly attributed to or perceived as malfunctions or natural behavior of 
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the robot. The types of grammatical errors implemented in the disfluent robot’s dialogue included inaccurate 

subject-verb agreement, incorrect singular/plural agreement, wrong pronoun usage (subjective vs 

objective), incorrect word form, and lack of article and preposition usage. These errors were based on the 

most common grammatical errors made by non-native English speakers [59]– [61]. A sample script of the 

disfluent robot interaction is included in Table 1. 

4.2.2 Task Competency  

Along with verbal language fluency, this study also looked at the perceptions of two types of task 

competencies by the robot: task competent (accurate task completion) and task incompetent (inaccurate 

task completion). The task competent condition was demonstrated in the game by the robot correctly 

affirming the animal that the human player guessed to be the robot’s assumed identity. The task incompetent 

condition was represented in the game by the robot incorrectly rejecting the animal that the human player 

guessed to be the robot’s assumed identity and stating a different incorrect animal as the answer. A sample 

script of the task competent and task incompetent robot interactions are included in Table I.  

4.3 The Robot 

In our study, the SoftBank Robotics’ NAO humanoid robot was used. To capture the robot’s nonverbal 

gestures, we utilized the expressive behavior modules in SoftBank’s Choregraphe Suite and for the robot’s 

verbal performance, we worked with Amazon Polly’s text-to-speech platform [62]. The decision to use 

Amazon Polly over Choegraphe’s text-to-speech option was due to Amazon Polly’s robust annunciation 

and timing capabilities. To mitigate potential bias with the perceptions of the robot’s gender, we use the 

gender-neutral “ivy” voice. Then, 18 sound clips of the fluent, disfluent, accurate task completion, and 

inaccurate task completion dialogue were added to the Choregraphe program and matched with some basic 

animation behaviors. In Choregraphe, we also utilized the speech recognition 

modules so that the robot could react accordingly to the participant’s responses.  
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Chapter 5 

STUDY I 

5.1 Procedure  

Participants reviewed a study information document for consent along with the task instructions and were 

asked to complete a brief demographic survey. Each participant was then randomly assigned to one of four 

participant groups where each group differed in its combination of language fluency and task competency. 

Next, the participants played three rounds of the “What Am I?” game with the NAO robot. In each round, 

the robot would assume the identity of an animal and give a description of that animal to the participant 

who would then have to guess the identity of the animal based on the provided description. After playing 

all three rounds, participants were asked to rate how much they agreed with the robot being verbally 

competent, intelligent, reliable, a good teammate, meeting their expectations, and willing to work with the 

robot again on a five-point Likert scale ranging from “strongly disagree” (1) to “strongly agree” (5). The 

entire study took approximately 15 minutes. At the conclusion of the study, participants were debriefed and 

compensated. 

5.2 Participant Classification  

To reduce the participants' linguistic bias in the perception of the language fluency and task competency of 

the robot, we only chose to select monolingual participants to participate in this study. The monolingual 

categorization was based on participants' responses to a pre-task survey that collected biographical, 

demographic, and linguistic information and was completed upon arrival. The linguistic portion comprised 

two questions where the first asked how many languages the participant had verbal native fluency in, and 

the second followed up by asking to list the language(s) from the previous question. Native fluency was 

defined to the participants on the survey as being a native language that does not contain unnatural 

grammatical errors, pauses, stutters, repetitions, or self-corrections when speaking in the language. The 

participants of this study identified themselves as monolingual native English speakers. In order to be 



 28 

classified as a monolingual native speaker, the participant had to self-report their linguistic abilities and 

answer the first question with the number “1” and the second question with the language “English”'. 

5.3 Participants  

A total of 60 adults participated in the study (70.0% female (n = 42), 30.0% male (n = 18)). The mean age 

of participants was 21 years (SD = 2.75). All participants were required to be English speakers, available 

to participate in-person, at least 18 years of age or older, and monolingual. The participants consisted of 

undergraduate and graduate students, and high school and college graduates. During the study, participants 

also reported their experience with robots in general (M = 1.42, SD = 0.740). Participants were compensated 

with a $5 gift card for participating in the study. The study was approved by the Institutional Review Board. 

5.4 Measures  

After the game, participants were asked to rate perceptions of the robot's verbal competence, intelligence, 

and reliability. We also had participants reflect on whether the NAO robot was a good teammate, rate their 

willingness to work with the robot again, and express whether the robot met their expectations on the Likert 

scale described in Section 5.1. 



 29 

5.5 Results & Discussion 

 

Figure 1: Bar graphs showing monolingual participant perceptions of verbal competence, intelligence, and reliability as well as 

their ratings of expectations being met, the robot as a teammate, and their willingness to work with the robot again across four 

varying robot conditions (the robot being fluent and task competent, fluent and task incompetent, disfluent and task competent, and 

disfluent and task incompetent). Error bars 95% CI. The significant values are shown in * 

(∗ = p < .05, ∗∗ = p < .01, ∗ ∗ ∗ = p < .001). 

5.5.1 RQ1: Effects of Varying Robot Conditions on Perceptions 

5.5.1.1 Verbal Competence 

Separate univariate ANOVAs on the dependent variables revealed significant effects of varying robot 

conditions on perceptions of verbal competence, (F(3, 56) = 16.46, p < .001, η2 = .469). The results (Fig. 
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1-A) suggest participants in the fluent-competent condition rated verbal competence (M = 4.53, SD = 1.060) 

higher than participants in the disfluent-competent group (M = 2.67, SD = 1.397), (p < .001). Participants 

in the fluent-competent condition rated verbal competence (M = 4.53, SD = 1.060) higher than participants 

in the disfluent-incompetent group (M = 2.00, SD = 1.604), (p < .001). Participants in the fluent-

incompetent condition (M = 4.60, SD = 0.828) rated verbal competence higher than participants in the 

disfluent- competent group (M = 2.67, SD = 1.397), (p < .001). Participants in the fluent-incompetent 

condition rated verbal competence (M = 4.60, SD = 0.828) higher than participants in the disfluent-

incompetent group (M = 2.00, SD = 1.604), (p < .001). 

Discussion: The results indicate that there was no significant difference between the perception of 

verbal competence in the fluent-competent and fluent-incompetent robots. The results also suggest that 

participants found both the fluent robots (fluent-competent and fluent-incompetent) to be significantly more 

verbally competent than the two disfluent robots (disfluent-competent and disfluent-incompetent). This was 

expected as the disfluent robots made grammatical errors, which may influence the perception of the verbal 

competence of those robot conditions. Additionally, the fluent-incompetent robot’s verbal competence was 

rated significantly higher than that of the disfluent-competent robot. Finally, the fluent-component and 

fluent-incompetent robots received higher participant ratings than the disfluent-component and disfluent-

incompetent robots within verbal competence, respectively. The results may indicate that language fluency 

plays a greater role than task competency on the perception of verbal competence of a robot for monolingual 

individuals.  

5.5.1.2 Intelligence  

Separate univariate ANOVAs on the dependent variables revealed significant effects of varying robot 

conditions on perceptions of intelligence (F(3, 56) = 6.425, p < .001, η2 = .256). The results (Fig. 1-B) 

suggest participants in the fluent-competent condition rated intelligence (M = 4.07, SD = 1.534) higher than 

participants in the disfluent-incompetent condition (M = 1.93, SD =1.534), (p < .001). Additionally, 

participants in the fluent-incompetent condition rated intelligence (M = 3.27, SD = 1.163) higher than 



 31 

participants in the disfluent-incompetent condition (M = 1.93, SD = 1.534), (p = .047). Participants in the 

disfluent-competent condition rated intelligence (M = 3.40, SD = 1.183) higher than participants in the 

disfluent-incompetent condition (M = 1.93, SD = 1.534), (p = .024). 

Discussion: The results suggest that the participants perceived the fluent-competent, fluent-

incompetent, and disfluent-competent robots to be more intelligent than the disfluent-incompetent robot. 

Additionally, the fluent-incompetent robot received higher participant ratings than the disfluent-

incompetent robot within the perception category of intelligence. However, in the fluent-incompetent and 

disfluent-competent conditions, at least one of the variables (language fluency or task competency) was 

compromised, yet robots in both conditions were still perceived to be more intelligent than the disfluent-

incompetent robot, which had both variables compromised. These results may suggest that both language 

fluency and task competency have an impact on the perceived intelligence of the robot.  

5.5.1.3 Reliability  

Separate univariate ANOVAs on the dependent variables revealed significant effects of varying robot 

conditions on perceptions of reliability (F(3, 56) = 6.463, p < .001, η2 = .257). The results (Fig. 1-C) suggest 

participants in the fluent-competent condition rated reliability (M = 3.87, SD = 1.807) higher than 

participants in the disfluent-incompetent condition (M = 1.73, SD = 1.534), (p = .001). Additionally, 

participants in the fluent-incompetent condition rated reliability (M = 3.20, SD = 1.207) higher than 

participants in the disfluent-incompetent group (M = 1.73, SD = 1.534), (p = .044). Furthermore, 

participants in the disfluent-competent condition rated reliability (M = 3.73, SD = 1.335) higher than 

participants in the disfluent-incompetent condition (M = 1.73, SD = 1.534), (p = .003). 

Discussion: The results indicate that participants in the fluent-competent, fluent-incompetent, and 

disfluent-competent conditions all perceived the robot to be significantly more reliable than how the 

participants in the disfluent-incompetent condition perceived the robots. Additionally, the fluent-

incompetent robot received higher participant ratings for reliability than the disfluent-incompetent robot. 
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However, in the fluent-incompetent and disfluent-competent conditions, at least one of the variables 

(language fluency or task competency) was compromised, yet robots in both conditions were still perceived 

to be more reliable than the disfluent-incompetent robot, which had both variables compromised. The 

results may imply that both language fluency and task competency have an impact on the perceived 

reliability of the robot. 

5.5.2 RQ2: Effects of Varying Robot Conditions on Participants’ Expectations Being Met 

Separate univariate ANOVAs on the dependent variables revealed significant differences between the 

varying robot conditions on ratings of expectations being met (F(3, 56) = 5.716, p = .002, η2 = .234). 

Specifically, the results (Fig.1-D) suggest participants in the fluent-competent condition rated that their 

expectations were met (M = 4.00, SD = 1.732) significantly higher than participants in the disfluent- 

incompetent condition (M = 1.73, SD = 1.534), (p = .001). Additionally, participants in the disfluent-

competent condition rated that their expectations were met (M = 3.47, SD = 1.356) significantly higher than 

participants in the disfluent-incompetent conditions (M = 1.73, SD = 1.534), (p = .019). 

Discussion: The results indicate that participants in the fluent-competent and disfluent-competent 

conditions perceived the robot to have met their expectations more than the participants in the disfluent-

incompetent condition did. Additionally, there was no significant difference in the rating between fluent-

competent and disfluent-competent or fluent-incompetent and disfluent-incompetent robot conditions for 

this perception category. This result may suggest that task competency has a greater impact on the 

perception of the robot meeting expectations than language fluency. 

5.5.3 RQ3: Effects of Varying Robot Conditions on Perception of Robot as a Teammate 

Separate univariate ANOVAs on the dependent variables revealed significant differences between the 

varying robot conditions on ratings of the robot as a teammate (F(3, 56) = 7.188, p < .0005, η2 = .278). 

Specifically, the results (Fig. 1-E) suggest participants in the fluent-competent condition rated the robot as 

a teammate (M = 4.13, SD = 1.356) higher than participants in the disfluent-incompetent condition did (M 
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= 1.87, SD = 1.552), (p < .001). Additionally, participants in the disfluent-competent condition (M = 3.40, 

SD = 1.242) rated the robot as a teammate higher than participants in the disfluent-incompetent condition 

did (M = 1.87, SD = 1.552), (p = .019). 

Discussion: Participants in the fluent-competent and disfluent-competent conditions rated the robot 

more highly for being a good teammate than participants in the disfluent-incompetent condition did. 

Additionally, there was no significant difference in the rating between fluent-competent and disfluent-

competent or fluent-incompetent and disfluent-incompetent robot conditions for this perception category. 

This result may indicate that task competency has a greater impact on the perception of the robot as a 

teammate than language fluency. 

5.5.4 RQ4: Effects of Varying Robot Conditions on Participants’ Willingness to Work with 

Robot Again 

There was no statistical significance of the effects of varying robot conditions on participants’ willingness 

to work with the robot again (F(3, 56) = 1.927, p = .136, η2 = .094) (Fig. 1-F).  

Discussion: The results may suggest that neither language fluency nor task competency impacts 

whether monolingual participants would be willing to work with the robot again. 
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Chapter 6 

STUDY II 

6.1 Procedure  

The procedure is replicated from that of Study I in Section 5.1. 

6.2 Participant Classification  

To control the participants' linguistic bias in the perception of the language fluency and task competency of 

the robot, we only selected multilingual participants to participate in this study. The multilingual 

categorization was based on participants' responses to a pre-task survey that collected biographical, 

demographic, and linguistic information and was completed upon arrival. The linguistic portion comprised 

two questions where the first asked how many languages the participant had verbal native fluency in, and 

the second followed up by asking to list the language(s) from the previous question. Native fluency was 

defined to the participants on the survey as being a native language that does not contain unnatural 

grammatical errors, pauses, stutters, repetitions, or self-corrections when speaking in the language. The 

participants of this study identified themselves as multilingual speakers. In order to be classified as a 

multilingual native speaker, the participant had to self-report their linguistic abilities and answer the first 

question with a number greater than or equal to “2” and the second question with two or more languages 

including “English”. 

6.3 Participants  

A total of 60 adults participated in the study (53.3% female (n = 32), 46.7% male (n = 28)). The mean age 

of participants was 21 years (SD = 3.09). All participants were required to be fluent in at least two languages 

with at least one of the fluently spoken languages being English, available to participate in-person, and at 

least 18 years of age or older. The mean number of languages fluently spoken by the participants was 2.38 

(SD = 0.490) and the linguistic profile of the participants included 61.7% bilingual (n = 37) and 38.3% 
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trilingual (n = 23). For the purpose of this study, we classified bilingual individuals as multilinguals, so we 

can also say that 100% of participants were multilingual (n = 60). The participants consisted of 

undergraduate and graduate students, and high school and college graduates. During the study, participants 

also reported their experience with robots in general (M = 1.89, SD = 0.940). Participants were compensated 

with a $5 gift card for participating in the study. The study was approved by the Institutional Review Board. 

6.4 Measures  

The measures are the same as that of Study I in Section 5.4. 

6.5 Results & Discussion 

 

Figure 2: Bar graphs showing multilingual participant perceptions of verbal competence, intelligence, and reliability as well as 

their ratings of expectations being met, the robot as a teammate, and their willingness to work with the robot again across four 
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varying robot conditions (the robot being fluent and task competent, fluent and task incompetent, disfluent and task competent, and 

disfluent and task incompetent). Error bars 95% CI. The significant values are shown in * 

(∗ = p < .05, ∗∗ = p < .01, ∗ ∗ ∗ = p < .001). 

To address our research questions, we evaluated the effects of varying language fluency and task 

competency on the perceptions of a robot partner. A series of multivariate ANOVAs were conducted with 

four groups that made up the varying robot conditions as independent variables and six dependent variables 

(i.e., perceptions of verbal competence, intelligence, reliability, expectations being met, the robot as a 

teammate, and willingness to work with the robot again). For the analysis, an inspection of the data and 

Levene’s test provided no strong evidence against the assumption of constant variance. Furthermore, we 

used Tukey’s Honestly Significant Difference (HSD) test for post-hoc comparisons. The multivariate 

analysis highlighted a statistically significant interaction effect between varying robot conditions on the 

combined perceptions of the robot partner, (F(18, 144) = 10.715, p < .001, Wilks’ λ = .091, η2 = .550). 

6.5.1 RQ1: Effects of Varying Robot Conditions on Perceptions 

6.5.1.1 Verbal Competence 

Separate univariate ANOVAs on the dependent variables revealed significant effects of varying robot 

conditions on perceptions of verbal competence, (F(3, 56) = 6.646, p < .001, η2 = .263). The results (Fig. 

2-A) suggest participants in the fluent-competent condition rated verbal competence (M = 4.87, SD = 0.352) 

higher than participants in the disfluent-incompetent group (M = 3.13, SD = 1.356), (p < .001).  

Discussion: The results indicate that participants found the fluent-competent robot’s verbal 

competence to be rated significantly higher than that of the disfluent-incompetent robot. There was no 

significant difference between the rating of the robot’s verbal competence between the fluent-competent 

robot and the fluent-incompetent robot. Additionally, there was no significant difference between the rating 

of the robot’s verbal competence between the disfluent-competent robot and the disfluent-incompetent 

robot. The unexpected findings were that there was also no significant difference between the perception 
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of a fluent-incompetent robot’s verbal competence and that of a disfluent-competent robot. Moreover, there 

was no significant difference between the rating of the robot’s verbal competence between the fluent-

competent robot and the disfluent-competent robot. This could be due to the variables of language fluency 

and task competency having different levels of impact within the varying robot conditions for the perception 

of verbal competence. 

6.5.1.2 Intelligence  

Separate univariate ANOVAs on the dependent variables revealed significant effects of varying robot 

conditions on perceptions of intelligence (F(3, 56) = 27.587, p < .001, η2 = .596). The results (Fig. 2-B) 

suggest participants in the fluent-competent condition rated intelligence (M = 4.73, SD = 0.458) higher than 

participants in the fluent-incompetent group (M = 2.07, SD = 0.961), (p < .001). Participants in the fluent-

competent condition rated intelligence (M = 4.73, SD = 0.458) higher than participants in the disfluent-

incompetent group (M = 2.33, SD = 1.291), (p < .001). Participants in the disfluent-competent group rated 

intelligence (M = 3.87, SD = 0.834) higher than participants in the fluent-incompetent condition (M = 2.07, 

SD = 0.961), (p < .001). Participants in the disfluent-competent condition rated intelligence (M = 3.87, SD 

= 0.834) higher than participants in the disfluent-incompetent group (M = 2.33, SD = 1.291), (p < .001). 

Discussion: The results suggest that the participants perceived both the competent robots (fluent-

competent and disfluent-competent) to be more intelligent than the incompetent robots (fluent-incompetent 

and disfluent-incompetent robots). Participants also found the fluent-competent robot to be more intelligent 

than the fluent-incompetent robot. Similarly, the disfluent-competent robot was rated to have a significantly 

higher intelligence than the disfluent-incompetent robot. These results may indicate that task competency 

has a greater impact than language fluency on the perceived intelligence of the robot.  

6.5.1.3 Reliability  

Separate univariate ANOVAs on the dependent variables revealed significant effects of varying robot 

conditions on perceptions of reliability (F(3, 56) = 101.494, p < .001, η2 = .845). The results (Fig. 2-C) 
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suggest participants in the fluent-competent condition rated reliability (M = 4.73, SD = 0.458) higher than 

participants in the fluent-incompetent group (M = 2.07, SD = 0.961), (p < .001). Participants in the fluent-

competent condition rated reliability (M = 4.80, SD = 0.561) higher than participants in the disfluent-

incompetent group (M = 1.40, SD = 0.828), (p < .001). Participants in the fluent-competent group rated 

reliability (M = 4.80, SD = 0.561) higher than participants in the disfluent-competent condition (M = 4.13, 

SD = 0.743), (p < .0043). Participants in the disfluent-competent group rated reliability (M = 4.13, SD = 

0.743) higher than participants in the fluent-incompetent condition (M = 2.07, SD = 0.961), (p < .001). 

Participants in the disfluent-competent condition rated reliability (M = 4.13, SD = 0.743) higher than 

participants in the disfluent-incompetent group (M = 1.40, SD = 0.828), (p < .001). 

Discussion: The results indicate that the participants perceived both the competent robots (fluent-

competent and disfluent-competent) to be more reliable than the incompetent robots (fluent-incompetent 

and disfluent-incompetent robots). Participants also found the fluent-competent robot to be more reliable 

than the fluent-incompetent robot. Similarly, the disfluent-competent robot was rated to be significantly 

more reliable than the disfluent-incompetent robot. However, an unexpected finding was that multilingual 

participants perceived the fluent-competent robot to be significantly more reliable than the disfluent-

competent robot. These results need to be further explored in order to determine whether task competency 

has a greater impact on the perceived reliability of the robot.   

6.5.2 RQ2: Effects of Varying Robot Conditions on Participants’ Expectations Being Met 

Separate univariate ANOVAs on the dependent variables revealed significant differences between the 

varying robot conditions on ratings of expectations being met (F(3, 56) = 48.446, p < .001, η2 = .722). 

Specifically, the results (Fig. 2-D) suggest participants in the fluent-competent condition rated that their 

expectations were met (M = 4.80, SD = 0.561) significantly higher than participants in the fluent-

incompetent group (M = 1.73, SD = 0.704), (p < .001). Participants in the fluent-competent condition rated 

that their expectations were met (M = 4.80, SD = 0.561) significantly higher than participants in the 

disfluent-incompetent group (M = 1.80, SD = 0.941), (p < .001). Participants in the disfluent-competent 



 39 

group rated that their expectations were met (M = 4.07, SD = 1.163) significantly higher than participants 

in the fluent-incompetent condition (M = 1.73, SD = 0.704), (p < .001). Participants in the disfluent-

competent condition rated that their expectations were met (M = 4.07, SD = 1.163) significantly higher than 

participants in the disfluent-incompetent group (M = 1.80, SD = 0.941), (p < .001). 

Discussion: The results suggest that the participants perceived both the competent robots (fluent-

competent and disfluent-competent) to have met their expectations more than the incompetent robots 

(fluent-incompetent and disfluent-incompetent robots). Participants also found the fluent-competent robot 

to meet their expectations more than the fluent-incompetent robot. Similarly, the disfluent-competent robot 

was rated to have met expectations significantly more than the disfluent-incompetent robot. These results 

may indicate that task competency has a greater impact than language fluency on how well the robot meets 

expectations.  

6.5.3 RQ3: Effects of Varying Robot Conditions on Perception of Robot as a Teammate 

Separate univariate ANOVAs on the dependent variables revealed significant differences between the 

varying robot conditions on ratings of the robot as a teammate (F(3, 56) = 34.064, p < .001, η2 = .646). 

Specifically, the results (Fig. 2-E) suggest participants in the fluent-competent condition rated the robot as 

a teammate (M = 4.93, SD = 0.258) higher than participants in the fluent-incompetent group (M = 2.07, SD 

= 1.033), (p < .001). Participants in the fluent-competent condition rated the robot as a teammate (M = 4.93, 

SD = 0.258) higher than participants in the disfluent-incompetent group (M = 2.20, SD = 1.320), (p < .001). 

Participants in the disfluent-competent group rated the robot as a teammate (M = 4.07, SD = 0.799) higher 

than participants in the fluent-incompetent condition (M = 2.07, SD = 1.033), (p < .001).Participants in the 

disfluent-competent condition rated the robot as a teammate (M = 4.07, SD = 0.799) higher than participants 

in the disfluent-incompetent group (M = 2.20, SD = 1.320), (p < .001). 

Discussion: The results suggest that the participants perceived both the competent robots (fluent-

competent and disfluent-competent) to be better teammates than the incompetent robots (fluent-
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incompetent and disfluent-incompetent robots). Participants also found the fluent-competent robot to be 

more of a good teammate than the fluent-incompetent robot. Similarly, the disfluent-competent robot was 

rated as a good teammate significantly higher than the disfluent-incompetent robot. These results may 

indicate that task competency has a greater impact than language fluency on the perception of the robot 

being a good teammate.  

6.5.4 RQ4: Effects of Varying Robot Conditions on Participants’ Willingness to Work with 

Robot Again 

Separate univariate ANOVAs on the dependent variables revealed significant differences between the 

varying robot conditions on participants’ willingness to work with the robot again (F(3, 56) = 7.124, p < 

.001, η2 = .279) The results (Fig. 2-F) suggest participants in the fluent-competent condition rated their 

willingness to work with the robot again (M = 5.00, SD = 0.00) higher than participants in the fluent-

incompetent group (M = 3.53, SD = 1.246), (p = .002). Participants in the fluent-competent condition rated 

their willingness to work with the robot again (M = 5.00, SD = 0.00) higher than participants in the disfluent-

incompetent group (M = 3.67, SD = 1.633), (p = .006). Participants in the disfluent-competent group rated 

their willingness to work with the robot again (M = 4.73, SD = 0.594) higher than participants in the fluent-

incompetent condition (M = 3.53, SD = 1.246), (p = .017). Participants in the disfluent-competent condition 

rated their willingness to work with the robot again (M = 4.73, SD = 0.594) higher than participants in the 

disfluent-incompetent group (M = 3.67, SD = 1.633), (p = .041). 

Discussion: The results suggest that the multilingual participants were more willing to work with 

both the competent robots (fluent-competent and disfluent-competent) again than the incompetent robots 

(fluent-incompetent and disfluent-incompetent robots). Participants also had a significantly higher 

willingness to work with the fluent-competent robot again than the fluent-incompetent robot. Similarly, 

participants rated their willingness to work with the disfluent-competent robot again significantly higher 

than the disfluent-incompetent robot. These results may indicate that task competency has a greater impact 

than language fluency on participants’ willingness to work with the robot again. 
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Chapter 7  

STUDY III 

7.1 Procedure  

For Study III, we compared the data from Study I (see Chapter 5) and Study II (see Chapter 6) with one 

another.  

7.2 Participants  

Combining Study I and Study II, a total of 120 adults were included in this study (61.7% female (n = 74), 

38.3% male (n = 46)). The mean age of participants was 21 years (SD = 2.92). 50% of participants were 

monolingual (n = 60), 30.8% were bilingual (n = 37), and 19.2% were trilingual (n = 23). For the purpose 

of this study, we classified bilingual individuals as multilinguals, so we can also say that 50% of participants 

were multilingual (n = 60). The participants consisted of undergraduate and graduate students, and high 

school and college graduates. Participants also reported their experience with robots in general (M = 1.65, 

SD = 0.823). Participants were compensated with a $5 gift card for participating in the study. The study 

was approved by the Institutional Review Board. 

7.3 Measures  

The measures are the same as that of Study I in Section 5.4. 
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7.4 Results & Discussion 

 

Figure 3: Bar graphs showing the interaction between monolingual and multilingual participant perceptions of verbal competence, 

intelligence, and reliability as well as their ratings of expectations being met, the robot as a teammate, and their willingness to 

work with the robot again across four varying robot conditions (the robot being fluent and task competent, fluent and task 

incompetent, disfluent and task competent, and disfluent and task incompetent). Error bars 95% CI. The significant values are 

shown in * 

(∗ = p < .05, ∗∗ = p < .01, ∗ ∗ ∗ = p < .001). 
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To address our research questions, we compared the effects of varying language fluency and task 

competency on the perceptions of a robot partner between monolingual and multilingual participant groups. 

A series of multivariate ANOVAs were conducted with four groups that make up the varying robot 

conditions as independent variables and six dependent variables (i.e., perceptions of verbal competence, 

intelligence, reliability, expectations being met, the robot as a teammate, and willingness to work with the 

robot again). For the analysis, an inspection of the data and Levene’s test provided no strong evidence 

against the assumption of constant variance. Furthermore, we used Tukey’s Honestly Significant Difference 

(HSD) test for post-hoc comparisons. The multivariate analysis highlighted a statistically significant 

interaction effect between the participant groups on the combined perceptions of the robot partner in the 

varying robot conditions, (F(18, 303) = 2.371, p <= .002, Wilks’ λ = .689, η2 = .117). 

7.5.1 RQ1: Effects of Varying Robot Conditions on Perceptions 

7.5.1.1 Verbal Competence 

Separate univariate ANOVAs on the dependent variables revealed significant interactions between the 

participant groups and varying task conditions on perceptions of the robot's verbal competence (F(3, 112) 

= 3.394, p = .020, η2 = .083). The results (Fig. 3-A) suggest multilingual participants rated verbal 

competence (M= 3.67, SD= 1.175) significantly higher in the disfluent-competent robot condition than their 

monolingual counterparts (M= 2.67, SD= 1.397), (p=.043). The multilingual participant group also rated 

verbal competence (M= 3.13, SD= 1.356) significantly higher in the disfluent-incompetent robot condition 

than the monolingual participants (M= 2.00, SD= 1.604), (p=.046). 

Discussion: The results indicate that multilingual participants perceived both the disfluent robots 

(disfluent-competent and disfluent incompetent) to be more verbally competent than monolingual 

participants perceived them to be. This may imply that multilingual individuals are more empathetic than 

monolingual individuals towards disfluency in the perception of verbal competence. 
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7.5.1.2 Intelligence  

Separate univariate ANOVAs on the dependent variables revealed significant interactions between the 

participant groups and varying task conditions on perceptions of the robot’s intelligence (F(3, 112) = 4.080, 

p = .009, η2 = .099). The results (Fig. 3-B) suggest monolingual participants rated intelligence (M= 3.27, 

SD= 1.163) significantly higher in the fluent-incompetent robot condition than the multilingual participant 

group (M= 2.07, SD= 0.961), (p=.005).  

Discussion: The results may indicate that language fluency may have a greater impact on 

monolingual people’s perception of intelligence for fluent-incompetent robots. On the other hand, 

multilingual people’s perception of intelligence may be attributed to task competency rather than to or with 

language fluency for fluent-incompetent robots.  

7.5.1.3 Reliability  

Separate univariate ANOVAs on the dependent variables revealed significant interactions between the 

participant groups and varying task conditions on perceptions of the robot’s reliability (F(3, 112) = 7.135, 

p < .001, η2 = .160). The results (Fig. 3-C) suggest monolingual participants rated reliability (M= 3.20, SD= 

1.207) significantly higher in the fluent-incompetent robot condition than the multilingual participant group 

(M= 1.53, SD= 0.516), (p=.066).  

Discussion: Similar to the results on the perception of intelligence, these results may indicate that 

language fluency may have a greater impact on monolingual people’s perception of reliability for fluent-

incompetent robots while multilingual people’s perception of reliability may be more impacted by task 

competency than language fluency.  

7.5.2 RQ2: Effects of Varying Robot Conditions on Participants’ Expectations Being Met 

Separate univariate ANOVAs on the dependent variables revealed significant interactions between the 

participant groups and varying task conditions on perceptions of the robot meeting expectations (F(3, 112) 
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= 4.315, p = .0006, η2 = .104). The results (Fig. 3-D) suggest monolingual participants rated the robot 

meeting their expectations (M= 3.07, SD= 1.624) significantly higher in the fluent-incompetent robot 

condition than the multilingual participant group (M= 1.73, SD= 0.704), (p=.007).  

Discussion: The results may imply that language fluency played a greater role than task competency 

in monolingual participants’ rating of the robot meeting their expectations for the fluent-incompetent robot 

condition. On the contrary, task competency may have impacted multilingual people’s perception of the 

robot meeting their expectations for the fluent-incompetent robot more than language fluency did.  

7.5.3 RQ3: Effects of Varying Robot Conditions on Perception of Robot as a Teammate 

Separate univariate ANOVAs on the dependent variables revealed significant interactions between the 

participant groups and varying task conditions on perceptions of the robot as a good teammate (F(3, 112) = 

2.590, p = .056, η2 = .065). The results (Fig. 3-E) suggest multilingual participants rated the robot as a good 

teammate (M= 4.93, SD= 0.258) significantly higher in the fluent-competent robot condition than the 

monolingual participant group (M= 4.13, SD= 1.356), (p=.033).  

Discussion: The results suggest that multilingual individuals rated the fluent-competent robot as 

being a good teammate significantly higher than monolingual individuals. This may imply that both 

language fluency and task competency play a greater role in multilingual people perceiving how good of a 

teammate a fluent-competent robot is.  

7.5.4 RQ4: Effects of Varying Robot Conditions on Participants’ Willingness to Work with 

Robot Again 

Separate univariate ANOVAs on the dependent variables revealed significant interactions between the 

participant groups and varying task conditions on participants’ willingness to work with the robot again 

(F(3, 112) = 5.795, p = .001, η2 = .134). The results (Fig. 3-F) suggest monolingual participants rated 

willingness to work with the robot again (M= 4.73, SD= 1.033) significantly higher in the fluent-

incompetent robot condition than the multilingual participant group (M= 3.53, SD= 1.246), (p=.008).  
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Discussion: The results may indicate that language fluency may have a greater impact on 

monolingual people’s willingness to work with the robot again in the fluent-incompetent robot condition. 

Conversely, task competency may have a greater impact than language fluency on multilingual people’s 

willingness to work with the robot again in the fluent-incompetent robot condition.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 47 

Chapter 8 

FINDINGS 

In Study I, for RQ1, we observed a significant interaction between varying robot conditions on perceptions 

of the robot’s verbal competence, intelligence, and reliability. An important interaction to highlight is that 

the fluent-incompetent robot was perceived to be significantly more verbally competent, intelligent, and 

reliable than the disfluent-incompetent robot. For RQ2 and RQ3, we explored the effect of varying robot 

conditions on ratings of the robot meeting expectations and the robot as a teammate. We discerned a 

significant interaction between varying robot conditions on perceptions of the robot meeting expectations 

and on the rating of the robot as a teammate. The results indicate that both the competent robots (fluent and 

disfluent) were perceived as better at meeting expectations and to being good teammate than the disfluent-

incompetent robot. Therefore, we can reason that task competency may be a factor of greater influence on 

the perceptions of the robot meeting expectations and the robot as a teammate. There were no statistically 

significant differences in rating between the fluent-competent and fluent-incompetent robots across all the 

dependent measures, which did not support the first part of our hypothesis (H1) but supported the second 

part of H1 which was concerned with the perception of verbal competence. This may suggest that 

monolingual individuals are impacted more by uncompromised language fluency (fluent) than varying task 

competency (competent and incompetent) in their ratings of the robot for all perception categories except 

willingness to work with the robot again. Furthermore, an interesting finding in this study was that the 

disfluent-competent robot received significantly higher ratings than the disfluent-incompetent robot in the 

perception categories of intelligence, reliability, meeting expectations, and being a good teammate. These 

results may suggest that between compromised language fluency (disfluent) and varying task competency 

(competent and incompetent), task competency plays a greater role in the monolingual perception of the 

robot’s intelligence, reliability, it meeting expectations, and it being a good teammate. The fluent-competent 

robot was rated higher than the disfluent-incompetent robot in every perception category except willingness 

to work again. Thus, the monolingual component of our hypothesis (H2) was supported by RQ1, RQ2, and 
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RQ3 since fluent-competent robots were rated more highly than disfluent-incompetent robots from the 

monolingual perspective in those five perception categories. These results can be attributed to the fact that 

the fluent-competent group had neither the language fluency nor task competency variable compromised 

while the disfluent-incompetent condition had both the variables compromised, so it is not surprising that 

the fluent-competent group would receive higher ratings in certain perception categories. Another essential 

finding is that the monolingual component of H3 was supported by RQ1 in the perception category of verbal 

competence since the fluent-incompetent robot was rated significantly higher than the disfluent-competent 

robot. It can be reasoned that language fluency plays a greater role than task competency on the impact of 

the robot’s perceived verbal competence. Additionally, for the perceptions of intelligence and reliability, 

both language fluency and task competency have an impact on the participants’ perceptions. The 

monolingual component of H4 was supported by RQ1 because the fluent-incompetent robot received higher 

participant ratings than the disfluent-incompetent robot within the general perception categories, which may 

imply language fluency played a greater role than task competency on these perceptions. An interesting 

observation within RQ1, RQ2, and RQ3 is that for the perception categories of intelligence, reliability, 

expectations being met, and the robot being a good teammate, the disfluent-competent robot was rated 

significantly higher than the disfluent-incompetent robot. It can be interpreted that in these perception 

categories, if the robot has compromised language fluency, then task competency plays a greater role in the 

perception of the robot. For RQ4, there were no statistically significant differences between the effects of 

varying robot conditions on ratings of willingness to work with the robot again. This means neither language 

fluency nor task competency alone had a significant impact on the participant’s rating of willingness to 

work with the robot again. We posit that this may be due to the compromised variables in the task design 

being relatively low stakes in their impact on participants. For example, the robot failing to perform the 

task correctly may not have been consequential enough in this context to the participant for them not to 

want to work with the robot again. There is a need for further exploration of the confounding factors that 

may impact the willingness of participants to work with the robot again. Overall, the first part of the 

monolingual component of H1 was not supported in any perception category, but the second part of H1 was 
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supported in the category of verbal competence. H2 was supported in five of the six perception categories. 

The monolingual aspect of H3 was supported by the category of verbal competence within general 

perception but not supported in the other five categories. The first part of the monolingual component of 

H4 was supported by the perception category of verbal competence, and the second part of the monolingual 

aspect of H4 was supported by all categories in general perception (verbal competence, intelligence, and 

reliability) but not by the other three perception categories. It is imperative to understand the complete 

implications of these findings through further research on the impact of varying language fluency and task 

competency on perceptions of the robot through a monolingual perspective.  

In Study II, for RQ5, we observed a significant interaction between varying robot conditions on 

perceptions of the robot’s verbal competence, intelligence, and reliability. An important interaction to 

highlight is that multilingual participants did not perceive the verbal competence of the fluent-competent 

and fluent-incompetent robots differently. This was expected since both robots were fluent, and this 

perception category was specifically looking at the verbal competence of the robot. Additionally, the only 

significant difference found between the robot conditions in the perception of verbal competence was 

between the fluent-competent robot and disfluent-incompetent robot where the first was perceived to be 

significantly more verbally competent than the latter. Both the language fluency and task competency 

variables were not compromised in the fluent-competent condition while both were compromised in the 

disfluent-incompetent condition. Otherwise, when only one variable was compromised such as in the fluent-

incompetent (task competency compromised) and disfluent-competent (language fluency compromised) 

robot conditions, there was no significant difference between these groups. Thus, it can be implied that 

language fluency and task competency may play a joint role in the perception of a robot’s verbal competence 

from a multilingual perspective, and this may indicate that the perception of verbal competence by 

multilingual individuals is less varied between groups when each of those robot groups possesses only one 

uncompromised variable between language fluency and task competency. For RQ6 and RQ7, we explored 

the effect of varying robot conditions on ratings of the robot meeting expectations and the robot being a 
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teammate. We discerned a significant interaction between varying robot conditions on perceptions of the 

robot meeting expectations and on the rating of the robot being a teammate. For RQ8, we investigated the 

effect of varying robot conditions on the participants’ willingness to work with the robot again and found 

significant interactions between the varying robot conditions and this perception category.  RQ5, RQ6, 

RQ7, and RQ8 all support our hypothesis (H1) because between the fluent-competent and fluent-

incompetent robots, although both robots were fluent, multilingual participants perceived the one that was 

also task-competent to be more highly rated in all the perception categories except verbal competence. This 

implies that task competency has a greater impact on the perceptions of intelligence, reliability, robot 

meeting expectations, robot being a good teammate, and participant willingness to work with the robot 

again. Next, RQ5, RQ6, RQ7, and RQ8 also support H2 because multilingual participants rated the fluent-

competent robot to be significantly higher than the disfluent-incompetent robot in all perception categories. 

These results indicate that multilingual individuals prefer a robot that is uncompromised in both language 

fluency and task competency over a robot that is compromised in both those variables. However, when the 

language fluency was swapped between those two robot conditions so that the robot conditions were 

disfluent-competent and fluent-incompetent, we find that participants rated the disfluent-competent robot 

significantly higher than the fluent-incompetent robot in all perception categories except for verbal 

competence. Therefore, RQ5, RQ6, RQ7, and RQ8 all support the multilingual aspect of H3. This indicates 

again that between compromised task competency and compromised language fluency, multilingual 

individuals prefer compromised language fluency and uncompromised task competency which indicates 

that task competency has a greater impact on the perceptions of intelligence, reliability, robot meeting 

expectations, robot being a good teammate, and participant willingness to work with the robot again. Aside 

from the perception category of reliability, RQ5, RQ6, RQ7, and RQ8 support the multilingual component 

of H4. When two robots maintained uncompromised task competency and varied language fluency so that 

one robot was fluent-competent and the other disfluent-competent, the results indicated that multilingual 

participants’ ratings between the two robot conditions did not significantly differ in all perception categories 

except reliability. This shows how there was no difference in rating between both competent robots which 
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indicates task competency impacts the perception of multilingual individuals more than language fluency 

in the realms of intelligence, expectations, teammate, and willingness to work again. Similarly, when two 

robots maintained compromised task competency and varied language fluence so that one robot was fluent-

incompetent and the other disfluent-incompetent, the results indicated that multilingual participants’ ratings 

between the two robot conditions in all perception categories did not significantly differ. This further 

suggests that task competency has a greater impact than language fluency on the perception of multilingual 

individuals in the perception categories of the robot’s intelligence, reliability the robot meeting 

expectations, the robot being a good teammate, and participants’ willingness to work with the robot again. 

Nevertheless, H4 needs to be further explored within the context of reliability because this perception 

category had a higher rating for the fluent-competent robot than for the disfluent-competent robot. More 

research needs to be conducted in order to better understand this result since the discrepancy in the ratings 

of reliability between the two robot condition groups weakens the argument that task competency has a 

greater impact than language fluency on the perception of reliability from the multilingual perspective. 

Further investigation is also necessary to explore the individual and joint impacts that task competency and 

language fluency can have on the perception of a robot’s verbal competence from the perspective of 

multilingual individuals. Overall, H1, H2, and H3 were supported by all six perception categories (verbal 

competence, intelligence, reliability, robot meeting expectations, robot being a good teammate, and 

participant willingness to work with the robot again). H4 can be split into two parts where the first part 

stating that multilingual individuals did not significantly differ in their ratings between the fluent-competent 

and disfluent-competent robots was supported by all the perception categories except reliability. The second 

part of H4 predicting multilingual individuals would not significantly differ in their ratings between the 

fluent-incompetent and disfluent-incompetent robots was supported by all six perception categories (verbal 

competence, intelligence, reliability, robot meeting expectations, robot being a good teammate, and 

participant willingness to work with the robot again). It is essential to understand the complete implications 

of these findings through further research on the impact of varying language fluency and task competency 

on perceptions of the robot through a multilingual perspective. 
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In Study III, for RQ9, we observed a significant interaction between participant groups and varying 

robot conditions on the general perception (verbal competence, intelligence, and reliability) of the robot. 

RQ9 supports our hypothesis (H5) since multilingual individuals perceived both the disfluent robots 

(disfluent-competent and disfluent incompetent) to be more verbally competent than monolingual 

participants perceived them to be. This may imply that multilingual individuals are more empathetic 

towards non-native English speakers and disfluent English than monolingual individuals are in the 

perception of verbal competence due to their linguistic background. There were no significant interactions 

between participant groups in the fluent-incompetent robot condition on the perception of verbal 

competence; therefore, H6 was not supported for that perception category. For RQ10, RQ11, and RQ12 we 

found significant interactions between participant groups and varying robot conditions on ratings of the 

robot meeting expectations, robot as a teammate, and participants’ willingness to work with the robot again. 

RQ9, RQ10, and RQ12 support H6 because monolingual participants rated the robot’s intelligence, 

reliability, the robot meetings expectations, and participants’ willingness to work with the robot again 

significantly higher in the fluent-incompetent robot condition than the multilingual participant group. 

Language fluency was not compromised in the fluent-incompetent robot, but the task competency was, so 

it can be reasoned that task competency may have impacted multilingual people’s perception of the robot’s 

intelligence, reliability, the robot meeting expectations, and participants’ willingness to work with the robot 

again for the fluent-incompetent robot more than language fluency did. There were no significant 

interactions between participant groups on the disfluent-competent and disfluent-incompetent robot 

conditions on the perceptions of the robot’s intelligence, reliability, the robot meeting expectations, and 

participants’ willingness to work with the robot again; therefore, H5 was not supported in these four 

perception categories. For RQ11, the results suggest that multilingual individuals rated the fluent-competent 

robot as being a good teammate significantly higher than monolingual individuals. This was an unexpected 

finding as there was no statistical difference between multilingual and monolingual ratings of the robot in 

the fluent-competent condition for any of the other dependent variables. Additionally, there were no 

significant interactions between participant groups on the disfluent-competent and disfluent-incompetent 
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robot conditions on the perception of the robot as a good teammate; therefore, H5 was not supported. The 

results also do not show any significant interaction between the participant groups on perceptions of the 

robot being a good teammate in the fluent-incompetent robot condition, which means that H6 was not 

supported in this perception category. This result may imply that both language fluency and task 

competency play a greater role in multilingual people perceiving how good of a teammate a fluent-

competent robot is, but further research is necessary to discern these relationships. Overall, H5 was 

supported by the interaction between participant groups in one perception category (verbal competence) 

and H6 was supported by four perception categories (intelligence, reliability, robot meeting expectations, 

and participants’ willingness to work with the robot again). Future investigations surrounding the impact of 

task competency on perceptions of robots and empathy towards non-native speakers from the perspectives 

of multilingual and monolingual individuals will be helpful in better understanding the implications of these 

results. 

 From the literature presented in Section 2.2 surrounding implications of varying language fluency 

in human-human interactions, we found that monolingual individuals may have negative biases and 

perceptions towards disfluent speakers and that multilingual individuals may demonstrate greater cognitive 

empathy towards non-native speakers. For example, studies found monolingual individuals to find non-

native disfluent individuals as less intelligent, trustworthy, and verbally competent [48], [82]-[84]. In 

parallel, we can see that the results from our human-robot interaction studies may present similarities to the 

findings of disfluency perceptions by monolinguals. We observed that monolingual participants perceived 

disfluent robots more negatively compared to fluent robots in ratings of verbal competence and intelligence 

amongst other measures. This suggests that there may be negative biases towards disfluent robots by 

monolingual people. This potential correlation between the implications of varying language fluency in 

human and robot perceptions further highlights the need for additional exploration surrounding language 

fluency in robots and biases that humans may have towards them.  
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Chapter 9 

FUTURE WORK 

With my research being the first of its kind, there are substantial opportunities to expand on this work and 

further explore the implications of my findings. Although our studies produced some novel results, there 

were limitations that can serve as inspiration for future work. With globalization and the increasing 

exposure of different languages to human populations within and across societies, it is becoming more 

difficult to define and evaluate a person’s linguistic background and language capabilities. Thus, it would 

be beneficial in future research to use standardized verbal language fluency assessments [85]-[89] to better 

distinguish between monolingual, bilingual, and multilingual participant groups. Another approach to 

control for confounding variables would be to develop a within-subjects design to explore the effects of 

varying language fluency and task competency on monolingual and multilingual participant groups. Our 

studies deployed a between-subjects design which may explain some variability within results due to the 

aforementioned linguistic inconsistencies that may have been present within participant groups and our data 

stemming from subjective ratings of the dependent measures. There are also various interpretations and 

attempted measures of speech fluency, some of which were addressed in Section 2.1, so it is necessary to 

investigate the outcomes of our study if language fluency was accounted for differently, such as by stutters, 

pauses, and hesitations rather than grammatical accuracy [37], [90]-[92].  

  Despite the measure of task competency in our studies being rather straightforward, there is 

potential to make it more robust in future work by lengthening the task so that the competencies of the robot 

are obvious to participants and expanding the scope of the task by making participants feel like they have 

some stake in the robot’s performance. This would allow for a more practical understanding of how humans 

perceive robots when they interact with them. Additionally, there are considerable implications that our 

findings addressed that need to be further investigated. In our results, we reasoned that there might be some 

implications for language fluency and task competency having different levels of impact on perceptions of 
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the varying robot conditions from a monolingual and multilingual perspective, but a clearer and more 

quantitative approach is vital for these inferences to be more concretely explored. Similarly, we know that 

multilingual individuals have higher cognitive empathy than their monolingual counterparts (see Section 

2.2), but we cannot be sure that the reasons why multilingual perceptions of the robot differed from 

monolingual perceptions are attributed to multilingual individuals being more empathetic than monolingual 

individuals. Thus, we would recommend future research to include measures of cognitive empathy within 

their related studies to assess whether it plays a role in the perception of robots from the perspective of 

multilingual individuals [93]-[96].  

 Along with cognitive empathy, greater cultural empathy has also been found to correlate with 

multilingualism [71], [72]. Since certain languages are associated with certain cultural backgrounds, 

knowing the languages that people speak may provide insight into how those linguistic and cultural 

backgrounds may shape their perceptions of others. Therefore, collecting and analyzing data surrounding 

the different languages that multilingual individuals speak and how that may impact their perceptions of 

robots may also be valuable in future HRI research. Finally, with the existence of biases towards non-native 

humans established in human-human interaction studies, our work sets the foundation to explore if such 

biases exist in HRI as well.  
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Chapter 10  

CONCLUSION 

My thesis comprised of three main goals: understanding the perception of robots with varying language 

fluency and task competency from a monolingual perspective, multilingual perspective, and conducting a 

comparison between the robot perceptions by the monolingual and multilingual groups. In Study I, we 

implemented a human-robot collaboration task in the form of a guessing game in which the robot assumed 

different pairings of varying language fluency and task competency capabilities. We found there to be a 

significant difference between monolingual individuals’ perceptions of robots in varying robot conditions 

in specific perception categories. For instance, monolingual participants may prioritize language fluency 

when perceiving verbal competence, both language fluency and task competency when perceiving 

intelligence and reliability, and task competency when determining if their expectations were met and if the 

robot was a good teammate. In Study II, we executed the same study design from Study I, except in this 

second study, we enlisted multilingual participants instead of monolingual participants. The results 

indicated a significant difference between multilingual individuals’ perceptions of robots in varying robot 

conditions in certain perception categories. For example, multilinguals may be influenced by task 

competency more than language fluency in their perceptions of the robot’s intelligence, ability to be a good 

teammate, meet expectations, and their willingness to work with the robot again while both language 

fluency and task competency may play a role in their perception of the robot’s reliability.  

To facilitate the research on understanding how monolingual participants’ perception of a robot 

with varying language fluency and task competency compares to that of multilingual participants, we 

compared the results from Study I with Study II. The results showed that there were significant interactions 

between the participant groups and their perceptions of the robot in certain conditions. The implications of 

these findings may be that language fluency plays a greater role in the perception of a disfluent robot’s 

verbal competence for monolingual participants than multilingual participants. In addition, monolingual 
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individuals perceived fluent-incompetent robots more favorably in the perception categories of intelligence, 

reliability, meeting expectations, and willingness to work with the robot again.  

The findings of this work underscore the importance of language fluency and task competency in 

the context of social HRI and will enable the development of more intelligent robots in the future. Following 

these studies, we hope for future research to investigate why perceptions between robot conditions and 

participant groups differed while also identifying and expanding on necessary robot capabilities to uphold 

positive human-robot interactions. 
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