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         In the Information Era, the world is connected not only by means of communicating over 

large distances but more importantly, by means of communicating despite differences in 

language. However, research has long established that the current state-of-the-art translation 

models perform worse on language pairs for which there exists a smaller amount of data (Koehn 

and Knowles, 2017); these language pairs are termed in the field as low-resource pairs. Joshi et 

al. (2020) illustrates quantitatively how languages with typological features similar to English 

have an overall higher availability of resources across Wikipedia, the web, and popular language 

consortiums (p. 4). Consequently, populations dependent on translating between these low-

resource pairs are at a disadvantage due to inequity in data. The efficiency and usefulness of 

popular, freely available translation tools such as Google Translate varies widely depending on 

the language pair one chooses for translation. Nee et al. (2022) points to more such instances of 

inequitable Natural Language Processing (NLP) tools such as Automated Speech Recognition 

(ASR) technology underperforming for dialects outside of Standard American English and 

inequity in algorithmic ranking of video search results for some language varieties.  

Several efforts worth being summarized have been made in the field of Natural Language 

Processing and Neural Machine Translation to overcome this gap in translation quality. While it 

is imperative to consolidate the current research being done to achieve more equitable machine 

translation technology, it is all the more critical to ask what societal conditions led to the inequity 

in resource distribution across language varieties in the first place. Therefore, the overall 

motivation for this research is two-fold: i) the state-of-the-art technical paper attempts to present 

the most recent research in the field of low-resource language machine translation in a 

consolidated manner and to analyze any trends emerging from the presented information, and ii) 

the STS paper attempts to use the frameworks of Linguistic Justice, Actor-Network theory, and 



 3 

Social Construction to illustrate the dominant societal and industrial conditions that continue to 

directly impact the current development of new machine-translation models. Thus, the technical 

and STS papers are tightly coupled and the results from one paper affect the other in a pivotal 

manner.  

The personnel involved in this research include Anusha Choudhary, currently a fourth-

year undergraduate student pursuing a major in Computer Science in the School of Engineering 

and Applied Sciences and a minor in Data Analytics at the University of Virginia. Yangfeng Ji, 

William Wulf Career Enhancement Assistant Professor at the Department of Computer Science 

and leader of the Information and Language Processing (ILP) Lab at the University of Virginia 

will serve as an advisor for the state-of-the-art technical paper and Catherine D. Baritaud, Senior 

Lecturer in the Science, Technology, and Society program at the University of Virginia will 

serve as the advisor for the STS paper. The following chart in Figure 1 outlines the timetable for 

these deliverables.  

 

Figure 1: Gantt Chart for Tehnnical and STS deliverables: This chart displays the start 

and end dates for each deliverable required for the technical project and the STS 

portfolio. (Choudhary, 2022)  
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NEURAL MACHINE TRANSLATION ON LOW-RESOURCE LANGUAGE PAIRS 

Natural Language Processing is a wide sub-field of Machine Learning and Artificial 

Intelligence that aims to use machine learning to solve several tasks such as analyzing the 

sentiment behind a piece of text or speech, recognizing speech, converting text to speech and 

vice-versa, generating text or speech, translating between texts in different languages, and many 

more. Of these tasks, the tasks involving translation between languages can be grouped under the 

task of Machine Translation. The current state-of-the-art technology for Machine Translation is 

Neural Machine Translation (NMT), which uses a neural network to maximize translation 

performance (Bahdanau, Cho, & Bengio, 2016). Neural Networks are a result of the Perceptron 

proposed by Frank Rosenblatt in 1958, and Rosenblatt (1962) describes the Perceptron as a brain 

model which attempts to explain the processes of the biological brain. As Koehn and Knowles 

(2017) explained, NMT worsens in quality on smaller datasets (p. 4, pp. 4). This means that in 

the world of Neural Networks, inequity in resource availability is synonymous with inequity in 

performance quality. As it stands, English and languages with typological features similar to 

English such as Spanish, German, and French make up the majority of the available resources to 

train NMT models. Joshi et al. (2020) illustrate this resource inequity quantitatively in Figure 2 

on page 5, by categorizing the world’s languages into six classes based on shared typological 

features and plotting the quantity of resources available for each language class across the 

Linguistic Data Consortium (LDC), the Language Resources and Evaluation (LRE) Map, 

Wikipedia, and the Web.  
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Figure 2: Plots of Different Available Resources for Different Languages. Languages to the far 

right do not have a representation in the resource category. Languages annotated are: Class 0-

Dahalo (Dh), Wallisian(Wl); Class 1-Bhojpuri (Bh), Greenlandic (Gr); Class 2-Lao (La), Zulu 

(Zu); Class 3- Bengali (Bn), Indonesian (In); Class 4- Korean (Ko), Italian (It); Class 5- English 

(En), Spanish (Es). (Joshi et al., 2020, p.4) 

 

Evidently, languages that make up the largest (88.17%) percentage of total languages 

have the smallest amount of available training data and languages that make up the smallest 

percentage (0.28%) of the world’s languages have the largest amount of training data across all 

four resources in Figure 2. This poses a problem as it renders the state-of-the-art NMT models 

inefficient for 99.72% of total languages spoken by an aggregated 5B speakers. Consequently, it 

is also difficult to evaluate the performance of any NMT model as a language-agnostic model 

(Bender, 2011).  

Several efforts have been made in the field of Natural Language Processing and Neural 

Machine Translation to overcome the gap in quality for low-resource language pairs such as 

Korean-English (Sennrich and Zhang, 2019), Mongolian-Chinese (Wenting et al., 2017), and 

Sinhala-English (Koshiya et al., 2021). Most recently, researchers at Meta AI developed a state-
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of-the-art machine translation tool called No Language Left Behind (NLLB), which claims to 

offer human-centered machine translation for over 200 languages with an average improvement 

of 44% (in BLEU score) over the previous state-of-the-art models (Costa-jussà et al., 2022).  

The goal of this state-of-the-art paper is to survey and summarize: (i) the recent models 

being developed for translating specifically between low-resource language pairs, (ii) the 

improvements made on Korean-English and the Indic languages, and (iii) the improvements in 

models built for translating between multiple low-resource language pairs such as NLLB. The 

aim is to understand the trends in the improvements made to NMT and analyze how 

generalizable they are to all low-resource language pairs. 

EXPLORING LINGUISTIC JUSTICE AND DATA EQUITY IN AI 

 

 Inequity in the quality of machine translation across languages poses a limitation not only 

for the developers of neural machine translation tools, but it also stands as an obstacle to social 

justice. As Nee et al. (2021) argue, language and social reality are mutually enforcing (p. 2), and 

thus, linguistic injustice perpetuates social injustice. The historical imbalance in the availability 

of resources for low-resource languages in machine learning models and the resulting 

inefficiency in the quality of machine translation for these languages is tightly coupled with the 

existing imbalances present in society and the technology industry. Accordingly, the motivation 

behind examining the role of society and the technology industry in the development of machine 

translation models is not only to improve the state of the existing machine translation tools for a 

wider population of language speakers, but also to advance social justice.  

To illustrate the relation between society, industry, and NMT and to explore different 

aspects of the imbalances in resource availability and translation quality across language 
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varieties, we will look at three frameworks: Linguistic Justice, introduced by Nee et al. (2021), 

Social Construction, introduced by Carslon (2009), and the Actor-Network Theory. 

LINGUISTIC JUSTICE 

Linguistic justice as introduced by Nee et al. (2021) provides a four-layer approach to 

frame the development of NLP tools (pp. 3-6). The first layer focuses on equity and inclusion in 

the choices of words and phrases (pp. 3), the second layer focuses on inclusive organization and 

labeling of words and phrases (pp. 3-4), the third layer emphasizes time, indexicality and context 

of words and phrases (pp. 4-5), and the fourth layer highlights power and accessibility inequities 

in NLP tools (pp. 5-6). Nee et al. (2021) refer to all Natural Language Processing technology 

when they present the framework of linguistic justice, placing no special emphasis on Neural 

Machine Translation. This leaves space for further exploration of linguistic justice in the specific 

context of NMT. Viewing NMT from a linguistic justice lens, the second and fourth layers of 

linguistic justice emerge as the most relevant subjects for discussion, as inclusivity of language 

structure (implicated by the second layer in Nee et al. (2021, pp. 3-4)) and power and resource 

inequities experienced by speakers of low-resource languages (discussed in the fourth layer in 

Nee et al. (2021, pp. 5-6)) play the most pivotal roles in the inclusivity of machine translation. 

The second and fourth layers of linguistic justice will be further explored in the specific context 

of NMT in the STS paper.  

SOCIAL CONSTRUCTION 

Consolidating the existing STS research related to Neural Machine Translation, five 

major societal and industrial stakeholders of NMT can be identified. First, a distinction must be 

drawn between users of NMT tools who speak high-resource languages and those who speak 

low-resource languages; while both groups of speakers are users of NMT tools, speakers of high-
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resource languages contribute to the development of NLP tools by way of providing training data 

for models but speakers of low-resource languages have restricted influence on the development 

of NLP tools since training data from low-resource language varities is rarely used. This one-

way line of communication between low-resource language speakers and developers of NLP 

tools reinforces Nee et al. (2021)’s argument of language and power being intertwined (p. 2). 

Joshi et al. (2020) brings up research conferences, most notably the Association for 

Computational Linguistics (ACL), as another set of entities that influence development of NMT 

tools and are also influenced by emerging trends in new NLP tools. Nee et al. (2021) points to 

biases in data labelers as sources of bias in NLP tools, which points to how both human and 

algorithmic data labelers influence the development of NLP tools although they may not 

direcetly use the tools or be impacted by them. Lastly, Luitse and Denkena (2021, p.1) argue that 

the release of open-source models from big tech corporations such as Google’s Bidirectional 

Encoder Representations from Transformers (BERT) model result in a monopolization of the 

market and a concentration of power in the hands of big tech corporations. This trend has been 

repeated with Meta AI releasing No Language Left Behind (NLLB) as open-source code on 

GitHub (Costa-jussà, 2022). Thus, big tech corporations play a big role in the development and 

accessibility of  NMT tools. The interactions of the five major stakeholder groups mentioned in 

this section with the developers of NMT models are summarized using Carlson (2009)’s Social 

Construction model in Figure 3 below. 
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Figure 3: The Social Construction Framework for Low-Resource Machine Translation. This 

figure shows the interactions of five major stakeholder groups of NMT tools with the developers 

of NMT models. (Adapted by Choudhary, 2022 from Carlson, 2009) 

 

ACTOR-NETWORK THEORY 

 While Carlson (2009)’s Social Construction model places the engineer at the theoretical 

center of the discussion around technology, Actor-Network Theory provides an opportunity to 

explore the dynamics between the stakeholders of a piece of technology not only with the 

engineer but also with other stakeholders as well as the technology itself. Figure 4 uses ANT to 

contrast the dense network of speakers of high-resource languages, big tech corporations, 

research conferences, data labelers, NMT tools and developers of NLP tools with the sparsity of 

connections between speakers of low-resource languages and all other stakeholders. ANT also 

allows for the use of relative image size to highlight the amount of power any one actor has over 

other actors; consistent with arguments presented by Luitse and Denkena (2021), Nee et al. 

(2021), and Joshi et al. (2020), big tech corporations, research conferences, and the NMT models 

Speakers of high-resource 

languages 

Speakers of low-resource 

languages 

Research Conferences 
Human and Algorithmic 

Data Labelers 

Big Tech Corporations 

Developers of Machine Translation models 



 10 

themselves occupy more power over users of NMT tools, developers of NMT tools, and data 

labelers and thus are portrayed as larger images in Figure 4. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4: Actor-Network Theory for Machine Translation. This figure shows the links between 

the machine translation models (center) and the other actors in this network; notably, the fewest 

links exist between speakers of low-resource languages and the other actors. (Choudhary, 2022) 

 

The ideal outcome of this STS paper is to formulate a frame of reference that developers 

and researchers of NMT can use while improving and evaluating NMT models that includes all 

stakeholders of NMT tools and puts linguistic justice at the forefront.  

TRANSLATING BETWEEN TECHNOLOGY AND SOCIETY 

The problem of Neural Machine Translation on low-resource languages is inherently both 

a technological and a social problem. When a problem is both technological and social, applying 

either an exclusively technological fix or an exclusively sociological fix may leave gaps in the 
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solution and thus in the equitability of machine translation. It is imperative that technologists and 

researchers keep questions of linguistic justice at the forefront when improving and evaluating 

NMT models. The hope is that the technical and the STS papers be treated as complementary 

entities that successfully provide both an account of the technological improvements in the 

current state-of-the-art Neural Machine Translation models as well as an exposition on the 

sociological areas for improvement in the context of Neural Machine Translation.  
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