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Abstract

Transits of exoplanets observed in the near-UV have been used to study the absorption

properties of their atmospheres and possible star-planet interactions. In total, 25 transiting

exoplanets were observed either in the near-UV or optical with the 1.5-m Kuiper Telescope

to constrain their atmospheres and determine if asymmetries are visible in their light curves.

I find that none of the near-UV transits exhibit any asymmetries. These observations sug-

gest that asymmetries are not common in ground-based transits. With these observations I

also conclude that 15 of the exoplanets have clouds, 5 have some type of scattering, and 3

may have TiO absorption in their atmospheres.

Next, I used the plasma photoionization code CLOUDY to explore whether there is a

UV absorbing species in the stellar wind that can cause an early UV ingress in the transits

of close-in exoplanets due to the presence of a bow shock compressing the coronal plasma.

For all UV wavelengths, I find under realistic physical conditions for the corona that there

are no species that can cause absorption with sufficient opacity. These conclusions sug-

gest that UV asymmetry observations are not a suitable approach for exoplanet magnetic

field detection. I also simulated escaping planetary gas in ionization and thermal equilib-

rium with the stellar radiation field with CLOUDY. From this model, I find species with

strong absorption lines previously observed in exoplanet upper atmospheres but also make

predictions for many species and lines not yet observed from X-rays to the radio domain.

Detection of radio emission from exoplanets can provide information on the star-planet

system that is difficult to study otherwise, such as the planetary magnetic field, magne-

tosphere, rotation period, interior structure, atmospheric dynamics and escape, and star-

planet interactions. Such a detection in the radio domain would open up a whole new

field in the study of exoplanets. I created a pipeline for Low-Frequency Array (LOFAR)
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beam-formed observations that mitigates radio frequency interference, calibrates the time-

frequency response of the telescope, and searches for bursty planetary radio signals in the

data. Next, I investigate the radio emission from Jupiter, scaled such that it mimics emis-

sion coming from an exoplanet, with low-frequency radio observations using the LOFAR.

The goal is to determine up to what distance and with what strength radio emission from

exoplanets can be detected using LOFAR. This is the first time that the sporadic nature of

expected radio emission from exoplanets has been simulated. I find that radio bursts from

an exoplanet located at 20 pc (encompassing tens of known exoplanets) could be detected

if the flux is a million times stronger than the peak level of Jupiters radio emission. This

finding is consistent with theoretical models that predict such strong radio emission can ex-

ist. The present study can be used as a guide to search for radio emission from exoplanets

and to produce more reliable upper-limits for non-detections.
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“If people sat outside and looked at the stars each night, I’ll bet they’d live a lot

differently.” Bill Watterson
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I would like to thank Veronica Fitzhugh (yes her, a real-life nazi-fighter, community

activist, Sith-lord princess) for all your love and support these past 6 months! There is no

doubt that you helped keep me more sane during the long post-doc job applications and

thesis writhing process. I’m not sure what I would have done without you. Indeed, life is

better with company.

Thank you to all the teachers I’ve had throughout my education! Specifically, thank

you Mrs. Benine (my high school math, chemistry, and physics teacher) for setting the

foundation of my STEM education! Thank you Mrs. Baker for being an amazing art

teacher and mentor. At UofA, I would like to thank Shawn Jackson for being the most

amazing (and very tough) physics teacher I’ve ever had. Thank you Albrecht Classen for

the most amazing study abroad experience. Finally, thank you to everyone I’ve encountered

along my path (personally or professionally) for being on this journey with me! The journey

is the destination!

P.S. This was one of the hardest sections to write in my thesis.



Table of contents

List of Figures xiv

List of Tables xvi

1 Introduction 1
1.1 Context . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Exoplanet Magnetic Fields . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.2.1 What can be learned from a measurement of the magnetic field of
an exoplanet? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.3 Exoplanet Radio Emission . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3.1 Can the radio emission from exoplanets be detected? . . . . . . . . 4
1.3.2 What can be learned from exoplanetary radio emissions? . . . . . . 5

1.4 Near-UV Light Curve Asymmetries . . . . . . . . . . . . . . . . . . . . . 8
1.5 Atmospheres of Transiting Exoplanets . . . . . . . . . . . . . . . . . . . . 8
1.6 Contents of the Thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2 Ground-based near-UV observations of 15 transiting exoplanets: Constraints
on their atmospheres and no evidence for asymmetrical transits 13
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2 Observations and Data Reduction . . . . . . . . . . . . . . . . . . . . . . . 18
2.3 Light Curve Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

2.3.1 EXOplanet MOdeling Package (EXOMOP) . . . . . . . . . . . . . 19
2.3.2 EXOMOP model comparison . . . . . . . . . . . . . . . . . . . . 33
2.3.3 EXOMOP analysis of the systems . . . . . . . . . . . . . . . . . . 35

2.4 Calculated Physical Properties of the Systems . . . . . . . . . . . . . . . . 38
2.4.1 Period Determination . . . . . . . . . . . . . . . . . . . . . . . . . 59

2.5 Individual Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
2.5.1 CoRoT-1b . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
2.5.2 GJ436b . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
2.5.3 HAT-P-1b . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
2.5.4 HAT-P-13b . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
2.5.5 HAT-P-16b . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

ix



x

2.5.6 HAT-P-22b . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
2.5.7 TrES-2b . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
2.5.8 TrES-4b . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
2.5.9 WASP-1b . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
2.5.10 WASP-12b . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
2.5.11 WASP-33b . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
2.5.12 WASP-36b . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
2.5.13 WASP-44b . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
2.5.14 WASP-48b . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
2.5.15 WASP-77Ab . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

2.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
2.6.1 Asymmetric Transits . . . . . . . . . . . . . . . . . . . . . . . . . 71
2.6.2 Wavelength dependence on the planetary radius . . . . . . . . . . . 73

2.7 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

3 Investigation of the environment around close-in transiting exoplanets using
CLOUDY 82
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
3.2 Overview of CLOUDY . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
3.3 Modeling of the coronal gas with CLOUDY . . . . . . . . . . . . . . . . . . 86

3.3.1 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
3.3.2 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

3.4 Modeling of planetary gas with CLOUDY . . . . . . . . . . . . . . . . . . . 101
3.4.1 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . 102
3.4.2 Planetary gas interacting with the stellar wind . . . . . . . . . . . . 107

3.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

4 Investigating the physical properties of transiting hot Jupiters with the 1.5-m
Kuiper Telescope 112
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
4.2 Observations and Data Reduction . . . . . . . . . . . . . . . . . . . . . . . 113
4.3 Light Curve Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
4.4 Physical Properties of the Systems . . . . . . . . . . . . . . . . . . . . . . 122

4.4.1 Period Determination . . . . . . . . . . . . . . . . . . . . . . . . . 122
4.5 Individual Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125

4.5.1 CoRoT-12b . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
4.5.2 HAT-P-5b . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
4.5.3 HAT-P-12b . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
4.5.4 HAT-P-33b . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
4.5.5 HAT-P-37b . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
4.5.6 WASP-2b . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
4.5.7 WASP-24b . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134



xi

4.5.8 WASP-60b . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
4.5.9 WASP-80b . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
4.5.10 WASP-103b . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
4.5.11 XO-3b . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138

4.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
4.6.1 Wavelength dependence on the transit depth . . . . . . . . . . . . . 138

4.7 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142

5 The search for radio emission from exoplanets using LOFAR low-frequency
beam-formed observations: Data pipeline and preliminary results for the 55
Cnc system 144
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144

5.1.1 Predictions for radio emission from 55 Cnc e . . . . . . . . . . . . 145
5.2 LOFAR Observations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
5.3 Data Pipeline for LOFAR Observations . . . . . . . . . . . . . . . . . . . 147

5.3.1 RFI Mitigation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
5.3.2 Time-Frequency Telescope Response . . . . . . . . . . . . . . . . 151
5.3.3 Apply Corrections . . . . . . . . . . . . . . . . . . . . . . . . . . 151

5.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
5.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
5.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156

6 The search for radio emission from exoplanets using LOFAR beam-formed
observations: Jupiter as an exoplanet 158
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
6.2 Observations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
6.3 “Jupiter as an exoplanet” . . . . . . . . . . . . . . . . . . . . . . . . . . . 163

6.3.1 Scaling Jupiter’s signal . . . . . . . . . . . . . . . . . . . . . . . . 163
6.3.2 Extraction Jupiter’s signal . . . . . . . . . . . . . . . . . . . . . . 166

6.4 Signal processing and observables . . . . . . . . . . . . . . . . . . . . . . 168
6.4.1 Processing pipeline . . . . . . . . . . . . . . . . . . . . . . . . . . 168
6.4.2 Post-processing pipeline: Observables of the exoplanet signal . . . 169

6.5 Data Analysis and Results . . . . . . . . . . . . . . . . . . . . . . . . . . 175
6.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177
6.7 Conclusions and perspectives . . . . . . . . . . . . . . . . . . . . . . . . . 181

7 Summary 185
7.1 Chapter 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185
7.2 Chapter 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 186
7.3 Chapter 4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 186
7.4 Chapter 5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 187
7.5 Chapter 6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188



xii

7.6 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188

Appendices 189

Appendix A 189
A.1 Jupiter Scaling Derivation . . . . . . . . . . . . . . . . . . . . . . . . . . . 189

Appendix B 193
B.1 Elliptical correction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193

References 195



List of Figures

1.1 Mass-period and radius-period distribution for the confirmed exoplanets
(as of 26 March 2018) in the Exoplanet Archive Database. . . . . . . . . . 2

1.2 Comparative magnetospheric radio emission spectra for the planets in our
Solar System. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.3 Radio power scaling law and the maximum predicted emission frequency
and radio flux for known exoplanets as of 2011. . . . . . . . . . . . . . . . 7

1.4 Diagram of transiting exoplanet light curves in the optical and near-UV,
where the bow shock surrounding the planets magnetosphere is also able
to absorb stellar radiation. . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

1.5 Transmission spectrum of the transiting hot Jupiter WASP-19b from Very
Large Telescope observations. . . . . . . . . . . . . . . . . . . . . . . . . 10

2.1 Light curves of CoRoT-1b, GJ436b, HAT-P-1b, and HAT-P-13b. . . . . . . 24
2.2 Light curves of HAT-P-16b, HAT-P22b, and TrES-2b. . . . . . . . . . . . . 25
2.3 Light curves of WASP-1b. . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.4 Light curves of WASP-12b. . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.5 Light curves of TrES-4b and WASP-33b. . . . . . . . . . . . . . . . . . . . 28
2.6 Light curves of WASP-36b, WASP-44b, and WASP-48b. . . . . . . . . . . 29
2.7 Light curve of WASP-77Ab. . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.8 Variation of Rp/R∗ vs. wavelength for CoRoT-1b, GJ 436b, HAT-P-1b,

HAT-P-13b, HAT-P-16b, and TrES-2b. . . . . . . . . . . . . . . . . . . . . 76
2.9 Variation of Rp/R∗ vs. wavelength for TrES-4b, WASP-1b, WASP-12b,

WASP-33b, WASP-36, and WASP-44b. . . . . . . . . . . . . . . . . . . . 77
2.10 Variation of Rp/R∗ vs. wavelength for WASP-48b. . . . . . . . . . . . . . . 78

3.1 Schematic of the magnetic bow shock geometry. . . . . . . . . . . . . . . . 88
3.2 Schematic of the CLOUDY input model. . . . . . . . . . . . . . . . . . . . . 89
3.3 Solar spectrum input into CLOUDY as the external radiation field incident on

the cloud. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
3.4 Output CLOUDY spectra of the magnetosheath with varying hydrogen den-

sities in the stellar corona for all wavelengths. . . . . . . . . . . . . . . . . 93
3.5 Transit depths due to the magnetosheath for the nominal model. . . . . . . 98

xiii



xiv

3.6 Transit depths due to the magnetosheath for ground-based and HST near-
UV wavelengths. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

3.7 Transit depths for the CLOUDY modeling of the escaped planetary gas in
thermal equilibrium with the radiation field. . . . . . . . . . . . . . . . . . 108

3.8 Transit depth for radio wavelengths for the CLOUDY modeling of the es-
caped planetary gas in thermal equilibrium with the radiation field. . . . . . 109

4.1 Light curves of CoRoT-12b, HAT-P-5b, HAT-P-12b, HAT-P-33b, and HAT-
P-37b. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116

4.2 Light curves of WASP-2b, WASP-24b, WASP-60b, WASP-80b, and WASP-
103b. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

4.3 Light curve of XO-3b. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
4.4 Observation minus calculation mid-transit time (O-C) plots of HAT-P-5b,

HAT-P-12b, HAT-P-33b, WASP-2b, and WASP-24b. . . . . . . . . . . . . 126
4.5 O-C plot of WASP-80b, XO-3b, and WASP-103b. . . . . . . . . . . . . . . 127
4.6 Plot of Rp/R∗ against wavelength for HAT-P-5b, HAT-P-12b, HAT-P-37b,

WASP-2b, WASP-24b, and WASP-80b. . . . . . . . . . . . . . . . . . . . 132
4.7 Plot of Rp/R∗ against wavelength for WASP-103b and XO-3b. . . . . . . . 137

5.1 xample dynamic spectrum of raw Obs #1 LOFAR data. . . . . . . . . . . . 147
5.2 Flow chart of the main parts of the pipeline. . . . . . . . . . . . . . . . . . 148
5.3 Results of the pipeline for Obs #1. . . . . . . . . . . . . . . . . . . . . . . 150
5.4 Standard deviation of the intensity difference between the target and sky

beam for different rebin times. . . . . . . . . . . . . . . . . . . . . . . . . 155

6.1 Dynamic spectrum with LOFAR LBA of Jupiter in Obs #1 and of the OFF-
beam 1 in Obs #2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162

6.2 Calibrated flux density of the Jupiter emission with the NDA. . . . . . . . . 167
6.3 Dynamic spectra and extended emission observable Q1 for a scaling value

of α = 10−3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172
6.4 Observable quantities (Q2 and Q4) for a scaling value of α = 10−3. . . . . . 173
6.5 Simulated data-points (black) and test-points (red) to demonstrate the ob-

servable quantity Q2 and the effect of the elliptical correction. . . . . . . . 174
6.6 Comparison of the observable quantity Q3a between the ON-beam (Jupiter)

and OFF-beam 2 and the 2 OFF-beams for a scaling value α = 10−3 and
threshold τ = 2σ. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175

6.7 Plots of Q2 and Q4f (Power Offset) showing the detection limit (α = 10−3.5)
for the frequency range 50–60 MHz. . . . . . . . . . . . . . . . . . . . . . 184



List of Tables

1.1 Proposed scaling laws for planetary magnetic fields in the literature. . . . . 6

2.1 Comparison of the planetary systems in this studya . . . . . . . . . . . . . 17
2.2 Journal of observations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.3 White Gaussian noise model tests with EXOMOP, TAP, and JKTEBOP using

synthetic light curves . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.4 Red noise model tests with EXOMOP, TAP, and JKTEBOP using synthetic

light curves . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.5 Parameters fixed for the light curve fitting using EXOMOP . . . . . . . . . 39
2.6 Limb darkening coefficients for the light curve fitting using EXOMOP . . . . 40
2.7 Parameters derived in this study for the CoRoT-1b, GJ436b, HAT-P-1b,

HAT-P-16b, HAT-P-22b, TrES-2b, TrES-4b, and WASP-1b light curves us-
ing EXOMOP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

2.8 Parameters derived in this study for the HAT-P-13b, WASP-12b, and WASP-
44b light curves using EXOMOP . . . . . . . . . . . . . . . . . . . . . . . . 48

2.9 Parameters derived in this study for the WASP-44b and WASP-77Ab light
curves using EXOMOP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

2.10 Physical Properties of CoRoT-1b, GJ436b, HAT-P-1b, HAT-P-13b, HAT-
P-22b, TrES-2b, TrES-4b, WASP-1b, WASP-12b, WASP-33b, WASP-36b,
WASP-44b, and WASP-48b derived from the light curve modeling . . . . . 52

2.11 Physical Properties of WASP-77Ab derived from the light curve modeling . 59

3.1 CLOUDY model parameters . . . . . . . . . . . . . . . . . . . . . . . . . . 90
3.2 Mean ionization fractions for the coronal gas for the ionization states of

interest calculated from the CLOUDY modeling. . . . . . . . . . . . . . . . . 97
3.3 Mean ionization fractions for the planetary gas for the ionization states of

interest calculated from the CLOUDY modeling. . . . . . . . . . . . . . . . . 104
3.4 Spectral lines predicted for the planetary gas by CLOUDY. . . . . . . . . . . 105

4.1 Journal of observations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
4.4 Light curve parameters derived in this study using EXOMOP . . . . . . . . . 120
4.2 Parameters fixed for the light curve fitting using EXOMOP . . . . . . . . . . 123
4.3 Limb darkening coefficients for the light curve fitting using EXOMOP . . . . 124

xv



xvi

4.5 Physical parameters derived in this study for CoRoT-12b, HAT-P-5b, HAT-
P-12b,HAT-P-33b, HAT-P-37b, WASP-2b, WASP-24b, WASP-60b, and
WASP-80b. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128

4.6 Physical parameters derived in this study for WASP-103b and XO-3b . . . 131

5.1 Setup of LOFAR observations of 55 Cnc . . . . . . . . . . . . . . . . . . . 146

6.1 Setup of the LOFAR LBA beam-formed observations used in this work . . 163
6.2 Summary of LOFAR LBA beam-formed observations . . . . . . . . . . . . 164
6.3 Nominal parameters for the post-processing setup . . . . . . . . . . . . . . 176
6.4 Summary of the scaling factor upper limits found in the analysis . . . . . . 178
6.5 Detection limit of LOFAR LBA beam-formed observations found by ob-

serving “Jupiter as an exoplanet” . . . . . . . . . . . . . . . . . . . . . . . 180



1

Chapter 1

Introduction

“There are infinite worlds both like and unlike this world of ours.” Epicurus (300 BCE)

1.1 Context

The study of exoplanets is ultimately derived from humanity’s need to understand our place

in the universe. Questions like “Are we alone?” or “Are there planets like Earth out there?”

have been asked for thousands of years and only answered through philosophy or science

fiction. It was only 26 years ago that the first exoplanet was discovered orbiting a pulsar

(Wolszczan & Frail 1992) but the “offical” start of the field of exoplanets was not until 1995

after the discovery of the fist planet around a solar-like star (Mayor & Queloz 1995). Since

then, the field of exoplanets has grown into one of the most vibrant and fast-paced in all of

modern astronomy. Today, it is thought that every star has on average one planet orbiting

around it (Cassan et al. 2012; Batalha 2014). We are now for the first time in human history

starting to answer these age old questions and formulating new ones along the way.

There are currently over 4000 discovered exoplanets and many of these planets (ranging

from super-Earths to hot Jupiters) are unlike those in our Solar System (NASA Exoplanet

Archive; Akeson et al. 2013). An example of the diversity of planets can be seen by ex-

amining the mass- or radius-period distribution for known planets (Figure 1.1). Measuring

exoplanet parameters provides insights into planet formation, the architecture of planetary

systems, and even the possibility of planetary habitability (e.g. Howard et al. 2013). A va-
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a.) b.)

Figure 1.1: Mass-period (panel a) and radius-period (panel b) distribution for the confirmed
exoplanets (as of 26 March 2018) in the Exoplanet Archive Database. The planets discov-
ered by the various detection techniques are highlighted in different colors. Plots are taken
from the Exoplanet Archive Database.

riety of techniques have been developed to detect and study the radii, masses, temperatures,

orbital parameters, and atmospheric compositions of these exoplanets (e.g. Charbonneau

et al. 2000). However, one of the most elusive goals in exoplanet science today is the

detection of their magnetic fields (Zarka et al. 2015; Grießmeier et al. 2015).

1.2 Exoplanet Magnetic Fields

1.2.1 What can be learned from a measurement of the magnetic field

of an exoplanet?

All of the planets in our Solar System, except Venus, have or used to have a magnetic field

(Russell & Dougherty 2010) and interior structure models predict that many exoplanets

should have them as well (Sánchez-Lavega 2004). Observations of an exoplanet’s mag-

netic field would allow constraints on planetary properties difficult to study such as their

interior structure (composition and thermal state), atmospheric dynamics and escape, and

the physics of star-planet interactions (Hess & Zarka 2011; Zarka et al. 2015; Grießmeier
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et al. 2015; Lazio et al. 2016). Historically, the first constraints on the interior structures

of the Solar System gas giants came from the knowledge that they had magnetic fields.

Additionally, magnetic drag could also be an important factor for solving the anomalous

radii problem of hot Jupiters (Perna et al. 2010a,b; Koskinen et al. 2014). The presence of

magnetic fields on gas giants also affects the understanding of their origins and evolution

(Lovelace et al. 2008; Mordasini et al. 2012). For example, it was found that the migration

timescale for gas giants is inversely proportional to the radius of the planetary magneto-

sphere and thus its magnetic field strength (Lovelace et al. 2008). Finally, the magnetic

field of Earth is thought to help contribute to its sustained habitability by deflecting ener-

getic stellar wind particles, cosmic rays, and UV radiation (Grießmeier et al. 2005, 2009,

2015; Lazio et al. 2010; Lammer et al. 2009; Kasting 2010; Lazio et al. 2016). Therefore,

this characteristic may also be important for assessing the habitability of exoplanets.

1.3 Exoplanet Radio Emission

It has been suggested that an exoplanet’s magnetic field can be detected through radio

emission from the planet generated by the electron-cyclotron maser instability (CMI; Far-

rell et al. 1999). All the magnetized planets and moons in our Solar System emit in the

radio by the CMI mechanism (Zarka 1998). Planetary CMI radio emission is caused by

fast electrons from the stellar wind or coronal mass ejections interacting with the magne-

tosphere or by electron acceleration processes inside the magnetosphere (e.g., co-rotation

breakdown in the Jupiter plasma torus; Cowley et al. 2003). CMI emission occurs at the

cyclotron frequency (or gyrofrequency) in the source region, fg = 2.8
[
Bp/(1 G)

]
MHz, up

to a maximum frequency that corresponds to the strength of the magnetic field near the

planetary surface above the magnetic pole (Bp). Observing emission over a range of fre-

quencies could in principle be used to determine the exoplanet’s radio spectrum and thus

its magnetic field strength. As seen in Figure 1.2, the radio spectrum for the Solar Sys-

tem planets is complex below the maximum local gyrofrequency, which corresponds to the

planet’s polar magnetic field. For the magnetized planets in our Solar System it is known

that CMI emission is not isotropic (Zarka 1998). For example, the decametric (3–40 MHz

with wavelengths of 10–100 meters) emission from the Jovian auroral oval has a beaming
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angle θ = 1.6 sr (Zarka et al. 2004). Simulations of the expected radio dynamic spectrum

from hot Jupiters show that radio emission may only be detectable over a few percent of

its orbital phase due to the beaming of CMI (Hess & Zarka 2011). Additionally, the CMI

emission from Jupiter is intrinsically variable from millisecond to hour timescales (e.g.

Lecacheux et al. 2004; Marques et al. 2017).

1.3.1 Can the radio emission from exoplanets be detected?

Figure 1.2: Comparative magnetospheric radio emission spectra for the planets in our So-
lar System. The ionospheric cutoff is at 10 MHz (red vertical line). Therefore, Jupiter’s
decametric radio emission (DAM) is the only emission observation from the ground. Plot
taken from Zarka (2007).

Theoretical models can be used as a guide to determine whether radio emission from

exoplanets can be observed with current ground-based radio telescopes. Of the Solar Sys-

tem planets, only Jupiter has a strong enough magnetic field to produce CMI emission at

frequencies detectable from the ground (e.g., a planet must have a field stronger than 3 G

to radiate at frequencies above the ionospheric cutoff of 10 MHz, shown in Figure 1.2). For

the predicted magnetic field strengths of hot Jupiters (0.5 – 250 G; Sánchez-Lavega 2004;

Reiners & Christensen 2010; Christensen 2010), the emission frequency overlaps with the
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frequencies (10-400 MHz) observed by many ground-based low-frequency radio telescopes

(e.g., LOFAR, MWA, GMRT, JVLA) (Grießmeier 2015). The magnetic field predictions

for smaller planets would produce an emission frequency below 10 MHz (Zuluaga et al.

2013). Thus only hot Jupiters are predicted to be observable from the ground. However, the

uncertainties in the magnetic field strength predictions can be about an order of magnitude

depending on whether a rotational-independent (Christensen 2010) or rotational-dependent

(Sánchez-Lavega 2004; Grießmeier et al. 2007) scaling-law is used. An overview all of all

all scaling laws can be found in Christensen (2010) and Table 1.1. Additionally, a magnetic

scaling law was found to exist between the emitted radio power of the magnetized Solar

System planets/moons and the incident power from the solar wind (panel a in Figure 1.3).

From this scaling law, hot Jupiters are estimated to have 103−106 times greater radio power

than that of Jupiter because a planet so close to the star experiences a much greater stel-

lar wind flux. If we combine the estimate for magnetic field strengths and the radio power

scaling law, we find that at least dozens of known exoplanets may emit at a frequency range

and flux levels detectable by current telescopes (panel b in Figure 1.3). The systemic un-

certainties on these scaling laws are large (Christensen 2010; Grießmeier 2015), therefore,

observations are needed to confirm and refine these predictions.

Many ground-based studies conducted to find exoplanet radio emission have resulted in

non-detections (Yantis et al. 1977; Winglee et al. 1986; Bastian et al. 2000; Lazio & Farrell

2007; Hallinan et al. 2013; Zarka et al. 2015; Grießmeier 2015). There are a few possible

detections (Lecavelier des Etangs et al. 2013; Sirothia et al. 2014) but none have been

confirmed by follow-up observations. The reasons for the non-detections are degenerate:

(1) the observations were not sensitive enough, (2) the planetary magnetic field is not strong

enough to emit at the observed frequencies, or (3) Earth was outside the beaming pattern

of the radio emission (Hallinan et al. 2013; Zarka et al. 2015; Grießmeier 2015).

1.3.2 What can be learned from exoplanetary radio emissions?

The most important property obtained from radio emission observations of an exoplanet

is the strength of the planetary magnetic field. Additionally, radio observations will allow

constraints on the magnetosphere structure, planetary space environment (solar wind den-
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Table 1.1: Proposed scaling laws for planetary magnetic fields in the literature. This table
was reproduced from Christensen (2010).

# Scaling Rule Reference Notes
1 BpR3

p ∝
(
ρcΩR5

p

)a
1 Magnetic Bode Law

2 B2 ∝ ρcΩ
2R2

c 2
3 B2 ∝ ρcΩσ

−1 3 Elsasser number rule
4 B2 ∝ ρcR3

cqcσ 4 at low energy flux
5 B2 ∝ ρcΩR5/3

c q1/3
c 5 mixing length theory

6 B2 ∝ ρcΩ
3/2Rcσ

−1/2 6
7 B2 ∝ ρcΩ

2Rc 7
8 B2 ∝ ρcΩ

1/2R3/2
c q1/2

c 8 MAC balance
9 B2 ∝ ρcR

4/3
c q2/3

c 9 energy flux scaling

Symbols. — Bp: Planetary magnetic field strength at the
surface; Rp: Planetary radius; ρc: Density of the planetary
core; Ω: Planetary rotation rate; B: Magnetic field
strength inside the dynamo; Rc: Radius of the electrically
conducting fluid core of the planet; σ: Conductivity of the
planetary core; qc: Convected energy flux in the planetary
core
References. — (1) Russell 1978; (2) Busse 1976; (3)
Stevenson 1979; (4) Stevenson 1984; (5) Curtis & Ness
1986, modified; (6) Mizutani et al. 1992; (7) Sano 1993;
(8) Starchenko & Jones 2002; (9) Christensen & Aubert
2006
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a.) b.)

Figure 1.3: (a) Radio power scaling law comparing the average radio power from the Solar
System planets/moons to the incident magnetic/kinetic power of the solar wind. For hot
Jupiters, their radio power is predicted to be 104 − 106 times greater than Jupiter’s radio
power. (b) Maximum predicted emission frequency and radio flux for known exoplan-
ets as of 2011 (triangle symbols) using the magnetic scaling law and predicted magnetic
field strengths (Grießmeier et al. 2007). The sensitivities for specific radio telescopes are
labeled. Plots are taken from Zarka et al. (2015).
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sity, etc.), orbital-inclination, the planetary rotation period, and the presence of extrasolar

moons (Hess & Zarka 2011; Zarka et al. 2015). All of these parameters are extremely

difficult to study otherwise. For non-transiting planets the planetary mass is not known ex-

actly but there is an inclination ambiguity, therefore, observing radio emissions from these

planets may allow for a more accurate determination of their masses.

1.4 Near-UV Light Curve Asymmetries

Aside from radio observations, the other main method proposed for studying exoplanet

magnetic fields is near-UV light curve asymmetries. Two hot Jupiters have been found to

show an earlier transit ingress in the UV than in the optical (Fossati et al. 2010; Ben-Jaffel

& Ballester 2013). This observation has been tentatively explained by the presence of a

bow shock on the leading edge of the planet formed by interactions between the planet’s

magnetosphere and the stellar coronal plasma (Vidotto et al. 2010a; Llama et al. 2011). If

the shocked material in the magnetosheath is optically thick, it will absorb starlight and

cause an early ingress in the near-UV light curve (Vidotto et al. 2011b, Figure 1.4). Thus

the difference between ingress times in different wavelength bands can help constrain the

properties of the planet’s magnetic field. Vidotto et al. (2011a) predict that near-UV ingress

asymmetries should be common in transiting exoplanets and tabulated a list of the 92 targets

that should exhibit this effect. However, other studies suggest that the UV absorption is due

to atmospheric escape (Lai et al. 2010; Bisikalo et al. 2013a) or exomoons (Ben-Jaffel &

Ballester 2014; Kislyakova et al. 2016), which does not require the presence of a magnetic

field.

1.5 Atmospheres of Transiting Exoplanets

Most of the planets discovered to date have been found using the transit method in large-

scale transit surveys such as Kepler, WASP, and CoRoT. Transiting exoplanet systems

(TEPs) are of great interest because their radius can be directly measured in relation to

their star with photometric observations (Charbonneau et al. 2000). With the addition of

spectroscopic and radial velocity measurements, many physical properties of TEP systems
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Fig. 2 Sketches of the light curves obtained through
observations in the a) optical and b) near-UV, where
the bow shock surrounding the planet’s magnetosphere is
also able to absorb stellar radiation. Figure adapted from
Vidotto et al. (2011b).

Vidotto et al. (2010) showed that, because WASP-12b
is at a close distance to the star, the kinetic term of the
coronal plasma may be neglected in Eq. (6). They also
neglected the thermal pressure, so that Eq. (6) reduces to
Bc(a) ≃ Bp(rM ). Further assuming that stellar and plane-
tary magnetic fields are dipolar, we have

Bp = B∗

(
R∗/a

Rp/rM

)3

, (7)

where B∗ and Bp are the magnetic field intensities at the
stellar and planetary surfaces, respectively.

Therefore, by determining the phase at which the near-
UV transit begins, one can derive the stand-off distance
(Eq. 5) and then estimate the intensity of the magnetic field
of the planet (Eq. 7), provided that the stellar magnetic field
is known.

For WASP-12, we use the upper limit of B∗ < 10 G
(Fossati et al., 2010a) and the stand-off distance obtained
from the near-UV transit observation rM = 4.2 Rp

(Lai et al., 2010), and we predict a planetary magnetic field
of Bp < 24 G for WASP-12b.

2.2 Radiation Transfer Simulations of the near-UV
transit

In order to test the hypothesis of the bow-shock model
was indeed able to cause the lightcurve asymmetry ob-
served in WASP-12b, Llama et al. (2011) performed Monte
Carlo radiation transfer simulations of the near-UV tran-
sit of WASP-12b. The characteristics of the stellar coro-
nal plasma (density, velocity and temperature), modelled by
Vidotto et al. (2010), were adopted in order to derive the
density at the shock nose and the angle at which the shock
is formed. As in Vidotto et al. (2010), Llama et al. (2011)
assumed a shock in the adiabatic limit where the density be-
hind such a shock increases by a factor of four with respect
to the density ahead of the shock (stellar coronal material).

The characteristics of the local plasma surrounding the
planet were derived based on simple models that we de-
scribe next. Vidotto et al. (2010) adopted two scenarios. The
first one considers the corona as a hydrostatic medium, so
that it corotates with the star. The other one, considers that
the corona is filled with an expanding, isothermal wind. In
this case, the wind radial velocity ur is derived from the
integration of the differential equation along the radial co-
ordinate r

ur
∂ur

∂r
= − 1

ρc

∂pc

∂r
− GM∗

r2
, (8)

where G is the gravitational constant. The first prescription
adopted has the advantage of having analytical solutions.
The latter one, although lacking an analytical expression,
can be easily integrated. In the first scenario, there is no
radial velocity of the wind plasma, so that the shock forms
ahead of the planet, while in the second scenario, the shock
forms at an intermediate angle. These angles were used in
the simulations of Llama et al. (2011).

To compute the near-UV lightcurve, the characterisation
of the three-dimensional geometry of the shock is required.
Therefore, two unknowns of the shock geometry, its solid
angle and its thickness, had to be specified. In order to tackle
the influence of these two parameters, Llama et al. (2011)
performed simulations for several shock geometries. As a
result, they found that different sets of parameters could pro-
duce similar solutions.

To constrain the model parameter, Llama et al. (2011)
relied on the information present in the near-UV lightcurve
by Fossati et al. (2010b). By analysing different models that
were equally able to provide a good fit to the HST data, they
were able to place constraints on 1) the phase of the near-
UV ingress (φ1′ ) and 2) the optical depth of the shocked
material, related to the extent of the shock and its thickness.
From 1), they could constrain the projected stand-off dis-
tance as 5.5 Rp, slightly larger than the value derived by
Lai et al. (2010) and used in Vidotto et al. (2010). From 2),
they showed that the shocked material does not need to have
a large optical depth to cause the amount of absorption ob-
served in the near-UV HST lightcurve.

The simulations presented by Llama et al. (2011) sup-
port the hypothesis that a bow-shock could generate an early

www.an-journal.org c⃝ 2011 WILEY-VCH Verlag GmbH&Co. KGaA, Weinheim

Figure 1.4: Diagram of transiting exoplanet light curves in the (a) optical and (b) near-UV,
where the bow shock surrounding the planets magnetosphere is also able to absorb stellar
radiation. Plot taken from Vidotto et al. (2011b).

(mass, radius, semi-major axis, gravity, temperature, eccentricity, orbital period) can be

directly measured. Additionally, multiple-band photometry of a TEP system can be used

to constrain the composition of an exoplanet’s atmosphere (Seager & Sasselov 2000). The

absorption properties of different species in a planetary atmosphere vary with wavelength,

causing an observable variation in the planet’s radius. Photometric light curve analysis can

also be used to search for transit timing variations (TTVs). TTVs can indicate additional

bodies in a TEP system (Miralda-Escudé 2002).

Exoplanet atmospheres in the optical can be dominated by hazes, absorption, and Mie or

Rayleigh scattering (Seager & Sasselov 2000; Hubeny et al. 2003; Griffith 2014). Among

the species that absorb in the optical wavelengths in exoplanetary atmospheres, titanium
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oxide (TiO), sodium (Na), potassium (K), and water (H2O) are expected to be the most

abundant (Seager & Sasselov 2000). TiO is theoretically predicted to play an important

role in the energy redistribution from the optical to the infrared and in generating temper-

ature inversions in the atmosphere of the hottest hot Jupiters above 2000 K equilibrium

temperature (Hubeny et al. 2003). Being generated in the lower thermosphere, the inten-

sity of the H2O bands indicates whether an additional source of opacity such as clouds or

hazes is present in the atmosphere (Sing et al. 2016). Combining the complementary infor-

mation on the presence of clouds by the H2O and K spectral features will allow for a more

complete picture of clouds and elemental abundances. Water has been repeatedly observed

in the atmosphere of hot Jupiters both from space with HST and from the ground at high

spectral resolution (e.g. Deming & Seager 2017). Na and K have also been observed in

the atmospheres of hot gas giants (e.g. Sing et al. 2016). An example of a ground-based

transmission spectra of the transiting hot Jupiter WASP-19b can be found in Figure 1.5.

This spectra indicates the presence of H2O, TiO, Na, and haze in the planet’s atmosphere

and is, to-date, among one of the best observations obtained from the ground.

Figure 1.5: Transmission spectrum of the transiting hot Jupiter WASP-19b from Very Large
Telescope observations (blue, green, red circles). The best-fitting spectrum (red-curve)
includes opacity from H2O, TiO, Na, and a global haze. Plot taken from Sedaghati et al.
(2017).
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Optical spectral observations also have the advantage of defining the slope of the trans-

mission spectrum and thus the opacity source (Griffith 2014). If Mie scattering is observed

it is a sign of aerosols in the planetary atmosphere and the sizes and distribution of the

particles can be determined through the exact slope. Mie scattering is mainly wavelength

independent and occurs when the particle sizes are larger than the observed wavelength. A

Rayleigh scattering signature on the other hand would be an indication of scattering by the

ambient gas. Rayleigh scattering is highly wavelength dependent (∝ λ4) and occurs when

the wavelength of light is smaller than the particle size. If Rayleigh scattering is observed,

the mixing ratios of H2O and methane in the atmospheres of hot Jupiters can be constrained

within an order of magnitude (Griffith 2014). The H2O and methane observations, taken

alone, can not be used to constrain the composition precisely, because the derived mixing

ratio depends strongly on the assumed radius at a specific pressure (usually at an altitude

where the pressure if of the order of 10 bars). That is, it remains unclear whether it is the

core of the planet or the opacity of the atmospheric gas that blocks out the stellar light. Fi-

nally, clouds and/or hazes have been found in nearly half of hot Jupiter atmospheres (Sing

et al. 2016). Clouds reduce the strength of spectral features thus causing the optical trans-

mission spectrum to be flat with wavelength (Seager & Sasselov 2000; Kreidberg et al.

2014).

1.6 Contents of the Thesis

In this thesis, I present detailed studies of the magnetic fields and atmospheres of close-in

exoplanets using both observations (near-UV, optical, and radio) and theory.

In Chapter 2, I present the study of ground-based near-UV observations of 15 transiting

exoplanets. The purpose of this chapter is to search for asymmetrical near-UV light curves

that would be indicative of a bow shock and to constrain their planetary atmospheres if the

transits do no exhibit asymmetries. This study was published in June 2016 in the Monthly

Notices of the Royal Astronomical Society, 459, 789.

I investigate the environment around close-in transiting exoplanets using the CLOUDY

plasma simulation code in Chapter 3. In this work, I show that under realistic physical

conditions for the stellar corona there are not any species that can cause an absorption
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with sufficient opacity to produce a detectable transit depth for any wavelength between

X-ray and radio (including near-UV). Additionally, I simulate escaping planetary gas in

ionization and thermal equilibrium with the stellar radiation field and promising sources

of opacity from the X-ray to radio wavelengths are discussed, some of which are not yet

observed. This work was published in June 2016 in the Monthly Notices of the Royal

Astronomical Society, 458, 3880.

The physical properties and atmospheres of 11 transiting hot Jupiters observed with the

1.5-m Kuiper Telescope are studied in Chapter 4. This work was published in December

2017 in the Monthly Notices of the Royal Astronomical Society, 472, 3871 and was done in

coordination with University of Virginia undergraduate student Robin Leiter.

In Chapter 5, I describe the data reduction pipeline created to analysis beam-formed

LOFAR Low-band Antenna (14- 74 MHz) observations and the initial analysis of 4 hours

of data on the exoplanetary system 55 Cnc. This study was published in October 2017 in

Planetary Radio Emissions VIII, 301-303.

Finally, I investigate the radio emission from Jupiter, scaled such that it mimics emis-

sion coming from an exoplanet, with low-frequency beam-formed observations using LO-

FAR in Chapter 6. The goals are to define a set of observables that can be used as a guide-

line in the search for exoplanetary radio emission and to measure effectively the sensitivity

limit for LOFAR beam-formed observations. This study was submitted for publication to

Astronomy & Astrophysics in February 2018 and is currently undergoing review.
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Chapter 2

Ground-based near-UV observations of

15 transiting exoplanets: Constraints on

their atmospheres and no evidence for

asymmetrical transits

“It’s been said that astronomy is a humbling and, I might add, a character-building

experience.” Carl Sagan

The text in this chapter is reproduced primarily from Turner J.D., et al. 2016. Ground-

based near-UV observations of 15 transiting exoplanets: Constraints on their atmospheres

and no evidence for asymmetrical transits. MNRAS. 459. 789.

2.1 Introduction

Near-ultraviolet (near-UV) transits of short period exoplanets are a great tool to study star-

planet interactions (e.g. tidal, gravitational, magnetic) and the scattering properties of their

atmospheres (e.g. Fossati et al. 2015). The atmospheres of hot Jovian exoplanets in the

near-UV (300 – 450 nm) can be dominated by Rayleigh scattering, other forms of scat-

tering or absorption, or clouds/hazes (Seager & Sasselov 2000; Brown 2001; Benneke
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& Seager 2013; Benneke & Seager 2012; Griffith 2014). Clouds reduce the strength of

spectral features thus causing the transit depth from near-UV to optical to be constant (Sea-

ger & Sasselov 2000; Brown 2001; Gibson et al. 2013b; Kreidberg et al. 2014; Knutson

et al. 2014a), and the Rayleigh scattering signature causes the transit depth to increase in

the near-UV (Lecavelier Des Etangs et al. 2008; Tinetti et al. 2010; de Wit & Seager 2013;

Griffith 2014). Additionally, near-UV transits may exhibit asymmetries in their light curves

such as ingress/egress timing differences, asymmetric transit shapes, longer durations, or

significantly deeper transit depths (>∼ 1%) than the optical (e.g. Vidal-Madjar et al. 2003;

Fossati et al. 2010; Ehrenreich et al. 2012; Kulow et al. 2014). The physical interpretations

of these abnormalities vary, and include bow shocks, tidal interactions, star-planet magnetic

interactions, a plasma torus originating from an active satellite, or escaping planetary atmo-

spheres (e.g. Vidotto et al. 2010a; Lai et al. 2010; Ben-Jaffel & Ballester 2014; Matsakos

et al. 2015).

There are 19 exoplanets with ground- or space-based observations in the UV (100–450

nm). These observations can be subdivided into two groups: asymmetric and symmetric

light curves. There are 5 exoplanets (55 Cnc b, GJ 436b, HD 189733b, HD 209458b,

WASP-12b) where asymmetries in their light curves are observed (Ehrenreich et al. 2012;

Kulow et al. 2014; Ehrenreich et al. 2015;Ben-Jaffel & Ballester 2013; Vidal-Madjar et al.

2003; Ben-Jaffel 2007; Ben-Jaffel 2008, Vidal-Madjar et al. 2004; Vidal-Madjar et al. 2008;

Vidal-Madjar et al. 2013; Ben-Jaffel & Ballester 2013; Fossati et al. 2010; Haswell et al.

2012; Nichols et al. 2015). For the symmetric transits, 9 hot Jupiters (HAT-P-1b, HAT-P-

12b, HAT-P-16b, TrES-3b, WASP-12b, WASP-17b, WASP-19b, WASP-43b, WASP-39b)

are observed to have a constant planetary radii from near-UV to optical wavelengths (Turner

et al. 2013; Copperwheat et al. 2013; Pearson et al. 2014; Bento et al. 2014; Nikolov et al.

2014; Mallonn et al. 2015a; Ricci et al. 2015; Sing et al. 2016). Additionally, 11 exoplanets

with symmetric light curves (GJ 3470b, HD 189733b, HD 209458b, HAT-P-5b, HATP-12b,

WASP-6b, WASP-12b, WASP-17b, WASP-31b, WASP-39b, XO-2b) are observed to have

a larger near-UV radii than optical wavelengths (Sing et al. 2008, Lecavelier Des Etangs

et al. 2008; Sing et al. 2011; Southworth et al. 2012b, Sing et al. 2013; Nascimbeni et al.

2013; Sing et al. 2015; Zellem et al. 2015; Sing et al. 2016). There seems to be a wavelength

distinction between asymmetric and symmetric light curves, where asymmetric transits
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are only observed below 300 nm. However, recent observations of asymmetric transits at

optical wavelengths (Rappaport et al. 2012; Rappaport et al. 2014; van Werkhoven et al.

2014; Cabrera et al. 2015; Cauley et al. 2015) hint that this dichotomy might not be the

case.

In this study, we investigate whether ground-based near-UV observations exhibit asym-

metries. Most notably, it was predicted that a transiting exoplanet can potentially show

an earlier transit ingress in the UV than in the optical, while the transit egress times will

be unaffected due to the early absorption of star light due to a bow shock (Vidotto et al.

2010a, 2011a,b; Vidotto et al. 2011c; Llama et al. 2011, 2013). Additionally, the near-UV

transit will have a greater drop in flux than the optical transit and will no longer be sym-

metric about the mid-transit time (Vidotto et al. 2011b; Llama et al. 2011, 2013). This

effect is explained by the presence of a bow shock on the leading edge of the planet formed

by interactions between the planet’s magnetosphere and the stellar coronal plasma. If the

shocked material in the magnetosheath becomes sufficiently opaque, it will absorb starlight

and cause an early ingress in the near-UV light curve (Vidotto et al. 2011b, see fig. 6).

Vidotto et al. (2011a, hereafter VJH11a) predict that near-UV ingress asymmetries should

be common in transiting exoplanets and tabulated a list of the 69 targets that should exhibit

this effect.

Is it possible to observe near-UV asymmetries from the ground? Previous space-based

observations of an early ingress on WASP-12b and HD 189733b observe a flux drop dif-

ference of about ∼ 1% and a timing difference of ≥30 minutes between the near-UV and

optical light curves (Fossati et al. 2010; Haswell et al. 2012; Ben-Jaffel & Ballester 2013;

Nichols et al. 2015). Both these properties are well within reach for ground-based meter-

sized telescopes (e.g. Copperwheat et al. 2013; Turner et al. 2013; Pearson et al. 2014),

like the Steward Observatory 1.55-m Kuiper Telescope used for the near-UV observations

in this study. Additionally, Nichols et al. 2015 find that summing over the entire NUV

band (253.9–281.1 nm) on Hubble Space Telescope (HST) still resulted in an early ingress,

which they attributed to a blend of thousands of lines of metals (e.g. Mg, Na, Fe, Al, Co,

Al Mn). Therefore, ground-based broadband near-UV observations (303–417 nm) might

also experience an early near-UV ingress by the blending of lots of lines from the same

metal species that exist at HST wavelengths (e.g. Na I/II, Ca II/III, Na I, Mg I, Al I, Mn



16

I/II, Fe I/II, Co I/II; Morton 1991, 2000; Sansonetti 2005). Therefore, it is be feasible to

observe near-UV asymmetries from the ground by taking all the factors discussed above

into consideration.

However, recent studies by Ben-Jaffel & Ballester (2014) and Turner et al. (2016a) cast

doubt on observing asymmetries in all ground- and space-based UV wavelengths using the

VJH11a bow shock model. Ben-Jaffel & Ballester (2014) use simple recombination and

ionization equilibrium calculations for realistic parameters of the stellar corona (T ∼ 106K;

Aschwanden 2005) to determine that only highly ionized stages of heavy elements can

cause any detectable optical depth. Furthermore, Turner et al. (2016a) use the plasma pho-

toionization and microphysics code CLOUDY (Ferland et al. 1998; Ferland et al. 2013) to

investigate all opacity sources at UV and optical wavelengths that could cause an early

ingress due to the presence of a bow shock compressing the coronal plasma. Turner et al.

(2016a) also find that the optical depths in the compressed stellar wind (T ∼ 106K; As-

chwanden 2005, n ∼ 104cm−3; McKenzie et al. 1997) are orders of magnitude too small

(> 3 × 10−7) to cause an observable absorption in space- and ground-based UV and optical

observations (even for stellar wind densities 104 times higher than what is expected).

The goals of this paper are to study the atmospheres of 15 transiting exoplanet tar-

gets and to determine whether ground-based near-UV transit observations are sensitive to

light curve asymmetries. Our data can be used to confirm the predictions by Ben-Jaffel &

Ballester (2014) and Turner et al. (2016a) that an early ingress should not be present in

ground- and space-based near-UV transits. Our sample is chosen to contain a wide variety

of different system parameters to determine if any system parameters correlate with the

existence of a bow shock (Table 2.1). We also perform follow-up ground-based near-UV

observations of WASP-12b (Copperwheat et al. 2013) and HAT-P-16b (Pearson et al. 2014).

Using our data set, we update the planetary system parameters (Section 2.4), present a new

ephemeris to aid in future observations (Section 2.4.1), and search for a wavelength depen-

dence in the planetary radii that can be used to constrain their atmospheric compositions

(Section 2.6.2).
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2.2 Observations and Data Reduction

All of our observations were conducted at the University of Arizona’s Steward Obser-

vatory 1.55-m (61”) Kuiper Telescope on Mt. Bigelow near Tucson, Arizona, using the

Mont4k CCD. The Mont4k CCD contains a 4096×4096 pixel sensor with a field of view of

9.7’×9.7’. We used 3×3 binning to achieve a resolution of 0.43”/pixel and shorten our read-

out time to ∼10 s. Our observations were taken with the Bessell U (303–417 nm), Harris

B (360–500 nm), Harris V (473–686 nm), and Harris R (550–900 nm) photometric band

filters. Specifically, the Bessell U filter is a near-UV filter and has a transmission peak of

70 per cent near 370 nm. To ensure accurate timing in these observations, the clocks were

synchronized with an NTP time server every few seconds. In all the data sets, the average

shift in the centroid of our targets is less than 1 pixel (0.43”) due to excellent autoguiding

(the max is 3 pixels), which minimizes our need to worry about intrapixel sensitivity. See-

ing ranged from 0.86–4.12” throughout our complete set of observations. A summary of

all our observations is displayed in Table 2.2.

To reduce the data we use the automated reduction pipeline ExoDRPL1 which generates

a series of IRAF2 scripts that calibrate images using standard reduction procedures and

perform aperture photometry (Pearson et al. 2014). Each of our images are bias-subtracted

and flat-fielded. Turner et al. (2013) determined that using more than 10 flat-field images in

the reduction of Kuiper/Mont4k data does not significantly reduce the noise in the resulting

images. To optimize telescope time, we use 10 flat-field images and 10 bias frames in our

all of our observations and reductions.

To produce the light curve for each observation we perform aperture photometry (using

the task phot in the IRAF DAOPHOT package) by measuring the flux from our target star as

well as the flux from up to eight different reference stars with 110 different circular aperture

radii. We insure that each reference star is not a variable star by checking the Aladin Sky

Atlas3, the International Variable Star Index4, and by examining their light curves divided

1https://sites.google.com/a/email.arizona.edu/kyle-pearson/exodrpl
2IRAF is distributed by the National Optical Astronomy Observatory, which is operated by the Association

of Universities for Research in Astronomy, Inc., under cooperative agreement with the National Science
Foundation.

3http://aladin.u-strasbg.fr/; Bonnarel et al. 2000
4http://www.aavso.org/vsx
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by the average of the other reference stars. The aperture radii sizes we explore differ for

every observation due to changes in seeing conditions. For the analysis we use a constant

sky annulus for every night of observation of each target (a different sky annulus is used

depending on the seeing for each date and the crowdedness of the field for each target). The

sky analysis is chosen to be a radius greater than the target aperture so that no stray light

from the target star is included. We also make sure that no other stars fall in the chosen sky

annulus. A synthetic light curve is produced by averaging the light curves of the reference

stars. Then, the final transit light curve of each date is normalized by dividing by this

synthetic light curve to correct for systematics due to atmospheric variations and airmass

differences throughout the observations. Every combination of reference stars and aperture

radii are considered. We systematically choose the best reference stars and aperture by

minimizing the scatter in the Out-of-Transit (OoT) data points. The 1σ error bars on the

data points include the readout noise, the Poisson noise, and the flat-fielding errors. The

final light curves are presented in Figs. 2.1–2.7. For all the transits, the OoT baselines

have a photometric root-mean-squared (RMS) value between 1.23 and 6.22 millimagnitude

(mmag), consistent with previous high S/N transit photometry using the Mont4k on the

1.55-m Kuiper telescope (Dittmann et al. 2009a,b, 2010, 2012; Scuderi et al. 2010; Turner

et al. 2013; Teske et al. 2013; Pearson et al. 2014; Zellem et al. 2015; Turner et al. 2017b).

2.3 Light Curve Analysis

2.3.1 EXOplanet MOdeling Package (EXOMOP)

To find the best-fit to the light curves we develop a modeling package called the EXOplanet

MOdeling Package (EXOMOP; Pearson et al. 2014)5 that uses the analytic equations of Man-

del & Agol (2002) to generate a model transit. The χ-fitting statistic for the model light

curve is:

χ2 =

n∑
i=1

[
fi(obs) − fi(model)

σi(obs)

]2

, (2.1)

5EXOMOPv7.0 is used in the analysis and is available at
https://sites.google.com/site/astrojaketurner/codes
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where n is the total number of data points, fi(obs) is the observed flux at time i, σi(obs) is

the error in the observed flux, and fi(model) is the calculated model flux. The goal of the

light curve modeling is to explore the solution-space effectively to determine the fi(model)

that minimizes χ2.

The Bayesian Information Criterion (BIC; Schwarz 1978) is used to assess over-fitting

of the data with EXOMOP. The BIC is defined as

BIC = χ2 + k ln (n), (2.2)

where χ2 is the chi-squared calculated for the best-fitting model (equation 2.1), k is the

number of free parameters in the model fit [ fi(model)], and n is the number of data points

in the transit. The possible free parameters in the Mandel & Agol (2002) model are the

planet-to-star radius (Rp/R∗), the normalized semi-major axis (a/R∗), orbital inclination (i),

mid-transit time (Tc), linear limb darkening coefficient (µ1), and quadratic limb darkening

coefficient (µ2). The power of the BIC is the penalty for a higher number of fitted model

parameters, making it a robust way to compare different best-fit models. The preferred

model is the one that produces the lowest BIC value. The BIC has been used extensively in

many other exoplanet transit studies (e.g. Kipping et al. 2010; Croll et al. 2011; Sing et al.

2011; Gibson et al. 2010, 2013b; Demory et al. 2013; Crossfield et al. 2013; Rogers et al.

2013; Howard et al. 2013; Stevenson et al. 2014b; Murgas et al. 2014; Zellem et al. 2014).

We perform a Levenberg-Marquardt (LM) non-linear least squares minimization (MPFIT;

Markwardt 2009; Press et al. 1992) to find a best-fit to the data and a bootstrap Monte Carlo

technique (Press et al. 1992) to calculate robust errors of the LM fitted parameters. In addi-

tion, we perform a Differential Evolution Markov Chain Monte Carlo (DE-MCMC; Braak

2006; Eastman et al. 2013) analysis to find a best-fit to the data and associated errors. Both

the LM and DE-MCMC methods take into account the photometric error bars on the data

points.
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Table 2.2: Journal of observations

Planet Date Filter1 Cadence OoT RMS2 Res RMS3 Seeing χ2
r

a

Name (UT) (s) (mmag) (mmag) (”)

CoRoT-1b 2012 Dec. 06 U 70 3.59 3.95 1.46–2.95 0.49

GJ436b 2012 March 23 U 60 2.96 2.85 0.96–1.99 0.68

” 2012 April 07 U 61 2.83 2.70 1.22–2.10 1.37

HAT-P-1b 2012 Oct. 02 U 40 1.44 1.45 1.57–2.00 1.69

HAT-P-13b 2013 March 02 U 58 1.91 1.63 1.67–2.89 1.76

HAT-P-16b 2013 Nov. 02 U 55 2.50 2.50 1.40–3.98 1.23

HATP-22b 2013 Feb. 22 U 70 3.42 3.17 1.41–4.12 0.26

” 2013 March 22 U 71 2.07 2.12 1.34–2.26 1.16

TrES-2b 2012 Oct. 29 U 50 3.05 2.54 1.36–2.53 1.27

TrES-4b 2011 July 26 U 116 4.42 4.08 1.29–3.05 3.65

” 2011 July 26 R 116 5.54 3.93 1.29–3.05 2.09

WASP-1b 2013 Sept. 19 U 133 2.92 3.31 1.10–2.98 1.56

” 2013 Sept. 19 B 135 2.80 2.36 1.10–2.98 3.61

” 2013 Oct. 22 U 137 1.58 1.79 1.21–2.64 1.06

” 2013 Oct. 22 B 136 1.23 1.25 1.21–2.64 1.60

WASP-12b 2011 Nov. 15 R 126 1.40 1.47 1.72–2.10 2.14

” 2011 Nov. 15 U 126 1.67 1.62 1.72–2.10 0.92

Continued on next page
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Table 2.2 – continued

Planet Date Filter1 Cadence OoT RMS2 Res RMS3 Seeing χ2
r

a

Name (UT) (s) (mmag) (mmag) (”)

” 2012 March 22 U 61 2.54 2.23 1.33–2.15 0.47

” 2012 Oct. 02 U 61 2.53 2.11 2.07–3.18 0.79

” 2012 Nov. 30 U 55 3.30 3.61 1.45–3.24 0.94

WASP-33b 2012 Oct. 01 U 27 2.57 2.60 1.12–1.99 1.54

” 2012 Dec. 01 U 91 2.45 2.63 1.75–2.90 8.60

” 2012 Dec. 01 B 91 7.17 6.68 1.75–2.90 1.91

WASP-36b 2012 Dec. 29 R 31 1.90 2.50 1.92–2.80 1.44

” 2013 March 16 U 60 3.86 5.74 1.46–2.96 0.63

WASP-44b 2012 Oct. 13 U 68 6.22 5.64 1.77–2.58 1.08

” 2013 Oct. 19 B 116 2.33 2.50 1.07–1.95 1.19

” 2013 Oct. 19 V 120 2.04 2.25 1.07–1.95 1.85

WASP-48b 2012 Oct. 09 U 71 1.92 2.36 1.54–3.11 1.40

WASP-77Ab 2012 Dec. 06 U 68 1.58 1.53 2.31–2.95 2.87

1 Filter: B is the Harris B (330–550 nm), R is the Harris R (550–900 nm), V is the Harris V (473–686 nm)

and U is the Bessell U (303–417 nm)
2 Out-of-Transit (OoT) root-mean-squared (RMS) relative flux
3 Residual (res) RMS flux after subtracting the EXOplanet MOdeling Package (EXOMOP) best-fitting model

from the data
a Reduced χ2 calculated using the EXOMOP best-fitting model
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The formal errors in the LM fit can underestimate the parameter uncertainties under

strongly correlated parameters (Popper 1984; Maceroni & Rucinski 1997; Southworth et al.

2004a,b; Southworth 2008), which is the case for exoplanet transits (Carter & Winn 2009).

Therefore, we determine a robust estimation of the uncertainties using the following Monte

Carlo bootstrap procedure. (1) We obtain the best-fit light curves and parameters from the

LM non-linear least squares algorithm. (2) We find new error bars, σn, by the following

equation:

σn = σpN(µ, σ2), (2.3)

where σp are the photometric (observational) error bars for each data point in the light

curve, N(µ, σ2) is a random Gaussian distributed variable (N) with a mean µ = 0 and a

standard deviation σ = 1. (3) We add σn to the flux measurements in the light curve.

(4) Step (1) is repeated to find a new best-fit light curve (the original photometric error

bars, σp, are used for the error on the flux measurements). This process is repeated at

least 10000 times to avoid biasing the Gaussian fit due to small-number statistics. When

all iterations are finished, each fit parameter from step (4) is subtracted from the original

best-fit value and a Gaussian function is fit to the distribution. The standard deviations of

the distributions are taken as the one sigma uncertainties in the fitted parameters.

We use the DE-MCMC analysis to find more robust parameter values because the solu-

tion is a global minimum in solution-space and χ2. By default the DE-MCMC in EXOMOP

uses 20 chains and 206 links. The Gelman-Rubin statistic (Gelman & Rubin 1992) is used

to ensure chain convergence (Ford 2006). We use the DE-MCMC model from EXOFAST

(exofast demc; Eastman et al. 2013) in EXOMOP. EXOMOP uses the Metropolis-Hastings

sampler and characterizes the uncertainties using a Bayesian inference that accounts for

non-Gaussian errors and covariances between parameters (Eastman et al. 2013). The LM

solution and errors are used as the seed for the DE-MCMC model.

EXOMOP is also capable of fitting a function to the OoT baseline to account for any

residual curvature due to the atmospheric extinction. Either a linear or quadratic fit can be

applied to both the LM and DE-MCMC models. The baseline function is fit to the transit

simultaneously with the Mandel & Agol (2002) model. The BIC is also used to determine

whether to include a baseline fit in the best-fit model.
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Figure 2.1: Light curves of CoRoT-1b, GJ436b, HAT-P-1b, and HAT-P-13b. The 1σ error
bars include the readout noise, the Poisson noise, and the flat-fielding error. The best-fitting
models obtained from the EXOplanet MOdeling Package (EXOMOP) are shown as a solid
red line. The EXOMOP best-fitting model predicted ingress and egress points are shown as
dashed red vertical lines. The residuals (Light Curve - EXOMOP Model) are shown in the
second panel. The third panel shows the residuals of the transit subtracted by the mirror
image of itself (Section 2.3.1). See Table 2.2 for the cadence, Out-of-Transit root-mean-
squared (RMS) flux, and residual RMS flux for each light curve. We do not observe an
early ingress or any asymmetries in any of the near-UV transits.
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Figure 2.2: Light curves of HAT-P-16b, HAT-P22b, and TrES-2b. Other comments are the
same as Fig. 2.1.
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Figure 2.3: Light curves of WASP-1b. Other comments are the same as Fig. 2.1.
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Figure 2.4: Light curves of WASP-12b. Other comments are the same as Fig. 2.1.
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Figure 2.5: Light curves of TrES-4b and WASP-33b. Other comments are the same as Fig.
2.1.
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Figure 2.6: Light curves of WASP-36b, WASP-44b, and WASP-48b. Other comments are
the same as Fig. 2.1.
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Figure 2.7: Light curve of WASP-77Ab. Other comments are the same as Fig. 2.1.

Red noise estimation

EXOMOP uses the residual permutation (rosary bead; Southworth 2008), time-averaging

(Pont et al. 2006), and wavelet (Carter & Winn 2009) methods to access the importance

of temporally-correlated (red) noise in both fitting methods. Red noise is accounted for

in our analysis because the errors in the fitted parameter values can be underestimated if

we don’t account for red noise (Pont et al. 2006; Carter & Winn 2009). In order to be

conservative, the red noise method that produces the largest β, the scaling factor of the red

noise relative to the white noise errors, is used to inflate the errors in the fitted parameters

(Section 2.3.1).

In the residual permutation method (Jenkins et al. 2002; Southworth 2008; Bean et al.

2008; Winn et al. 2008a) the best-fit model is subtracted from the data and the residuals

are circularly shifted and then added to the data points. A new fit is found, and then the

residuals are shifted again, with those at the end wrapped around to the start of the data. In

this way, every new synthetic data set will have the same noise characteristics as the actual

data but only translated in time. Usually this process continues until the residuals have

cycled back to where they originated (e.g. Todorov et al. 2012). We perform two different

residual permutation procedures to determine the effect of red noise in the precision of our

derived parameters.

Our first residual permutation (res1) method uses a procedure very similar to Todorov

et al. (2012) where the shifting process continues until the residuals have cycled back to
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where they originated (one full circular permutation). The resulting parameter values may

have non-Gaussian distributions if red noise is present. Consequently, we set the 1σ error

bars of each parameter as half the range that covers 68% of the total number of the data

points, centered on the best-fit value from either the DE-MCMC or LM analysis. For each

fitted parameter we then define βres1 (the scaling factor of the errors relative to white noise

using the res1 method) as σw/σres1, where σw are the error bars derived from the bootstrap

Monte Carlo technique or the DE-MCMC technique and the σres1 are the error bars derived

from the first residual permutation method.

For the second residual permutation (res2) method we update this procedure by allow-

ing for the error bars of the residuals to be taken into account. This is similar to step (2),

(3), and (4) in the bootstrap procedure described above, however, in step (3) σn is added

to the residuals and in step (4) the residuals are added to the data points and a new fit is

found. We repeat this process 10000 times and on each step the residuals are circularly

shifted. This procedure results in a distribution of fitted values for each parameter from

which its uncertainty is estimated using the standard deviation of a Gaussian fit. For each

fitted parameter we then define βres2 (the scaling factor of the errors relative to white noise

using the res2 method) as σw/σres2, where σres2 are the error bars derived from the second

residual permutation method. The second residual permutation method is limited by the

fact that we assume a Gaussian distribution for the errors.

The next red noise estimation we implement is the time-averaging method. This is

done in a similar fashion to the procedure described by Winn et al. (2008a). For each light

curve we find the best-fitting model and calculate the residuals between the observed and

calculated fluxes. Next, the residuals are separated into bins of N points and we calculate

the standard deviation, σN , of the binned residuals. In our analysis, N ranges from 1 to n,

where n is the total number of data points in each respective transit. Using the set of σN

and N values we then use a LM non-linear least squares minimization algorithm to find the

RMS of red noise (σred) and the RMS of white noise (σwhite) using the following equation

from Pont et al. 2006:

σN =

√
σ2

white

N
+ σred. (2.4)

Using σwhite and σred we estimate βtime, the scaling factor of the errors relative to white
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noise using the time-averaging method, with the following equation from Carter & Winn

(2009):

βtime =

√
1 +

(
σred

σwhite

)2

. (2.5)

Finally, we use the wavelet technique (solveredwv; Carter & Winn 2009) as a fourth

check of the importance of red noise in the light curve fitting process. In this method the

total noise of the transit is assumed to be formed as an additive combination of noise with

power spectral density proportional to 1/ f α (the red noise) and Gaussian white noise. A

downhill simplex method (AMOEBA; Nelder & Mead 1965; Press et al. 1992) algorithm is

used to maximize the likelihood that a function of σred and σwhite is related to the standard

deviations of the 1/ f α and white noise, respectively. A more thorough description of the

wavelet model can be found in Carter & Winn (2009). Again, βwave, the scaling factor of the

errors relative to white noise using the wavelet technique, is estimated by using equation

(2.5).

Final error bars on the fitted parameters

To get the final error bars for the fitted parameters we multiply σw by the largest β (βtime,

βres1, βres2, or βwave) from the residual permutation, time-averaging, and wavelet red noise

calculations to account for underestimated error bars due to red noise (Winn et al. 2008a).

To remain conservative this multiplication step is only done if the largest β is greater than

one. Finally, in cases where the reduced chi-squared (χ2
r ) of the data (Table 2.2) for the

best-fit model is greater than unity we multiply the error bars above by
√
χ2

r to compensate

for the underestimated observational errors (Bruntt et al. 2006; Southworth et al. 2007b;

Southworth et al. 2007a; Southworth 2008; Barnes et al. 2013).

Additional features of EXOMOP

We calculate the transit duration, τt, of each of our transit model fits with the following

equation (Carter et al. 2008):

τt = tegress − tingress, (2.6)
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where tegress is the best-fitting model time of egress (4th contact), and tingress is the best-

fitting model time of ingress (1st contact). The error on τt is set to the
√

2 times the

cadence of our observations (Carter & Winn 2009).

EXOMOP performs an asymmetry test on each transit. We subtract each light curve by

the mirror image of itself about the calculated mid-transit time. This same technique is

used in Turner et al. (2013) and Pearson et al. (2014) to search for asymmetries caused by

a possible bow shock in TrES-3b and HAT-P-16b, respectively. This technique is useful

for possible bow shock detection because bow shock models of WASP-12b (Llama et al.

2011) and HD 189733b (Llama et al. 2013) predict a distinct asymmetry between the two

halves of the transit (Llama et al. 2011, see fig. 2; Llama et al. 2013, see fig. 3).

2.3.2 EXOMOP model comparison

Using artificial data, we perform several different comparison tests of EXOMOP with two

different publicly-available modeling software packages: the Transit Analysis Package6

(TAP; Mandel & Agol 2002; Carter & Winn 2009; Gazak et al. 2012; Eastman et al. 2013)

and JKTEBOP7 (Southworth et al. 2004a,b). We also test if the errors we calculate using

EXOMOP are reliable by comparing the errors to analytic estimates.

We briefly discuss these two modeling packages below. TAP fits the transit light curves

with a standard Mandel & Agol (2002) model using Markov Chain Monte Carlo tech-

niques and the parameter uncertainties are found with a wavelet likelihood function (Carter

& Winn 2009). JKTEBOP was adapted from the EBOP program written for eclipsing binary

star systems (Popper & Etzel 1981) and implements the Nelson-Davis-Etzel eclipsing bi-

nary model (Nelson & Davis 1972). In addition, JKTEBOP uses a Monte Carlo simulation

algorithm to compute errors (Southworth et al. 2004a,b; Southworth 2010; Hoyer et al.

2011).

We create a synthetic model transit using the analytic equations of Mandel & Agol

(2002) with a planet-to-star radius (Rp/R∗) = 0.1173, the scaled semi-major axis (a/R∗)

= 3.033, inclination (i) = 82.96
◦

, period (Pp) = 1.0914209 d, the linear limb darkening

coefficient (µ1) = 0.61797203, the quadratic limb darkening coefficient (µ2) = 0.20813438,
6http://ifa.hawaii.edu/users/zgazak/IfA/TAP.html
7http://www.astro.keele.ac.uk/jkt/codes/jktebop.html
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eccentricity (e) = 0, and argument of periastron (ω) = 0◦. These parameters are chosen

because they match the parameters of WASP-12b observed in the near-UV. Next, three sets

of different white and it does detect red noise parameters are added to the synthetic Mandel

& Agol (2002) model to explore the effects of noise. The first set of models include only

random Gaussian white noise with a standard deviation of 1, 2, 4, and 5 mmag. For the

second and third set we create white noise and 1/ f α red noise both with a standard deviation

of 1 mmag where α is equal to 0.33 and 0.66, respectively. In total, we ran 6 models.

For the EXOMOP analysis we use 10000 iterations for the LM fit and 20 chains and 206

links for the DE-MCMC fit. With TAP, we model each transit individually using 5 chains

with lengths of 105 links each. JKTEBOP is implemented using the Monte Carlo algorithm

and residual permutation method described in Southworth (2008). During the analysis for

each model, the time of mid-transit (Tc) and Rp/R∗ are allowed to float. We only model

these two parameters for the comparison tests because the errors on them are analytically

tractable (see below; Carter et al. 2008). The i, e, ω, µ1, µ2, a/R∗, and the Pp of the planet

are fixed. In addition, for TAP the white and red noise are left as free parameters. Since TAP

does not automatically ensure chain convergence, we perform the Gelman-Rubin statistic

(Gelman & Rubin 1992; Ford 2006) manually to ensure convergence. In addition, TAP

does not take into account the individual error bars on each transit point, whereas both the

EXOMOP and JKTEBOP models do take them into account.

The results of the white noise analysis can be found in Table 2.3 and the red noise

analysis in Table 2.4. As expected, EXOMOP finds no red noise in the pure white noise tests

and red noise in the red noise tests. In every case, the EXOMOP Rp/R∗ values are within 1σ

to the true Rp/R∗. We find that TAP overestimates the amount of red noise in every test

we ran (by 2–14 σ) including the set of models with only white noise. Consequently, TAP

is overestimating the error bars to their fitted parameters because of this excess red noise.

Since both EXOMOP and TAP use the wavelet likelihood technique (Carter & Winn 2009) it is

not clear why TAP is overestimating the amount of red noise in these tests. Using a variety

of methods, our results confirm the need to account for red noise. Each of the methods

used find red noise in the red noise tests but at slightly varying degrees. Turner et al. (2013)

and Hoyer et al. (2012) both conclude that JKTEBOP may be underestimating the errors in

its transit fits when compared to TAP. However, neither of these studies conduct a thorough
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red and white noise test study. Therefore, we believe that TAP is overestimating the error

bars in the fitted parameters compared to JKTEBOP and EXOMOP due its incorrect red noise

calculation. The EXOMOP and JKTEBOP results are in very good agreement with each other.

To get an general idea if the error estimation in EXOMOP is behaving as expected, we

compare our white noise tests (Table 2.3) to analytic estimations for the uncertainty in

the flux drop, δ = (Rp/R∗)2, and mid-transit time. Carter et al. (2008) derive an analytic

estimate for the 1σ uncertainty in δ (σδ) to be

σδ =
σg
√

n
, (2.7)

where σg are the Gaussian errors in the relative flux (in our case the noise added) and n is

the number of data points. Additionally, the analytic estimate of the 1σ uncertainty (σt) in

the mid-transit time is (Carter et al. 2008):

σt =
σg
√

nδ
(τt − τ)

√
τ

2(τt − τ)
, (2.8)

where τ is the ingress/egress duration. Limb darkening and red noise cause the error es-

timation in equations (2.7) and (2.8) to increase (Seager 2011). The error estimations we

find using EXOMOP have the same behavior as the analytic estimates by Carter et al. (2008)

exactly for both σδ and σt. For example, if the noise doubles in our white noise tests then

the error estimates on Rp/R∗ also double (Table 2.3). The JKTEBOP error bars also mimic

this analytic behavior but the TAP error bars do not. Due to this result we believe the error

estimation in EXOMOP is reliable.

2.3.3 EXOMOP analysis of the systems

Each individual transit is modeled with EXOMOP using 10000 iterations for the LM model

and 20 chains and 206 links for the DE-MCMC model. During the analysis Tc and Rp/R∗

are always left as free parameters for each transit. We systematically fit every combination

with a/R∗, i, Tc, and Rp/R∗ set as free parameters. The BIC is used to assess over-fitting

of the data and the model that produces the lowest BIC value is always chosen. For every

planet except HAT-P-13b, WASP-12b, WASP-44b, and WASP-77Ab the BIC is higher
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when fitting for a/R∗ and i. Therefore, for most transits these parameters are fixed. The

a/R∗, i, e, ω, and Pp of each of the planets are fixed to their values listed in Table 2.5.

The linear and quadratic limb darkening coefficients in each filter are taken from Claret &

Bloemen (2011) and interpolated to the stellar parameters of the host stars (see Table 2.6)

using the EXOFAST applet8(Eastman et al. 2013). In addition, a linear or quadratic least

squares fit is modeled to the OoT baseline simultaneously with the Mandel & Agol (2002)

model. The BIC is used to determine whether to include a linear or quadratic OoT baseline

fit in the best-fit model.

The fitted parameters from either the LM or DE-MCMC best-fitting model that produce

the highest error bars are reported. In every case both models find results within 1σ of

each other. The light curve parameters obtained from the EXOMOP analysis and the derived

transit durations are summarized in Tables 2.7–2.9. The modeled light curves can be found

in Figs. 2.1–2.7. The physical parameters for our targets are derived as outlined in Section

2.4 (Tables 2.10–2.11). A thorough description of the modeling and results of each system

can be found in Section 2.5. We also perform the asymmetry test for each transit to search

for any asymmetries.

2.4 Calculated Physical Properties of the Systems

We use the results of our light curve modeling with EXOMOP to calculate the planetary and

geometrical parameters of our targets (mass, radius, density, surface gravity, equilibrium

temperature, Safronov number, atmospheric scale height). The physical parameters of all

our systems can be found in Tables 2.10–2.11. The planetary mass, Mp, can be calculated

using the following equation (Winn 2010; Seager 2011):

Mp =

 √1 − e2

28.4329

 ( K∗
sin i

) ( Pb

1yr

)1/3 (
M∗
M�

)2/3

M jup, (2.9)

where K∗ is the radial velocity amplitude of the host star and Pp is the orbital period of

the planet. We adopt the formula by Southworth et al. (2007b) to calculate the surface

8http://astroutils.astronomy.ohio-state.edu/exofast/limbdark.shtml
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Table 2.5: Parameters fixed for the light curve fitting using EXOMOP

Planet Period a/R∗ Inclination Eccentricity Omega Source
(◦) (◦)

CoRoT-1b 1.5089686 5.259 85.66 0.071 276.70 1
GJ436b 2.6438986 14.41 86.774 0.15 351 2

HAT-P-1b 4.46529976 9.853 85.634 0.00 0.00 3
HAT-P-13b 2.9162383 — 81.93 0.00 0.00 4
HAT-P-16b 2.7759690 7.17 86.6 0.034 214 5
HAT-P-22b 3.212220 8.55 86.90 0.016 156.00 6

TrES-2b 2.4706132 7.8957 83.8646 0.0002 143.13 7
TrES-4b 3.5539268 6.08 82.81 0.00 0.00 8

WASP-1b 2.5199449 5.64 88.65 0.00 0.00 9
WASP-12b 1.09142166 — 82.72 0.0447 274.44 10
WASP-33b 1.2198709 3.69 86.2 0.00 0.00 11
WASP-36b 1.5373653 5.977 83.61 0.00 0.00 12
WASP-44b 2.4238133 8.562 86.59 0.00 0.00 13
WASP-48b 2.143634 4.23 80.09 0.00 0.00 14

WASP-77Ab 1.3600309 — 89.4 0.00 0.00 15

References. — (1) Gillon et al. 2009; (2) Knutson et al. 2014a; (3) Nikolov et al.
2014; (4) Southworth et al. 2012a; (5) Pearson et al. 2014; (6) Bakos et al. 2011;
(7) Esteves et al. 2013; (8) Chan et al. 2011; (9) Maciejewski et al. 2014; (10) Sing
et al. 2013; (11) Kovács et al. 2013; (12) Smith et al. 2012; (13) Mancini et al.
2013; (14) Enoch et al. 2011; (15) Maxted et al. 2013
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gravitational acceleration, gp:

gp =
2π
Pp

(
a

Rp

)2 √1 − e2

sin i
K∗. (2.10)

The equilibrium temperature, Teq, is derived using the relation (Southworth 2010):

Teq = Te f f

(
1 − A

4F

)1/4 (R∗
2a

)1/2

, (2.11)

where Te f f is the effective temperature of the host star, A is the Bond albedo, and F is the

heat redistribution factor. This formula is simplified by making the assumption, as done

in Southworth (2010), that A = 1 − 4F; the resulting equation is the modified equilibrium

temperature, T
′

eq:

T
′

eq = Te f f

(R∗
2a

)1/2

. (2.12)

The Safronov number, Θ, is a measure of the ability of a planet to gravitationally scatter or

capture other bodies in nearby orbits (Safronov 1972). We calculate Θ using the equation

from Southworth (2010):

Θ =
Mpa
M∗Rp

. (2.13)

Differences between Safronov numbers could point to differences in migration or stopping

mechanisms (Seager 2011). As defined by Hansen & Barman (2007), Class I hot Jupiters

have Θ = 0.07±0.01 and Class II have Θ = 0.04±0.01. However, Southworth (2012) find

that this devision of hot Jupiters into two classes is not evident when using a greater sample

of planets. The atmospheric scale height, H, is calculated using (de Wit & Seager 2013)

H =
kBT

′

eq

µgb
, (2.14)

where kB is Boltzmann’s constant and µ is the mean molecular weight in the planet’s atmo-

sphere (set to 2.3; de Wit & Seager 2013).
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Table 2.7: Parameters derived in this study for the CoRoT-1b, GJ436b, HAT-P-1b, HAT-P-16b, HAT-P-22b, TrES-2b, TrES-4b,
and WASP-1b light curves using EXOMOP

Planet CoRoT-1b GJ436b GJ436b GJ436b HAT-P-1b

Date 2012 Dec. 06 2012 March 23 2012 April 07 All 2012 Oct. 02

Filter1 U U U U U

Tc (HJD-2450000) 6268.98963+0.00070
−0.0013 6009.8889+0.0019

−0.0020 6025.7322+0.0073
−0.0068 — 6203.64907+0.00084

−0.00095

Rp/R∗ 0.1439+0.0020
−0.0018 0.0930+0.0083

−0.0048 0.0703+0.0099
−0.0071 0.0758+0.0086

−0.0075 0.1189+0.0010
−0.0014

Duration (min) 149.9+1.9
−1.9 59.6+2.5

−2.5 58.30+1.45
−1.45 59.55+1.07

−1.07 172.12+0.95
−0.95

βres2
a (Rp/R∗) 0.74 0.79 1.17 1.14 1.35

βres2
a (Tc) 0.74 0.75 1.15 — 1.30

βres1
b (Rp/R) +1.04 − 0.70 +1.92 − 0.59 +2.35 − 1.67 +2.64 − 2.28 +1.33 − 1.94

βres1
b (Tc) +0.70 − 2.02 +1.16 − 1.48 +2.15 − 2.00 — +2.13 -2.43

βtime
c 1.00 1.00 1.03 1.01 1.03

White Noised (mmag) 2.47+1.04
−1.04 1.87+0.66

−0.66 2.52+1.41
−1.41 2.86+1.38

−1.38 1.50+0.64
−0.64

Red Noised (mmag) 0.00 0.00 0.66+1.05
−0.66 0.40+0.75

−0.40 0.35+0.29
−0.29

βwavelet
e 1.01 1.004 1.03 1.01 1.02

White Noise f (mmag) 3.47 2.19 2.08 1.95 1.28

Red Noise f (mmag) 0.00 0.20 0.49 0.32 0.25

OoT Baseline Function None None None — None

Continued on next page



43

Table 2.7 – continued

Planet HAT-P-16b HAT-P-16b HAT-P-22b HAT-P-22b HAT-P-22b

Date 2013 Nov. 02 All 2013 Feb. 22 2013 March 22 All

Filter1 U U U U U

Tc (HJD-2450000) 6598.79110+0.00060
−0.00059 — 6346.8144+0.0013

−0.0014 6738.70864+0.00061
−0.00063 —

Rp/R∗ 0.1115+0.0011
−0.0011 0.10645+0.00067

−0.00067 0.1151+0.0021
−0.0022 0.1072+0.0013

−0.0012 0.10797+0.00086
−0.00094

Duration (min) 185.44+1.28
−1.28 181.78+3.06

−3.06 172.46+1.66
−1.66 172.89+2.38

−2.38 170.50+3.05
−3.05

βres2
a (Rp/R∗) 0.67 1.08 0.50 0.71 1.18

βres2
a (Tc) 0.88 — 0.51 0.83 —

βres1
b (Rp/R) +0.16 − 0.24 +0.29 − 0.38 0.10 -0.70 0.23 -0.15 0.53 -0.56

βres1
b (Tc) +0.75 − 0.54 — 0.59 -0.53 0.53 -0.32 —

βtime
c 1.00 1.00 1.00 1.00 1.00

White Noised (mmag) 1.23+0.61
−0.61 0.97+0.25

−0.25 2.23+0.65
−0.65 1.11+0.52

−0.52 1.19+0.36
−0.36

Red Noised (mmag) 0.00 0.00 0.00 0.00 0.00

βwavelet
e 1.00 1.00 1.00 1.00 1.00

White Noise f (mmag) 2.07 0.86 3.06 2.07 1.42

Red Noise f (mmag) 0.00 0.00 0.20 0.00 0.00

OoT Baseline Function Linear — None Linear —

Continued on next page
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Table 2.7 – continued

Planet TrES-2b TrES-4 TrES-4b WASP-1b WASP-1b

Date 2012 Oct. 29 2011 July 26 2011 July 26 2013 Sept. 19 2013 Sept. 19

Filter1 U R U U B

Tc (HJD-2450000) 6230.5980+0.00059
−0.00060 5769.7536+0.0040

−0.0040 5769.7532+0.0036
−0.0037 6555.9381+0.0038

−0.0025 6555.9393+0.0027
−0.0027

Rp/R∗ 0.1243+0.0022
−0.0024 0.0880+0.0055

−0.0055 0.1094+0.0052
−0.0052 0.0938+0.0023

−0.0023 0.1018+0.0040
−0.0040

Duration (min) 106.68+1.19
−1.19 205.35+2.73

−2.73 216.962.64
2.64 219.49+3.15

−3.15 224.17+3.18
−3.18

βres2
a (Rp/R∗) 0.72 1.6 2.23 1.28 1.89

βres2
a (Tc) 0.97 1.46 2.25 1.19 1.68

βres1
b (Rp/R) +0.26 -0.27 +0.54 -0.85 +0.67 -0.74 +0.43 -0.58 +0.45 -0.67

βres1
b (Tc) +0.32 -0.86 +1.30 -1.24 +1.14 -1.15 +1.96 -1.28 +1.03 -1.10

βtime
c 1.00 1.00 1.00 1.01 1.00

White Noised (mmag) 1.67+0.53
−0.53 1.78+1.05

−1.05 3.79+1.40
−1.40 3.12+1.76

−1.76 2.09+0.90
−0.90

Red Noised (mmag) 0.00 0.00 0.00 0.32+0.32
−0.32 0.00

βwavelet
e 1.00 1.00 1.00 1.00 1.00

White Noise f (mmag) 2.23 3.08 3.32 2.37 1.69

Red Noise f (mmag) 0.00 0.001 0.001 0.00 0.00

OoT Baseline Function Linear Quad Linear Linear Linear

Continued on next page
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Table 2.7 – continued

Planet WASP-1b WASP-1b WASP-1b WASP-1b WASP-33b

Date 2013 Oct. 22 2013 Oct. 22 All All 2012 Dec. 01

Filter1 U B U B U

Tc (HJD-2450000) 6588.69666+0.00090
−0.00082 6588.6961+0.0008

−0.0012 — — 6263.8434+0.0022
−0.0029

Rp/R∗ 0.09630+0.00092
−0.00092 0.10096+0.00097

−0.00097 0.0964+0.0010
−0.00010 0.1013+0.0018

−0.0018 0.1125+0.0047
−0.0097

Duration (min) 222.01+3.22
−3.22 213.71+3.22

−3.22 223+1.83
−1.83 224.17+1.83

−1.83 164.77+2.15
−2.15

βres2
a (Rp/R∗) 1.03 1.26 1.41 1.73 2.81

βres2
a (Tc) 1 1.2 — – 2.7

βres1
b (Rp/R) +0.69 -0.81 +0.81 -0.30 +0.64 -0.57 +1.63 -0.73 +3.88 -8.40

βres1
b (Tc) +1.53 -1.40 +1.50 -2.20 — — +3.60 -4.55

βtime
c 1.03 1.06 1.002 1.01 1.1

White Noised (mmag) 1.71+0.96
−0.96 1.12+0.70

−0.70 1.28+0.72
−0.72 1.81+0.94

−0.94 2.73+1.31
−1.31

Red Noised (mmag) 0.39+0.62
−0.39 0.41+0.30

−0.30 0.17+0.90
−0.17 0.29+0.33

−0.29 1.23 +2.82
−1.23

βwave
e 1 1.04 1.004 1 1.54

Wavelet White Noise f (mmag) 1.32 0.79 1.91 1.36 1.28

Wavelet Red Noise f (mmag) 0 0.22 0.18 0 1.52

OoT Baseline Function None Linear — — Linear

Continued on next page
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Table 2.7 – continued

Planet WASP-33b WASP-33b WASP-33b WASP-36b WASP-48b

Date 2012 Dec. 01 2012 Oct. 01 All 2012 Dec. 29 2011 October 09

Filter1 B U U R U

Tc (HJD-2450000) 6263.8419+0.0036
−0.0076 6202.84778+0.00067

−0.00069 — 6290.86129+0.00034
−0.00026 5844.7249+0.0019

−0.0017

Rp/R∗ 0.1127+0.0054
−0.0056 0.1017+0.0027

−0.0027 0.1086+0.0022
−0.0007 0.13850+0.00071

−0.00082 0.0916+0.0017
−0.0017

Duration (min) 167.31+2.15
−2.15 165.50+0.71

−0.71 166.94+0.55
−0.55 109.46+0.72

−0.72 192.20+1.73
−1.73

βres2
a (Rp/R∗) 1.44 1.21 2.33 1.24 1.16

βres2
a (Tc) 1.197 1.16 — 1.18 1.19

βres1
b (Rp/R) +0.85 -1.67 2.34 -2.70 +6.95 -3.68 +0.95 -0.41 +0.11 -0.98

βres1
b (Tc) +3.31 -3.33 +4.11 -2.70 — +1.59 -0.50 +1.35 -1.24

βtime
c 1.05 1.01 1.02 1.002 1

White Noised (mmag) 6.45+3.50
−3.50 3.03+1.31

−1.31 3.21+1.35
−1.35 1.99+0.86

−0.86 2.16+0.96
−0.96

Red Noised (mmag) 1.96+1.71
−1.71 0.28+0.28

−0.28 0.67+0.24
−0.24 0.13+0.68

−0.13 0

βwave
e 1.05 1.39 1.14 1 1

White Noise f (mmag) 5.13 1.18 1.84 1.8 2.22

Red Noise f (mmag) 1.58 1.13 1 0.01 0.02

OoT Baseline Function None Quadratic — Linear None

Continued on next page
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Table 2.7 – continued

1 Filter: B is the Harris B (330–550 nm), R is the Harris R (550–900 nm), V is the Harris V (473–686 nm) and U is the Bessell U

(303–417 nm)
a βres2 is found by using the second residual permeation method (Section 2.3.1)
b βres1 is found by using the first residual permeation method (Section 2.3.1)
c βtime is the scaling factor for the Time-Averaging method (Pont et al. 2006) (Section 2.3.1)
d The red and white noise calculated using the Time-Averaging method (Pont et al. 2006) (Section 2.3.1)
e βwave is the scaling factor for the wavelet likelihood technique (Carter & Winn 2009) (Section 2.3.1)
f The red and white noise calculated using the wavelet likelihood technique (Carter & Winn 2009) (Section 2.3.1)
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Table 2.8: Parameters derived in this study for the HAT-P-13b, WASP-12b, and WASP-44b light curves using EXOMOP

Parameter Value Value Value Value

Planet HAT-P-13b WASP-12b WASP-12b WASP-12b

Date 2013 March 02 2011 Nov. 15 2011 Nov. 15 2012 March 22

Filter1 U U R U

Tc (HJD-2450000) 6354.6974+0.0014
−0.0014 5881.98375+0.00047

−0.00078 5881.98229+0.00080
−0.00080 6009.67929+0.00060

−0.00057

Rp/R∗ 0.0850+0.0022
−0.0014 0.11963+0.00082

−0.00082 0.1153+0.0016
−0.0016 0.12313+0.00087

−0.00087

a/R∗ 5.280+0.065
−0.065 3.189+0.021

−0.021 3.057+0.052
−0.051 3.202+0.025

−0.036

Duration (min) 202.44+1.38
−1.38 176.44+3.08

−3.08 180.57+3.08
−3.08 179.58+1.39

−1.39

βres2
a (Rp/R∗) 1.48 0.99 1.50 0.70

βres2
a (Tc) 1.35 0.91 1.46 0.70

βres2
a (a/R∗) 1.348 0.91 1.47 0.73

βres1
b (Rp/R) +1.55 -0.63 +0.49 − 1.01 +1.20 − 1.26 +0.31 − 0.71

βres1
b (Tc) +0.98 -1.35 +0.64 − 1.70 +1.23 − 1.99 +0.23 − 0.89

βres1
a (a/R∗) +0.87 -0.99 +1.29 − 0.80 +1.75 − 2.01 +1.30 − 0.78

βtime
c 1.00 1.00 1.00 1.00

White Noised (mmag) 1.67+0.46
−0.46 1.59+0.74

−0.74 1.42+0.65
−0.65 2.31+0.65

−0.65

Red Noised (mmag) 0.00 0.00 0.00 0.00

βwave
e 1.00 1.00 1.00 1.00

Continued on next page
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Table 2.8 – continued

White Noise f (mmag) 1.20 1.22 1.11 1.62

Red Noise f (mmag) 0.00 0.00 0.00 0.00

OoT Baseline Function None Linear Linear Linear

Planet WASP-12b WASP-12b WASP-12b WASP-44b

Date 2012 Oct. 02 2012 Nov. 30 All 2011 Oct. 13

Filter1 U U U U

Tc (HJD-2450000) 6202.95339+0.00045
−0.00055 6262.88831+0.00068

−0.00068 — 5848.8477+0.0013
−0.0013

Rp/R∗ 0.11660+0.00077
−0.00077 0.1193+0.0014

−0.0014 0.12016+0.00076
−0.00065 0.1228+0.0028

−0.0028

a/R∗ 3.096+0.023
−0.046 3.313+0.046

−0.051 3.217+0.038
−0.026 8.31+0.30

−+0.30

Duration (min) 179.43+1.43
−1.43 170.78+1.31

−1.31 171.26+2.17
−2.17 135.81+1.60

−1.60

βres2
a (Rp/R∗) 0.97 1.14 1.87 1.15

βres2
a (Tc) 0.92 1.02 — 1.07

βres2
a (a/R∗) 0.92 1.02 1.27 1.25

βres1
b (Rp/R) +0.77 − 0.41 +1.01 − 1.00 +1.00 − 1.40 +0.25 -0.28

βres1
b (Tc) +0.92 − 1.23 +0.95 − 0.91 — 0.86 -0.72

βres1
a (a/R∗) +0.56 − 1.97 +1.15 − 1.16 +2.03 − 1.61 0.87 -0.53

βtime
c 1.02 1.00 1.00 1.00

White Noised (mmag) 2.07+0.91
−0.91 3.35+1.32

−1.32 2.51 +1.31
−1.31 5.05+1.70

−1.70

Red Noised (mmag) 0.15+0.15
−0.15 0.00 0.00 0.00

Continued on next page
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Table 2.8 – continued

βwave
e 1.00 1.00 1.00 1.00

Wavelet White Noise f (mmag) 1.56 3.23 2.06 5.25

Wavelet Red Noise f (mmag) 0.001 0.00 0.00 0.00

OoT Baseline Function Linear Linear — Linear

1 Filter: B is the Harris B (330–550 nm), R is the Harris R (550–900 nm), V is the Harris V (473–686 nm) and U is

the Bessell U (303–417 nm)
a βres2 is found by using the second residual permeation method (Section 2.3.1)
b βres1 is found by using the first residual permeation method (Section 2.3.1)
c βtime is the scaling factor for the Time-Averaging method (Pont et al. 2006) (Section 2.3.1)
d The red and white noise calculated using the Time-Averaging method (Pont et al. 2006) (Section 2.3.1)
e βwave is the scaling factor for the wavelet likelihood technique (Carter & Winn 2009) (Section 2.3.1)
f The red and white noise calculated using the wavelet likelihood technique (Carter & Winn 2009) (Section 2.3.1)
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Table 2.9: Parameters derived in this study for the WASP-44b and WASP-77Ab light
curves using EXOMOP

Parameter Value Value Value
Planet WASP-44b WASP-44b WASP-77Ab
Date 2013 Oct. 19 2013 Oct. 09 2012 Dec. 06

Filter1 B V U
Tc (HJD-2450000) 6585.68580+0.00063

−0.00063 6585.68618+0.00077
−0.00053 6271.65804+0.00032

−0.00035
Rp/R∗ 0.1236+0.0018

−0.0019 0.1164+0.0017
−0.0017 0.12612+0.00098

−0.00094
a/R∗ 8.59+0.11

−+0.12 8.33+0.09
−+0.14 5.396+0.054

−0.054
Duration (min) 126.21+2.73

−2.73 129.10+2.84
−2.84 129.67+1.61

−1.61
βres2

a (Rp/R∗) 1.04 1.23 1.69
βres2

a (Tc) 1.04 1.26 1.55
βres2

a (a/R∗) 1.01 1.21 1.47
βres1

b (Rp/R) +0.11 -0.14 +0.92 -0.75 0.36 -0.53
βres1

b (Tc) +0.58 -0.49 +1.62 -1.03 1.07 -0.87
βres1

a (a/R∗) +0.44 -0.32 +0.96 -1.77 1.00 -1.33
βtime

c 1.00 1.00 1.00
White Noised (mmag) 2.18+1.06

−1.06 2.04+1.02
−1.02 1.53 +0.51

−0.51
Red Noised (mmag) 0.00 0.00 0.00

βwave
e 1.00 1.00 1.00

White Noise f (mmag) 2.45 2.18 1.34
Red Noise f (mmag) 0.00 0.00 0.00

OoT Baseline Function Linear Linear Linear
1 Filter: B is the Harris B (330–550 nm), R is the Harris R (550–900 nm), V is the

Harris V (473–686 nm) and U is the Bessell U (303–417 nm)
a βres2 is found by using the second residual permeation method (Section 2.3.1) using

the first residual permeation method (Section 2.3.1)
c βtime is the scaling factor for the Time-Averaging method (Pont et al. 2006) (Section

2.3.1)
d The red and white noise are calculated using the Time-Averaging method (Pont et al.

2006) (Section 2.3.1)
e βwave is the scaling factor for the wavelet likelihood technique (Carter & Winn 2009)

(Section 2.3.1)
f The red and white noise are calculated using the wavelet likelihood technique (Carter

& Winn 2009) (Section 2.3.1)
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Table 2.10: Physical Properties of CoRoT-1b, GJ436b, HAT-P-1b, HAT-P-13b, HAT-P-22b, TrES-2b, TrES-4b, WASP-1b,
WASP-12b, WASP-33b, WASP-36b, WASP-44b, and WASP-48b derived from the light curve modeling

Parameter (units) Value Source Value Source

Planet CoRoT-1b – GJ436b —

Mb (MJup) 1.07±0.17 1 0.0728±0.0024 1

Near-UV Rp/R∗ 0.1439+0.0020
−0.0018 1 0.0758+0.0086

−0.0075 1

Optical Rp/R∗ 0.1381+0.0007
−0.0015 2 0.08310±0.00027 3

Near-UV Rb (RJup) 1.48±0.13 1 0.342±0.041 1

Optical Rb (RJup) 1.42±0.24 2 0.3739±0.0097 3

ρb (ρJup) 0.33±0.10 1 1.30±0.11 1

log gb (cgs) 3.12±0.20 1 3.180±0.032 1

T
′

eq (K) 1834±46 2 686 ±10 3

H (km) 705±320 1 230 ±17 1

Θ 0.039±0.013 1 0.0267±0.0015 1

Orbital inclination (◦) 85.66+0.62
−0.48 2 86.774± 0.030 3

Orbital eccentricity 0.071+0.62
−0.48 2 0.150±0.012 3

a (AU) 0.0259+0.0011
−0.0020 2 0.03109±0.00074 3

Period (d) 1.508976552±0.000000097 1 2.64389788±0.00000010 1

Tc(0) (BJD) 2454138.303971±0.000036 1 2454238.479958±0.000039 1

Continued on next page
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Table 2.10 – continued

Planet HAT-P-1b – HAT-P-13b —

Mb (MJup) 0.529±0.020 1 0.906±0.023 1

Near-UV Rp/R∗ 0.1189+0.0010
−0.0015 1 0.0850+0.0022

−0.0014 1

Optical Rp/R∗ 0.11802±0.00018 4 0.0870498±0.0024 5

Near-UV Rb (RJup) 1.358±0.036 1 1.452±0.052 1

Optical Rb (RJup) 1.319±0.019 4 1.487±0.038 5

ρb (ρJup) 0.269±0.040 1 0.272±0.021 1

log gb (cgs) 2.912±0.048 1 3.008±0.032 1

T
′

eq (K) 1322±15 4 1740±27 1

H (km) 1008±73 1 863±65 1

Θ 0.0403±0.0032 1 0.0405±0.0023 1

Orbital inclination (◦) 85.634±0.056 4 81.93±0.26 5

Orbital eccentricity 0.00 4 0.0133±0.0041 6

a (AU) 0.05561±0.00083 4 0.0431±0.0012 1

Period (d) 4.4652968±0.0000018 1 2.9162382±0.0000016 1

Tc(0) (BJD) 2453979.93165±0.00025 1 2455176.53864±0.00023 1

Continued on next page
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Table 2.10 – continued

Planet HAT-P-16b — HAT-P-22b –

Mb (MJup) 4.189±0.092 1 2.148±0.062 1

Near-UV Rp/R∗ 0.10645±0.00067 1 0.1079±0.00094 1

Optical Rp/R∗ 0.1071±0.0014 7 0.1065±0.0017 9

Near-UV Rb (RJup) 1.28±0.056 1 1.092±0.047 1

Optical Rb (RJup) 1.190±0.035 7 1.080±0.058 9

ρb (ρJup) 1.86±0.24 1 1.61±0.21 1

log gb (cgs) 3.858±0.053 1 3.691±0.063 1

T
′

eq (K) 1571±21 7 1463±19 9

H (km) 109±13 1 150±22 1

Θ 0.237±0.017 1 0.186±0.017 1

Orbital inclination (◦) 87.74±0.59 7 86.9+0.6
−0.5 9

Orbital eccentricity 0.034±0.003. 8 0.016±0.009 9

a (AU) 0.04130±0.00047 7 0.0414±0.0005 9

Period (d) 2.775970244±0.00000066 1 3.2122312±0.0000012 1

Tc(0) (BJD) 2455027.592939±0.00019 1 2454930.22296±0.00025 1

Continued on next page
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Table 2.10 – continued

Planet TrES-2b — TrES-4b —

Mb (MJup) 1.44±0.21 10 0.917±0.070 1

Near-UV Rp/R∗ 0.1243±0.0024 1 0.1094+0.0052
−0.0052 1

Optical Rp/R∗ 0.125358+0.000019
−0.000024 10 0.09745±0.00076 11

Near-UV Rb (RJup) 1.215±0.049 1 1.91±0.11 1

Optical Rb (RJup) 1.245+0.045
−0.041 10 1.706±0.056 11

ρb (ρJup) 1.82±0.23 10 0.173±0.022 1

log gb (cgs) 3.798±0.046 10 2.89±0.055 1

T
′

eq (K) 1472±12 10 1778±22 11

H (km) 118±12 1 1373±167 1

Θ 0.216±0.020 10 0.0393±0.0038 1

a (AU) 0.0367+0.0013
−0.0012 10 0.05084±0.00050 11

Orbital inclination (◦) 83.8646+0.0041
−0.0036 10 82.81±0.37 11

Orbital eccentricity 0 0.0002+0.0010
−0.0002 10 0 11

Period (d) 2.4706132±0.0000001 10 3.5539246±0.0000014 1

Tc(0) (BJD) 2454969.39661±0.0048 10 2454223.79850±0.00032 1

Continued on next page
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Table 2.10 – continued

Planet WASP-1b — WASP-12b —

Mb (MJup) 0.846±0.054 1 2.01±0.14 1

Near-UV Rp/R∗ 0.0964+0.0010
−0.00010 1 0.12016+0.00076

−0.00065 1

Optical Rp/R∗ 0.1013±0.0018 1 0.1173±0.0005 14

Near-UV Rb (RJup) 1.379±0.033 1 1.835±0.08 1

Optical Rb (RJup) 1.449±0.041 1 1.860±0.090 14

ρb (ρJup) 0.26022±0.028 1 0.326± 0.049 1

log gb (cgs) 2.998±0.039 1 3.210±0.057 1

T
′

eq (K) 1812±14 1 2483±79 1

H (km) 920±82 1 773±103 1

Θ 0.0366±0.0034 1 0.0389±0.0055 1

a (AU) 0.03889+0.00053
−0.00073 12 0.0235±0.0011 1

Orbital inclination (◦) 88.65±0.55 13 82.96+0.50
−0.44 14

Orbital eccentricity 0 13 0.0447±0.0043 14

Period (d) 2.51994529±0.00000056 1 1.09142119±0.00000021 1

Tc(0) (BJD) 2453912.51504 ±0.00035 1 2455147.45820±0.00013 1

Continued on next page
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Table 2.10 – continued

Planet WASP-33b — WASP-36b —

Mb (MJup) 3.28±0.73 1 2.286±0.066 1

Near-UV Rp/R∗ 0.1086+0.0022
−0.0007 1 0.1316+0.0018

−0.0018 1

Optical Rp/R∗ 0.1143±0.0002 15 0.13850+0.00071
−0.00082 1

Near-UV Rb (RJup) 1.594+0.043
−0.043 1 1.218±0.028 1

Optical Rb (RJup) 1.679+0.019
−0.030 15 1.281±0.026 1

ρb (ρJup) 0.65±0.14 1 1.017±0.068 1

log gb (cgs) 3.459±0.098 1 3.538±0.028 1

T
′

eq (K) 2723±37 16 1724±39 17

H (km) 477±108 1 252±17 1

Θ 0.065±0.015 1 0.0905±0.0047 1

a (AU) 0.0259+0.0005
−0.0005 3 0.02643±0.00026 17

Orbital inclination (◦) 86.2±0.2 15 83.61±0.21 17

Orbital eccentricity 0 15 0 17

Period (d) 1.21987016±0.00014 1 1.53736423±0.00000057 1

Tc(0) (BJD) 2452984.82964±0.00030 1 2455569.83817±0.00010 1

Continued on next page
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Table 2.10 – continued

Planet WASP-44b — WASP-48b —

Mb (MJup) 0.867±0.064 1 0.984±0.085 1

Near-UV Rp/R∗ 0.1228±0.0028 1 0.0916±0.0017 1

Optical Rp/R∗ 0.1164±0.0017 1 0.0980±0.0010 19

Near-UV Rb (RJup) 1.03±0.038 1 1.560±0.088 1

Optical Rb (RJup) 0.98±0.032 1 1.67±0.10 19

ρb (ρJup) 0.86±0.11 1 0.198±0.039 1

log gb (cgs) 3.35±0.05 1 2.941±0.092 1

T
′

eq (K) 1304±36 18 2035±52 19

H (km) 292±32 1 1178±415 1

Θ 0.0664±0.0068 1 0.0340±0.0046 1

a (AU) 0.03443±0.00099 18 0.0344±0.0026 18

Orbital inclination (◦) 86.59 18 80.09±0.55 19

Orbital eccentricity 0 18 0 19

Period (d) 2.4238120±0.0000012 1 2.14363592±0.0000046 1

Tc(0) (BJD) 2455434.37655±0.00020 1 2455364.55217±0.00020 1

References. — (1) Our Study; (2) Gillon et al. 2009; (3) Knutson et al. 2014a; (4) Nikolov et al. 2014;

(5) Southworth et al. 2012a; (6) Winn et al. 2010; (7) Ciceri et al. 2013; (8) Husnoo et al. 2012; (9)

Bakos et al. 2011; (10) Barclay et al. 2012; (11) Chan et al. 2011; (12) Maciejewski et al. 2014; (13)

Stempels et al. 2007; (14) Maciejewski et al. 2013; (15) Kovács et al. 2013; (16) Collier Cameron et al.

2010; (17) Smith et al. 2011; (18) Anderson et al. 2012; (19) Enoch et al. 2011;
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Table 2.11: Physical Properties of WASP-77Ab derived from the light curve modeling

Parameter (units) Value Source

Planet WASP-77Ab –

Mb (MJup) 1.76±0.057 1

Near-UV Rp/R∗ 0.1305+0.0010
−0.0010 1a

Optical Rp/R∗ 0.13012±0.00065 2

Near-UV Rb (RJup) 1.21±0.02 1

Optical Rb (RJup) 1.21±0.02 2

ρb (ρJup) 0.928±0.055 1

log gb (cgs) 3.471±0.022 1

T
′

eq (K) 1674±24 1

H (km) 286±59 1

Θ 0.0694±0.0043 1

a (AU) 0.02396±0.00043 1

Orbital inclination (◦) 89.40±0.7 2

Orbital eccentricity 0 2

Period (d) 1.3600306±0.0000012 1

Tc(0) (BJD) 2455870.44977±0.00014 1

References. — (1) Our Study; (2) Maxted et al. 2013

(a) The near-UV Rp/R∗ of WASP-77Ab is corrected for the

dilution of the companion stars (Section 2.5.15)

2.4.1 Period Determination

By combining our EXOMOP derived mid-transit times with previously published mid-transit

times, we refine the orbital period of our targets. When necessary, the mid-transit times are

transformed from Heliocentric Julian Date (HJD), which is based on Coordinated Univer-

sal Time (UTC) time, into Barycentric Julian Date (BJD), which is based on Barycentric

Dynamical Time (TDB), using the online converter9 by Eastman et al. (2010). We derive an

9http://astroutils.astronomy.ohio-state.edu/time/hjd2bjd.html
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improved ephemeris for each target by performing a weighted linear least-squares analysis

using the following equation:

Tc = Tc(0) + Pp × E, (2.15)

where Tc(0) is the mid-transit time at the discovery epoch in BJD, Pp is the orbital period

of the target, and E is the integer number of cycles after their discovery paper. See Tables

2.10–2.11 for an updated Tc(0) and Pp for each system.

2.5 Individual Systems

2.5.1 CoRoT-1b

CoRoT-1b is the first transiting exoplanet discovered by the CoRoT satellite (Baglin 2003;

Barge et al. 2008). Several follow-up primary transit photometry studies of the system

find no signs of a changing period (Bean 2009; Gillon et al. 2009; Csizmadia et al. 2010;

Rauer et al. 2010; Southworth 2011; Sada et al. 2012; Ranjan et al. 2014). CoRoT-1b’s

atmosphere may have a temperature inversion (Snellen et al. 2009; Alonso et al. 2009;

Rogers et al. 2009; Gillon et al. 2009; Zhao et al. 2012) or an isothermal profile (Deming

et al. 2011). Infrared transmission spectroscopy observations by Schlawin et al. (2014)

disfavor a TiO/VO-rich spectrum for CoRoT-1b, suggesting the temperature inversion is

caused by another absorber in the atmosphere or that flat spectrum is due to clouds or a

haze layer. Pont et al. (2010) observed the Rossiter-McLaughlin effect (Winn 2011) for

this planet and found that the projected spin-orbit angle is not aligned with the stellar spin

axis with λ = 77◦ ± 11◦. The Rossiter-McLaughlin effect is important because planets that

are not coplanar with their host stars may exhibit bow shock variability (see Section 2.6.2,

Vidotto et al. 2011c; Llama et al. 2013).

We observed CoRoT-1b on 2012 December 07 using the U filter (Table 2.2), which

is the first published near-UV light curve of this planet (Fig. 2.1). Our derived physical

parameters (Table 2.10) agree with previous studies and reduce the uncertainty on the pe-

riod by a factor of 5 compared to Gillon et al. (2009). We also find a near- UV Rp/R∗ =

0.1439+0.0020
−0.0018 which is 2.3σ larger that its optical Rp/R∗ = 0.1381+0.0007

−0.0015 (Gillon et al. 2009).

An early near-UV or any asymmetries are not seen in this transit of CoRoT-1b.
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2.5.2 GJ436b

GJ436b, a hot Neptune, was discovered through radial velocity measurements (Butler et al.

2004) and later confirmed to be a transiting exoplanet (Gillon et al. 2007). There have been

extensive ground-based and space-based photometry and spectral studies of the GJ436b

(e.g. Maness et al. 2007; Deming et al. 2007; Ballard et al. 2010; Gibson et al. 2010;

Knutson et al. 2014a). The host star is found to be inactive (e.g. Wright et al. 2007; Torres

2007; Madhusudhan & Winn 2009; Ballerini et al. 2012; ) and there are two other tran-

siting planets in the system (Ribas et al. 2008; Ballard et al. 2010; Stevenson et al. 2012;

Knutson et al. 2014b). The host star being inactive reduces the possibility of bow shock

variability in our near-UV observations (Vidotto et al. 2011c; Llama et al. 2013). In our

sample, GJ436b has the lowest planetary mass, is the only hot Neptune, and the only planet

orbiting an M-dwarf.

We observed the first near-UV light curve of GJ436b on 2012 March 23 and subse-

quently on 2012 April 07 (Table 2.2, Fig. 2.1). The light curves obtained for this object are

noisy because the observations are reaching the precision limit (∼ 2× the photon limit) for

the 1.55-m Kuiper telescope due to the small transit depth and the faintness of the M-dwarf

in the near-UV. However, there are no asymmetries in the near-UV light-curves of GJ436b.

Our physical parameters (Table 2.10) and light curve solution (Table 2.7) are consistent

with previous studies. We find a near-UV Rp/R∗ = 0.0758+0.0086
−0.0075 which is consistent within

1σ of its optical Rp/R∗ = 0.08310±0.00027 (Knutson et al. 2014a).

2.5.3 HAT-P-1b

HAT-P-1b is the first planet discovered by the HATNet project (Bakos et al. 2002; Bakos

et al. 2007) and the planet orbits one of the stars in a visual binary (Bakos et al. 2007;

Liu et al. 2014). There have been many follow-up transit observations of HAT-P-1b (e.g.

Winn et al. 2007; Johnson et al. 2008; Todorov et al. 2010; Sada et al. 2012; Wilson et al.

2015). Secondary eclipse measurements by Béky et al. (2013) found a 2σ upper limit of

0.64 for HAT-P-1b’s geometric albedo between 577 and 947 nm. Nikolov et al. (2014)

report a conclusive detection of both sodium and water in the transmission spectra using

the Space Telescope Imaging Spectrograph onboard the HST. Rossiter-McLaughlin effect
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measurements of the system found that HAT-P-1b is aligned (3.7◦±2.1◦) with the host star’s

equator (Johnson et al. 2008). HAT-P-1b has the longest orbital period (Pp = 4.5 days) of

all the planets in our study.

The first near-UV light curve of HAT-P-1b was observed on 2012 October 02 (Table

2.2, Fig. 2.1). The binary companion of the planet host star was used as the main refer-

ence star in our light curve analysis since the two stars are nearly identical in their stellar

parameters (Bakos et al. 2007; Liu et al. 2014) and will experience similar variations due

to the atmosphere (the stars are only separated by 11”). Our light curve solution (Table

2.7) and derived planetary parameters (Table 2.10) agree with previous studies. We find a

near-UV Rp/R∗ = 0.1189+0.0010
−0.0015 which is within 1σ of the optical Rp/R∗ = 0.11802±0.00018

(Nikolov et al. 2014). We do not observe an early ingress or any asymmetries in the light

curve of HAT-P-1b.

2.5.4 HAT-P-13b

HAT-P-13b, is an inflated hot Jupiter in a nearly circular orbit (Bakos et al. 2009) and the

system also has a massive outer planet (Mp,c sin ic = 14.3 MJup ; Winn et al. 2010; Knutson

et al. 2014b), on a highly eccentric orbit (Bakos et al. 2009). Follow-up photometry stud-

ies have refined the planetary parameters of HAT-P-13b and searched for possible transit

timing variations (Winn et al. 2010; Szabó et al. 2010; Pál et al. 2011; Nascimbeni et al.

2011; Fulton et al. 2011; Southworth et al. 2012a; Sada & Ramón-Fox 2016). In addition,

Winn et al. (2010) performed Rossiter-McLaughlin effect measurements of the system and

found that HAT-P-13b is likely aligned (1.9◦ ± 8.6◦) with its host star’s equator. HAT-P-13

has the highest metallicity of all the host stars in our sample (Fe/H = 0.43).

We observed the first near-UV transit of HAT-P-13b on 2013 March 02 (Table 2.2,

Fig. 2.1). Our light curve (Table 2.8) and physical parameters (Table 2.10) agree with

previous studies and the error on our period is improved by a factor of 1.6 over the error

found by Southworth et al. (2012a). We find a near-UV Rp/R∗ = 0.0850+0.0022
−0.0014, which is

consistent with its optical Rp/R∗ = 0.0871±0.0024 (Southworth et al. 2012a). Turner et al.

(2013) suggest that their non-detection of a bow shock around TrES-3b could have been

caused by the low metallicity of the host star (Fe/H = -0.19). Therefore, HAT-P-13b is an
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important target to test this suggestion since it has a high metallicity. Despite HAT-P-13

having a high metallicity, we do not observe an early near-UV ingress.

2.5.5 HAT-P-16b

HAT-P-16b is a hot Jupiter with a radius of 1.289±0.066 RJup and an abnormally large

mass of 4.193±0.094 MJup (Buchhave et al. 2010). Spectroscopic and photometric studies

have confirmed and improved upon the discovery values (Husnoo et al. 2012; Ciceri et al.

2013; Pearson et al. 2014; Sada & Ramón-Fox 2016). It was found through Rossiter-

McLaughlin observations (Moutou et al. 2011) that HAT-P-16b’s projected spin-orbit angle

of λ = −10◦±16◦ is aligned with the stellar spin axis. HAT-P-16b has the highest planetary

mass in our sample.

We observed the second near-UV transit of HAT-P-16b on 2013 November 02 using

the near-UV filter (Table 2.2, Fig. 2.2). This near-UV transit is observed to follow-up the

observations done by Pearson et al. (2014). We perform a combined analysis with our near-

UV transit and the near-UV transit presented by Pearson et al. (2014) since they used the

same telescope/filter and the data reduction pipeline (ExoDRPL) as we do in this study. This

combined light curve is binned by 2 min to minimize the contribution of red noise. Our

light curve solution (Table 2.7) and derived planetary parameters (Table 2.10) agree with

previous studies. The error on our period improved by a factor of 2 over that presented by

Pearson et al. (2014). We also find a near-UV radius of Rp/R∗ = 0.10645±0.00067, which

is consistent within 1σ of its optical radius Rp/R∗ = 0.1071±0.0014 (Ciceri et al. 2013).

The near-UV light curves used in this study are stable (the Rp/R∗ values are constant) over

the ∼1 year time period observed.

A very extended planetary magnetosphere (Vidotto et al. 2011b, see fig. 9) or a clumpy

magnetosheath could cause a double transit if the material absorbing the near-UV radiation

is concentrated in a small area. Specifically, if the absorbing material does not fill the entire

planetary magnetosphere then there will be a gap between the absorbing material and the

planetary radius (thus causing a double transit). The early ingress scenario described in

the introduction assumes a filled planetary magnetosphere (constant absorption from the

planet to the bow-shock) resulting in a blended absorption light curve. Pearson et al. (2014)
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suggest they may have observed a double transit in their 2012 December 29 near-UV data

of HAT-P-16b at a phase of -0.0305 or ∼26 minutes before the start of ingress (see their

fig. 1). These authors cautioned that this 2σ feature requires follow-up observations. Our

observations of HAT-P-16b do not reproduce this characteristic. Therefore, we believe the

feature seen by Pearson et al. (2014) may have been an unknown systematic in their dataset

or it is time-variable.

2.5.6 HAT-P-22b

HAT-P-22b, a hot Jupiter, was discovered by Bakos et al. (2011) around a G5 star that is

part of a binary system with a distant M-dwarf companion (Bakos et al. 2011; Knutson

et al. 2014b). This planet is a pL class exoplanet as defined by the Fortney et al. (2008) due

to a low incoming flux impinging on its atmosphere. The host star of HAT-P-22b has the

lowest mass of the hot Jupiter hosting stars in our sample.

We observed the first follow-up light curves of HAT-P-22b on 2013 February 22 and

2013 March 22 using the U filter (Table 2.2, Fig. 2.2). We combined the near-UV data and

binned it by 2 mins (this time was chosen to minimize the contribution of red noise). The

derived planetary parameters agree with the discovery values and the error on the period

is improved by a factor of 7.5 (Table 2.10). We also find a near-UV radius of Rp/R∗=

0.1079±0.00094, which is consistent with its optical Rp/R∗ = 0.1065±0.0017 (Bakos et al.

2011). We do not see asymmetries in our data.

2.5.7 TrES-2b

The hot Jupiter TrES-2b was the first transiting planet discovered in the Kepler field (O’Donovan

et al. 2006). Follow-up transit observations have confirmed and refined the planetary pa-

rameters of this system (Holman et al. 2007; Colón et al. 2010; Mislis et al. 2010; Gilliland

et al. 2010; Croll et al. 2010; O’Donovan et al. 2010; Scuderi et al. 2010; Southworth

2011;Kipping & Bakos 2011; Kipping & Spiegel 2011; Christiansen et al. 2011; Schröter

et al. 2012; Barclay et al. 2012; Esteves et al. 2013; Ranjan et al. 2014). In addition,

Rossiter-McLaughlin effect measurements of the system found that TrES-2b is aligned with

its host star’s equator (-9◦±12◦) and orbits in a prograde orbit (Winn et al. 2008b). TrES-2b
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has the lowest albedo of any exoplanet currently known (Kipping & Spiegel 2011).

We observed the first near-UV light curve of TrES-2b on 2012 October 29 (Table 2.2,

Fig. 2.2). There is no clear evidence for any asymmetries in the near-UV transit of TrES-

2b. The TrES-2 system parameters were measured by Esteves et al. (2013) using 3 years

of observations by the Kepler spacecraft. Due to their extensive analysis, we choose to

only derive the near-UV radius of the planet (Table 2.10). We find a near-UV Rp/R∗ =

0.1243±0.0024, which is consistent with its optical Rp/R∗ = 0.125358+0.000019
−0.000024 (Esteves et al.

2013).

2.5.8 TrES-4b

The hot Jupiter TrES-4b has a very low density and is one of the most highly inflated

transiting giant planets known to date (Mandushev et al. 2007). Primary transit follow-up

studies have refined these planetary parameters and searched for transit timing variations

(Torres et al. 2008; Sozzetti et al. 2009; Southworth 2010; Chan et al. 2011; Sada et al.

2012; Ranjan et al. 2014; Sozzetti et al. 2015). TrES-4b was found to be aligned (6.3◦±4.7◦)

with its host star’s equator using measurements of the Rossiter-McLaughlin effect (Narita

et al. 2010). This system has the largest planetary radius and largest host star mass and

radius in our sample.

Our observations of TrES-4b were conducted on 2011 July 26 using the Bessell U and

Harris R filters (Table 2.2). We present the only published near-UV light curve of TrES-4b

(Fig. 2.5, Table 2.7). Our planetary parameters agree with the discovery values and improve

the error on the period by a factor of 2.3 (Table 2.10). We also find a near-UV Rp/R∗ =

0.1094+0.0052
−0.0052, which is larger by 2σ of its optical Rp/R∗ = 0.09745±0.00076 (Chan et al.

2011). We do not observe any asymmetries in our data due to the presence of an optically

thick bow shock.

2.5.9 WASP-1b

WASP-1b is the first exoplanet discovered by the SuperWASP survey (Pollacco et al. 2006;

Collier Cameron et al. 2007). Several follow-up photometry studies that have refined these

planetary parameters and searched for transit timing variations (Charbonneau et al. 2007b;
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Shporer et al. 2007; Southworth 2008; Szabó et al. 2010; Southworth 2012; Sada et al.

2012; Maciejewski et al. 2014; Granata et al. 2014). Wheatley et al. (2010) observed the

secondary transit of WASP-1b and found a strong temperature inversion in its atmosphere

and ineffective day-night energy redistribution. Rossiter-McLaughlin effect measurements

found WASP-1b to be misaligned (λ = -59 ◦) with the equator of its host star (Stempels

et al. 2007; Albrecht et al. 2011; Simpson et al. 2011). WASP-1 is the only F star (F7V) in

our sample.

Here we present the first near-UV light curves of WASP-1b (Table 2.2; Fig. 2.3, Table

2.7, Table 2.7). The light curve solution (Table 2.7, Table 2.7) and the derived planetary

parameters (Table 2.10) are in agreement with previous studies. We also find a near-UV

radius of Rp/R∗ = 0.0964±0.0010, which is smaller by 3.5 σ than its optical radius of Rp/R∗
= 0.1048±0.0014 (Granata et al. 2014). We do not see an early ingress or any asymmetries

in our near-UV transits. Our near-UV light curves are stable over the 1 month time period

observed.

2.5.10 WASP-12b

WASP-12b is a hot Jupiter orbiting a G0 star with a short orbital period (Hebb et al.

2009). There have been extensive photometric and spectroscopic studies of WASP-12b

(e.g. López-Morales et al. 2010; Maciejewski et al. 2011, 2013; Swain et al. 2013; Teske

et al. 2014; Stevenson et al. 2014b; Stevenson et al. 2014a; Kreidberg et al. 2015). WASP-

12 is a triple star system with a binary M dwarf system in orbit around the G0 star (Cross-

field et al. 2012; Bergfors et al. 2013; Bechter et al. 2014). Previous studies by Fossati et al.

2010, Haswell et al. (2012), and (Nichols et al. 2015) observed an early near-UV ingress

with HST using the Cosmic Origins Spectrograph. However, these studies have a low

number of data points and therefore follow-up near-UV studies are needed. Ground-based

near-UV observations (Copperwheat et al. 2013) and additional space-based UV observa-

tions of WASP-12b using the Space Telescope Imaging Spectrograph instrument on HST

(Sing et al. 2013) all do not observe any asymmetries in their near-UV light curves. Finally,

WASP-12b has the closest orbital distance and largest planetary radius in our study and is

the top candidate predicted by VJH11a to exhibit an early near-UV ingress.



67

Our observations were conducted from 2011 November to 2012 November (Table 2.2,

Table 2.8; Fig. 2.4). These observations were performed to follow-up the previous near-

UV observations and to confirm the detection of an early ingress. We didn’t account for the

M-dwarf companions in the our analysis, because they contribute a negligible amount of

flux at the wavelengths observed (Copperwheat et al. 2013). We combined all the near-UV

transits and binned the light curve by 90 s (this time was chosen to minimize the dominance

of red noise). The derived planetary parameters (Table 2.10) are in agreement to previous

studies. Our near-UV radius is within 1σ of that found by Copperwheat et al. (2013) and

Sing et al. (2013). We also find a near-UV Rp/R∗ = 0.12016+0.00076
−0.00065, which is 2.5σ larger

than optical radius of Rp/R∗ = 0.1173±0.0005 (Maciejewski et al. 2013). The larger near-

UV radius is consistent with Rayleigh scattering (Section 2.6.2). We do not observe an

early ingress in any of our near-UV light curves. Our near-UV light curves are stable over

the ∼1 year time period observed.

2.5.11 WASP-33b

WASP-33b is a hot Jupiter (Collier Cameron et al. 2010) that orbits a bright (V-mag =

8.3) δ Scuti variable host star (Herrero et al. 2011). It is the first planet discovered to

orbit an A-type star (Herrero et al. 2011). This system has been extensively studied with

photometry and spectroscopy (Herrero et al. 2011; Moya et al. 2011; Smith et al. 2011;

Deming et al. 2012; Sada et al. 2012; (de Mooij et al. 2013); von Essen et al. 2014; Haynes

et al. 2015; Johnson et al. 2015; von Essen et al. 2015; Hardy et al. 2015). Secondary

eclipse measurements indicate that WASP-33b has a low albedo (de Mooij et al. 2013) and

inefficient heat-transport from the day-side to the night-side (Smith et al. 2011; Deming

et al. 2012; Madhusudhan 2012; de Mooij et al. 2013; Haynes et al. 2015). In our study,

WASP-33b has the highest planetary equilibrium temperature and is the only planet around

an A star.

We observed the first near-UV light curve of WASP-33b on 2012 October 01 and sub-

sequently in the B and U bands on 2012 December 01 (Table 2.2, Fig. 2.5). We did not

take into account the pulsations in our modeling because it was found by von Essen et al.

2014 that taking them into account did not change their final parameter results. We see the
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variability of the host star in our transits, residuals, and asymmetry test very clearly. The

light curve solution (Table 2.7) and derived physical parameters (Table 2.10) are consistent

with previous studies (e.g. Collier Cameron et al. 2010; Kovács et al. 2013; von Essen et al.

2014). We find a near-UV Rp/R∗ = 0.1086+0.0022
−0.0007, which is consistent with its optical Rp/R∗

= 0.1066±0.0009 (Collier Cameron et al. 2010). There are asymmetries in our light curves

(Fig. 2.5), however, the amplitude and shape of the variability in the residuals are due to

host star’s variability. Our near-UV transits are stable over the several months observed.

2.5.12 WASP-36b

The hot Jupiter WASP-36b was discovered around a G2 dwarf (Smith et al. 2012). The

host star shows low levels of stellar activity and has undergone little or no tidal spin-up due

to the planet (Smith et al. 2012). WASP-36 has the lowest metallicity of all the hot Jupiter

host stars in our sample.

We observed the first near-UV light curve of WASP-36b on 2012 December 29 and an

additional R band transit on 2013 March 15 (Table 2.2, Table 2.7, Fig. 2.6). The derived

physical parameters (Table 2.10) agree with the discovery values and the error on the period

is improved by a factor of 4.7. We also find a near-UV radius of Rp/R∗ = 0.1316+0.0018
−0.0018

which is 2.6σ smaller than the optical radius of Rp/R∗ = 0.13850+0.00071
−0.00082.

2.5.13 WASP-44b

The hot Jupiter WASP-44b is a highly inflated planet in orbit around a G8V star (Anderson

et al. 2012). The host star, WASP-44, is found to be inactive based on observations of

weak Ca II H&K emission and no rotational modulation (Anderson et al. 2012). The first

follow-up light curve of WASP-44b (Mancini et al. 2013) indicates a constant radius from

the optical to NIR wavelengths. This system has the smallest host star radius of all hot

Jupiter systems in our study.

We observed the first near-UV light curve of WASP-44b on 2012 October 13 using the

U filter and subsequently on 2013 October 19 with the B and V filter (Table 2.2, Table

2.8, Table 2.9, Fig. 2.6). The light curve solution (Table 2.7) and planetary parameters

(Table 2.10) are consistent with the discovery value and the error on the period is im-
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proved by a factor of 1.2 (Mancini et al. 2013). We also find a near-UV radius of Rp/R∗ =

0.1228±0.0028, which is larger by 1.4σ with its optical radius of Rp/R∗ = 0.1164±0.0017.

An early near-UV or any asymmetries are not observed in the data.

2.5.14 WASP-48b

WASP-48b is a typical inflated hot Jupiter orbiting a slightly evolved F star (Enoch et al.

2011). These parameters were confirmed by follow-up J-band primary transit observations

by Sada et al. (2012). Secondary eclipse measurements indicate that WASP-48b has a

weak temperature inversion and moderate day/night recirculation (O’Rourke et al. 2014).

Ciceri et al. (2015) find that the spectrum of WASP-48b is flat from the optical to near-IR,

which suggests that the atmosphere is not affected by strong Rayleigh scattering. WASP-

48 is the oldest system in our study with an age of 7.92.0
−1.6 Gyr and may have undergone

synchronization of its stellar rotation with the planetary orbital period due to interactions

with WASP-48b (Enoch et al. 2011).

We observed WASP-48b on 2012 October 9 using the U filter (Table 2.2, Table 2.7,

Fig. 2.6). The derived planetary parameters (Table 2.10) agree with the discovery values.

We find a near-UV Rp/R∗= 0.0916±0.0017 which is 2.4σ smaller than its optical Rp/R∗ =

0.0980±0.0010 (Enoch et al. 2011). We do not observe an early ingress in our near-UV

transit.

2.5.15 WASP-77Ab

WASP-77Ab is a hot Jupiter orbiting a G8 star in a double-star system (Maxted et al. 2013).

The host star exhibits moderate chromospheric activity determined by emission in the cores

of the Ca II H & K lines and rotational modulation with a period of 15.3 days (Maxted et al.

2013). WASP-77 is the only multi-star system in our sample where both companions are

solar-like stars (G8 and K).

On 2012 December 06 using the U filter we observed the first follow-up light curve of

WASP-77Ab (Table 2.2, Fig. 2.7). The light curve solution is shown in Table 2.9.

We make sure to correct for the dilution due to the companion star being in our aper-

ture using the procedure described below. The separation of the stars is 3.3” (our seeing
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was 2.31–6.93”) and the magnitude differences between the components of the binary in

the near-UV are ∆mu = 2.961±0.015 (Maxted et al. 2013). WASP-77Ab orbits around

the brighter companion (WASP-77A). We perform the procedure described below to find

the corrected Rp/R∗ value and error. (1) We model the light curve with EXOMOP and find(
Rp/R∗

)
uncor

= 0.12612+0.00098
−0.00094 for the uncorrected case. (2) We then calculate the flux of

WASP-77B (F2) using the following equation:

m1 − m2 = ∆mu = 2.5 log
(

F1

F2

)
, (2.16)

where m1 is the magnitude of WASP-77A, m2 is the magnitude of WASP-77B, F2 is the

flux measured in the aperture for WASP-77A (F2 = 1 erg s −1 cm−2 Å−1), and F1 is the flux

of WASP-77B (found to be 0.0654034F2). (3) We then find the corrected
(
Rp/R∗

)
cor

value

using the equations (
Rp

R∗

)
cor

=

√
∆F
Fcor

(2.17)

(
Rp

R∗

)
cor

=

√
∆F

F2 − F1
(2.18)

where ∆F is the change in flux during the transit and is equal to
(
Rp/R∗

)2

uncor
and Fcor is the

corrected flux for WASP-77A. (4) We propagate all the errors (including ∆mu and the error

from EXOMOPmodeling) to find the new error on the
(
Rp/R∗

)
cor

. Performing this procedure,

we find a near-UV radius of
(
Rp/R∗

)
cor

= 0.1305±0.0010.

We agree with the discovery values for our planetary parameters and the error on the

period is improved by a factor of 1.7 (Table 2.11). The near-UV radius of WASP-77Ab

of
(
Rp/R∗

)
cor

= 0.1305±0.0010 is consistent with its optical Rp/R∗ = 0.13012±0.00065

(Maxted et al. 2013).
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2.6 Discussion

2.6.1 Asymmetric Transits

A large early ingress (Figs. 2.1–2.7) or significant (>0.5%) Rp/R∗ difference (Tables 2.7–

2.9) is not observed in any of our near-UV light curves. To investigate whether the transit

shapes are symmetrical, we perform an asymmetry test where we subtract the mirror image

of the transit with itself (See Section 2.3.1). Asymmetries do not appear in any of these tests

with the exception of WASP-33b, which is potentially the result of its host star’s variability

(Herrero et al. 2011; Smith et al. 2011; Kovács et al. 2013). Therefore, within the precision

(1.23 – 5.54 mmag) and timing resolution (61 - 137 s) of our observations no asymmetries

are observed. Our results are consistent with the previous non-detections of an early ingress

in the ground-based near-UV light curves of HAT-P-5b (Southworth et al. 2012b), HAT-P-

16b (Pearson et al. 2014), TrES-3b (Turner et al. 2013), WASP-12b (Copperwheat et al.

2013), WASP-17b (Bento et al. 2014), and XO-2b (Zellem et al. 2015).

Additionally, the non-detection of asymmetrical transits confirms and expands upon the

theoretical modeling done by Ben-Jaffel & Ballester 2014 and Turner et al. 2016a. These

theoretical studies concentrated on modeling the corona around solar-like stars. Therefore,

since the targets in this study are deliberately chosen to have a variety of planetary and

host star parameters (Table 2.1), based on the work in this paper we do not expect to ob-

serve near-UV asymmetries caused by an opacity source in the stellar corona in any system

regardless of its spectral type.

Variability in the bow shock

Assuming that the bow shock is sufficiently optically thick to absorb light from the host

star during transit, then we need to assess whether shock variability is a key factor in the

non-detections. It is predicted that bow shock variations would be common for planets that

are not circularized, not in the corotation radius of their host star, or orbiting around active

stars (Vidotto et al. 2011c; Llama et al. 2013). Rossiter-McLaughlin effect (McLaughlin

1924; Rossiter 1924; Winn 2011) measurements and activity indicators can assess whether

any of the systems would be prone to bow shock variability.
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Measurements of the Rossiter-McLaughlin effect can be used to determine whether our

systems are coplanar with their hosts stars. If the coronal material is axisymmetric and

if a planet’s orbital plane and the stellar equator are coplanar then the planet will move

through coronal material of constant density and temperature during transit. In our sam-

ple, we have 4 planets (CoRoT-1b, WASP-1b, WASP-12b, WASP-33b) that are not aligned

with their stars, 5 planets (HAT-P-1b, HAT-P-13b, HAT-P-16b, TrES-2b, TrES-4b) that

are aligned with their stars, and 6 planets (GJ 436b, HAT-P-22b, WASP-36b, WASP-44b,

WASP-48b, WASP-77Ab) that are in need of Rossiter-McLaughlin measurements (See Ta-

ble 2.1). Therefore, it is possible that members of our sample may exhibit shock variability

due to the planet moving through coronal material with different densities. However, this

phenomenon does not explain all our non-detections since the planets that are aligned with

their host stars are moving through coronal material with a similar density and through an

environment with a constant stellar magnetic field.

Furthermore, if the host stars are active then fluctuations in the stellar wind, flaring,

or coronal mass ejections could cause inhomogeneity in the coronal outflow. The R
′

HK in-

dex, the ratio between chromospheric activity to the total bolometric emission of the star,

can be used to gauge the amount of stellar activity of a star (Noyes et al. 1984) and more

active stars exhibit higher R
′

HK indices. In our sample, there are 6 planets (CoRoT-1b,

GJ436b, HAT-P-13b, TrES-4b, WASP-1b, WASP-12b) with a R
′

HK index lower than the

Sun (R
′

HK,� = -4.96), 1 planet (HAT-P-16b) with a R
′

HK > R
′

HK,�, 2 planets (HAT-P-1b,

TrES-2b) with a R
′

HK ∼ R
′

HK,�, and 6 planets (HAT-P-22b, WASP-33b, WASP-36b, WASP-

44b, WASP-48b, WASP-77Ab) that do not have a R
′

HK index measured (Table 2.1). There-

fore, some of the non-detections of the bow shocks of planets around the active stars could

be caused by their orbits moving through inhomogeneous coronal material. Also, stellar

flares can raise the coronal temperature above the maximum temperature allowed for shock

formation (VJH11a). HAT-P-16b (the only planet in our sample known to orbit an active

host star) is observed more than once and all the observations result in non-detections de-

spite six months between successive observations. Additionally, WASP-12b, WASP-1b,

and GJ436b (planets known to orbit non-active host stars) are observed more than once and

also result in non-detections. Therefore, variability of the coronal plasma may be causing

some of our non-detections but not all of them.
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However, the interpretation of variability causing some of our non-detections changes

significantly if we now consider the theoretical study by Turner et al. (2016a). An exten-

sive parameter study was conducted by Turner et al. (2016a) to determine if temperature

(3 × 104 – 2 × 106K) or density (104 − 108cm−4) changes in the coronal outflow would

cause variation in the absorption due to the bow shock. They find that under all realistic

conditions for a steady state or varying stellar corona, no absorption occurred in the bow

shock. Therefore, we did not observe any asymmetries in our observations because bow

shocks do not actually cause any absorption in the first place.

2.6.2 Wavelength dependence on the planetary radius

Observing the primary transit of an exoplanet at multiple wavelengths allows for an in-

vestigation into the composition and structure of its atmosphere. The measured Rp/R∗
depends on the opacity of the planetary atmosphere and thus allows for useful insights into

the atmosphere’s spectral features and composition. If the opacity in our near-UV band

is dominated by Rayleigh scattering of molecular hydrogen, it may be possible to place

strong upper limits on the planet’s 10 bar radius (Tinetti et al. 2010; Benneke & Seager

2013; Benneke & Seager 2012; Griffith 2014). Such constraints can break the degeneracy

between an exoplanet’s physical radius and atmospheric composition in radiative transfer

retrievals (e.g. Lecavelier Des Etangs et al. 2008; Tinetti et al. 2010; Benneke & Seager

2012; Griffith 2014).

The Rp/R∗ of 10 exoplanets (GJ436b, HAT-P-1b, HAT-P-13b, HAT-P-16b, HAT-P-22b,

TrES-2b, WASP-33b, WASP-44b, WASP-48b, WASP-77Ab) are consistent to within 1σ of

their optical Rp/R∗ (Tables 2.10–2.11). Clouds in the upper atmospheres of these planets are

consistent with these observations because clouds reduce the strength of spectral features

(e.g. Seager & Sasselov 2000; Brown 2001; Gibson et al. 2013b; Kreidberg et al. 2014).

Also, day-side spectral features may be absent due to an isothermal pressure-temperature

profile (Fortney et al. 2006). These planets are consistent with other transiting exoplanet

observations with flat spectra in optical wavelengths on TrES-3b (Turner et al. 2013), GJ

3470b (a hot Uranus; Biddle et al. 2014), GJ 1214b (Bean et al. 2011; Kreidberg et al.

2014), WASP-29b (Gibson et al. 2013a), and HAT-P-32b (Gibson et al. 2013b).
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We also find that some of our targets do not exhibit a flat spectrum. The Rp/R∗ in the

near-UV of CoRoT-1b, TrES-4b, and WASP-12b are larger than their optical Rp/R∗ by 2.3,

2, and 2.5σ, respectively (Table 2.10). This variation corresponds to a difference in the

radius of 6 scale heights (H) for both CoRoT-1b and TrES-4b and 3H for WASP-12b. This

is consistent with the 6H variation observed in HD 189733b (Sing et al. 2011). A larger

near-UV radius may indicate non-uniform clouds (Griffith 2014) or Rayleigh scattering in

the planetary atmospheres (Tinetti et al. 2010; Benneke & Seager 2013; Benneke & Sea-

ger 2012; Griffith 2014). Additionally, the near-UV Rp/R∗ of WASP-1b and WASP-36b

are smaller than their optical Rp/R∗ by 3.6 and 2.6σ (Tables 2.10), respectively. To our

knowledge, this is the first time a hot Jupiter has been observed to have a smaller near-UV

transit depth than that measured in the optical. Additionally, the near-UV transit depths

of WASP-1b and WASP-36b are smaller than any transit depth measurement made for

the planets. A smaller transit depth could be caused by absorption of TiO (Evans et al.

2016), however, more work is needed to investigate possible opacity sources. The varia-

tion corresponds to a difference of 7 and 20H for WASP-1b and WASP-36b, respectively.

The large scale height variations are similar with the 13H variation found for WASP-103b

(Southworth et al. 2015). These results are consistent with other exoplanets not having flat

spectrum (HD 209458b, Sing et al. 2008; HAT-P-5b, Southworth et al. 2012b; GJ 3470b,

Nascimbeni et al. 2013; Qatar-2, Mancini et al. 2014).

For illustration, we compare the observed Rp/R∗ with wavelength for each target to

theoretical predictions by Fortney & Nettelmann (2010) for a model planetary atmosphere

(Figures 2.8–2.10). The models used were estimated for planets with a 1 MJup, gp =

25m/s, base radius of 1.25 RJup at 10 bars, solar metallicity, and Teq closest to the measured

value for each exoplanet (with model choices of 500, 750, 1000, 1250, 1500, 1750, 2000,

2500 K). Additionally, TiO and VO opacity were not included in the synthetic model.

A vertical offset was added to the model to provide the best fit to the spectral changes.

This comparison is illustrative of the size of variation of the observations compared to

what the models predict. However, in-depth radiative transfer models calculated for all the

exoplanets are still needed to fully understand their transmission spectra.

Next, we apply the MassSpec concept (Lecavelier Des Etangs et al. 2008, de Wit &

Seager 2013) to the spectral slope to determine if the observed radius variations are con-
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sistent with Rayleigh scattering. This approximation assumes a well-mixed, isothermal

atmosphere in chemical equilibrium, and an effective atmospheric opacity source with an

extinction cross section which follows a power-law index, α, σ = σ0(λ/λ0)α. The slope of

the spectrum is related to α by using the scale height (Lecavelier Des Etangs et al. 2008)

αH =
d [Rp/R∗](λ)

d ln λ
, (2.19)

where λ is the wavelength. A value of α = −4 would be consistent with Rayleigh scattering

(Lecavelier Des Etangs et al. 2008). In order to calculate α, we use our near-UV Rp/R∗ val-

ues and the literature values of the nearest wavelength. In some cases, the nearest literature

wavelength are not in the blue part of the spectra. This lack of measurement can cause a

problem in the interpretation of α because the U and B bands are the only bands where

strong spectral features are not present (Tinetti et al. 2010; Benneke & Seager 2012; Ben-

neke & Seager 2013; Griffith 2014). The calculation of α also assumes that only a single

species is dominant in the atmosphere, an assumption that may not always hold. We find

a value of α of -17.3±7.9, -19.1±2.4 , and -5.9±0.9 for CoRoT-1b, TrES-4b, and WASP-

12b, respectively. The spectral index calculated for WASP-12b (see also Sing et al. 2013)

and CoRoT-1b are within 2σ of Rayleigh scattering. Follow-up observations are needed

to confirm this result. It is possible that the index of TrES-4b is caused by scattering from

aerosols (Sing et al. 2013) but this suggestion needs to be explored in greater detail. Addi-

tionally, values of α of +11.6±1.1 and +34.8±2.7 are found for WASP-1b and WASP-36b,

respectively. This is the first time a positive α has been estimated for any exoplanet and

more theoretical modeling is needed to identify possible opacity sources.

Variability due to the host stars

Our interpretation that the observed wavelength variations are due to the planetary atmo-

sphere assumes that the host stars do not vary significantly due to stellar activity. The

presence of stellar activity and star spots on the stellar surface can produce variations in the

observed transit depth when measured at different times (e.g. Czesla et al. 2009; Oshagh

et al. 2013; Oshagh et al. 2014; Zellem et al. 2015). This effect is particularly stronger in

the near-UV than in the optical and can mimic a Rayleigh scattering signature (e.g. Oshagh
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Figure 2.8: Variation of Rp/R∗ vs. wavelength for CoRoT-1b, GJ 436b, HAT-P-1b, HAT-P-
13b, HAT-P-16b, and TrES-2b. Over-plotted in red are atmospheric models by Fortney &
Nettelmann (2010) for planets with a 1 MJup, gp = 25m/s, base radius of 1.25 RJup at 10
bar, and Teq (specified on plot). The scale height of the planet is also shown on each plot
for reference.
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Figure 2.9: Variation of Rp/R∗ vs. wavelength for TrES-4b, WASP-1b, WASP-12b, WASP-
33b, WASP-36, and WASP-44b. The observation of a smaller near-UV than the optical
radius on WASP-1b and WASP-36b are the first of such a detection on a hot Jupiter. Other
comments are the same as Fig. 2.8.
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Figure 2.10: Variation of Rp/R∗ vs. wavelength for WASP-48b. Other comments are the
same as Fig. 2.8.

et al. 2014; McCullough et al. 2014). As described in section 2.6.1, for the planets with

measured R
′

HK indices only one (HAT-P-16b) in our sample is known to orbit an active

star (Table 2.1). Additionally, no obvious star spot crossing is seen for any planet in our

data (Figs. 2.1-2.7). The WASP-1b and WASP-36b near-UV and optical observations were

done at the same time, thus the influence of stellar activity on the smaller near-UV transit

depth result should be minimal.

Next, we estimate how much the transit depth changes due to unocculted spots using the

formalization presented by Sing et al. (2011). The three main assumptions of this method

are that the emission spectrum of the spots are treated as a stellar spectrum but with a lower

effective temperature, the surface brightness outside the spots does not change, and no

facule are present. These assumptions lead to an overall dimming of the star and increase

in the transit depth. Sing et al. (2011) calculate that the change in transit depth due to

unocculted spots, ∆(Rp/R∗), is

∆

(
Rp

R∗

)
=

1
2

∆d
d

Rp

R∗
, (2.20)

where
∆d
d

= ∆ f (λ0, t)

1 − FTspot

λ

FTstar
λ

 /
1 − FTspot

λ0

FTstar
λ0

 , (2.21)

∆ f (λ0, t) is the total dimming at the reference wavelength (λ0) over some time scale (t),

and FT
λ is the surface brightness of the stellar models at the temperature of the star (Tstar)
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and the spot (Tspot). An exact value for ∆(Rp/R∗) is beyond that scope of this paper since

the ∆ f (λ0, t) and Tspot are unknown for all targets. Sing et al. (2011) find for HD 189733b

that ∆
(
Rp/R∗

)
= 2.08 × 10−3/2

(
Rp/R∗

)
between 375–400 nm assuming Tspot = 4250K,

Tstar = 5000K, ∆ f (λ0) = 1%, and λ0 = 400nm. Therefore, unocculted spots have mini-

mal influence (assuming the stars we are observing have spots similar to HD 189733b) on

the observed transit depth variations since the influence of these spots are about 10 times

smaller (e.g. ∆
[
Rp/R∗

]
= 0.00014 for WASP-36b) than our final error bars (Tables 2.10-

2.11). This result is also consistent with the recent study by Llama & Shkolnik (2015) who

find that stellar activity similar to that of the Sun has minimal effect on the transit depth

in the wavelengths explored in our study. Nonetheless, follow-up observations and host

star monitoring are encouraged to monitor the effect of stellar activity on the transit depth

variations we observe.

2.7 Conclusions

We investigate the primary transits of the 15 exoplanets (CoRoT-1b, GJ436b, HAT-P-1b,

HAT-P-13b, HAT-P-16, HAT-P-22b, TrES-2b, TrES-4b, WASP-1b, WASP-12b, WASP-

33b, WASP-36b, WASP-44b, WASP-48b, WASP-77Ab) using ground-based near-UV and

optical filters to study their atmospheres (Section 2.6.2; Figure 2.8–2.10). A constant Rp/R∗
from near-UV to optical wavelengths is found for 10 targets (GJ436b, HAT-P-1b, HAT-

P-13b, HAT-P-16b, HAT-P-22b, TrES-2b, WASP-33b, WASP-44b, WASP-48b, WASP-

77Ab), suggestive of clouds in their atmospheres. Additionally, the near-UV Rp/R∗ of 3

targets (CoRoT-1b, TrES-4b, WASP-12b) are larger and 2 targets (WASP-1b, WASP-36b)

are smaller by at least 2σ from their optical Rp/R∗. The atmospheric implications of the

transit depth variations are explored (Section 2.6.2) and we find that the spectral slope

of WASP-12b and CoRoT-1b are consistent with Rayleigh scattering. To our knowledge

this is the first time a hot Jupiter has been observed to have a smaller near-UV transit

depth than optical and a possible opacity source that can cause such a radius variation is

currently unknown. The WASP-1b and WASP-36b near-UV and optical observations were

done at the same time, thus limiting the influence of stellar activity on the transit depth

variations. Follow-up observations are encouraged to confirm all our results but especially
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the observation of a smaller near-UV transit depth.

Additionally, we do not detect any near-UV light curve asymmetries in any of the 15

targets within the precision ( 1.23 – 6.22 mmag) and timing resolution (27 – 137 s) of our

observations (Table 2.2; Section 2.6.1). All the non-detections in this study confirm and

expand upon the theoretical modeling done by Ben-Jaffel & Ballester (2014) and Turner

et al. 2016a that near-UV asymmetries cannot be seen from the ground. These findings

are consistent with the previous ground-based non-detection of asymmetries in HAT-P-16b

(Pearson et al. 2014) and WASP-12b (Copperwheat et al. 2013) and 4 (HAT-P-5b, TrES-3b,

WASP-17b, XO-2b) other exoplanets (Southworth et al. 2012b; Turner et al. 2013; Bento

et al. 2014; Zellem et al. 2015).

Finally, for each target we derive a new set of planetary system parameters and the or-

bital period and ephemeris are updated to help with follow-up observations (Tables 2.10–

2.11). Our data includes the first published ground-based near-UV light curves of 12 of

the targets (CoRoT-1b, GJ436b, HAT-P-1b, HAT-P-13b, HAT-P-22b, TrES-2b, TrES-4b,

WASP-1b, WASP-33b, WASP-36b, WASP-48b, WASP-77Ab) and greatly expands the

number of near-UV light curves in the literature.
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Chapter 3

Investigation of the environment around

close-in transiting exoplanets using

CLOUDY

“I have not failed. I’ve just found 10,000 ways that won’t work.” Thomas A. Edison

The text in this chapter is reproduced primarily from Turner J.D., Christie D., Arras P.,

Johnson R. 2016a. Investigation of the environment around close-in transiting exoplanets

using CLOUDY. MNRAS. 458. 3880.

3.1 Introduction

Exoplanet transits observed at broadband optical wavelengths probe relatively dense gas

in the planet’s atmosphere (e.g. Charbonneau et al. 2002; Charbonneau et al. 2007a). By

contrast, radiative transitions for abundant species and with large cross sections may probe

more rarefied regions at much larger radii (e.g. Vidal-Madjar et al. 2003). Absorption well

before or after the broadband optical transit implies optically thick absorbing gas at large

distances from the planet (e.g. Llama et al. 2011; Lai et al. 2010). Recent observations of

asymmetry in transit lightcurves (e.g. Fossati et al. 2010; Haswell et al. 2012; Ben-Jaffel &

Ballester 2013), specifically an early ingress, have been interpreted as an enhanced density

of absorbers on the leading side of the planet.
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There are several space-based observations of transit light curves exhibiting an early

UV ingress. An early UV ingress on WASP-12b was observed based on 5 data points from

the Cosmic Origins Spectrograph (COS) onboard the Hubble Space Telescope (HST) in the

NUVA (253.9–258.0 nm) near-UV wavelength region (Fossati et al. 2010). Additionally,

Haswell et al. (2012) observed an early ingress on WASP-12b in the NUVC (278.9 – 282.9

nm) near-UV wavelength region caused by Mg II and the NUVA region using an addi-

tional 5 data points from COS on HST. Sequential HST COS observations of WASP-12b by

Nichols et al. (2015) combined the data from the NUVA, NUVB (265.5 – 271.1 nm), and

NUVC wavelength regions and also found an early ingress. The data from Haswell et al.

(2012) and Nichols et al. (2015), however, are noisy. They observed absorption before the

start of the optical transit but never observed a pre-transit baseline. Interpretation of the

observations become more difficult if you include all the data points and do not exclude

certain data points (see fig 5 in Haswell et al. 2012). Follow-up observations of WASP-

12b using the Space Telescope Imaging Spectrograph instrument (wavelength range from

290.0–570.0 nm) on HST (Sing et al. 2013) resulted in a non-detection of an early ingress.

There was also a reported early ingress on HD 189733b in the C II 133.5 nm line using

COS on HST (Ben-Jaffel & Ballester 2013). However, these authors call for additional ob-

servations and caution that the detection could have been caused by unknown systematics.

There are two main models for explaining the origin of an early ingress – magnetic

(Vidotto et al. 2010a, 2011a,b; Vidotto et al. 2011c; Llama et al. 2011, 2013) and non-

magnetic (Lai et al. 2010; Bisikalo et al. 2013a; Bisikalo et al. 2013b) – which we will now

describe. A planet traveling supersonically through the ambient coronal medium will form

a bow shock. An early ingress can result if the bow shock is leading the planet and the com-

pressed post-shock material in the magnetosheath becomes sufficiently opaque, absorbing

the background starlight. The transit depth will then become a function of the geometry

of the post-shock layer and the chemistry therein (Llama et al. 2011, 2013). Ignoring ther-

mal and ram pressure, the approximate location of the magnetopause1 is found assuming

1The approximate location of the magnetopause (rm) can be found using the following equation rm =

Rp

( Bp

B∗

)1/3 a
R∗

, where Rp is the radius of the planet, Bp is the planetary magnetic field strength at the surface
of the planet, B∗ is the host star’s magnetic field strength at the surface of the star, a is the semi-major axis of
the planet, and R∗ is the radius of the star (Vidotto et al. 2011a). Both the star and the planet magnetic field
geometry are approximated as dipolar.
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pressure balance between the planetary magnetic field and the stellar wind magnetic field

(Vidotto et al. 2011a). This type of bow shock will be referred as a magnetic bow shock

in the rest of the chapter. Thus, assuming that the stellar magnetic field is known, that the

thermal and ram pressures are negligible, and that the stellar wind gas is opaque enough

to cause detectable absorption, constraints on the planet’s magnetic field can in principle

be made by observing differences between ingress times in different wavelengths. The rea-

son this effect is thought to occur in the UV is not entirely understood and is one area of

investigation for this chapter. Vidotto et al. (2011a, hereafter VJH11a) presented a mag-

netic bow shock model that they applied to all transiting exoplanets and predicted that UV

ingress asymmetries should be common in transiting exoplanets and tabulated a list of the

92 targets that should exhibit this effect.

A model ignoring magnetic fields has recently been proposed to explain the WASP-12b

HST observations (Bisikalo et al. 2013a; Bisikalo et al. 2013b; see also Lai et al. 2010).

These authors perform hydrodynamic simulations in 3-D and modeled the interaction be-

tween the stellar wind and the escaping planetary atmosphere. In order to find the stand

off distance from the planet, the stellar wind ram pressure was balanced by pressure from

the planetary gas assuming negligible contribution from the planetary and the stellar wind

magnetic field (Bisikalo et al. 2013a). This type of bow shock will be referred to as a non-

magnetic shock in the chapter. Gas leaving the L1 point is bent forward in the orbit by

the Coriolis force, leading to a distribution of gas leading the planet. As with the VJH11a

model, the exact absorbing species in the non-magnetic bow shock that can cause an early

ingress is unknown and is also investigated in this chapter.

While both the magnetic bow shock theory and initial observations focused on the UV,

a recent study by Cauley et al. (2015) opens up the possibility of applying the VJH11a

magnetic bow shock model to other wavelengths. Cauley et al. (2015) observe an asym-

metric transit in HD 189733b using HiRES on Keck I in the hydrogen Balmer lines. These

authors apply the magnetic bow shock model to their observations by balancing the plane-

tary magnetic field pressure with the stellar wind pressure assuming negligible contribution

from the stellar magnetic field.

Furthermore, there are extensive near-UV observations from the ground looking for

asymmetries due to bow shocks. Absorption is thought to be observable in ground-based
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observations because the spectral region covered by the ground-based near-UV observa-

tions and at least one of the HST NUVA, NUVB, or NUVC filters include strong resonance

lines (e.g. Ne I, Na I, Mg I, Al I, Mn I, Fe I, Co I, Ni I, Cu I; Morton 1991, 2000; San-

sonetti 2005) and a large number of lines from ionised abundant elements (e.g. Ne III,

Na II, Cl II, Ca II, Ca III, Sc II, V II, Cr II, Mn II, Fe II, Co II, Ni I, Cu II, Cu III; Mor-

ton 1991, 2000; Sansonetti 2005). However, near-UV ground-based broad-band (303–415

nm) photometry observations of 19 exoplanets (including WASP-12b) have all resulted in

non-detections (Southworth et al. 2012b; Pearson et al. 2014; Turner et al. 2013; Bento

et al. 2014; Copperwheat et al. 2013; Zellem et al. 2015; Turner et al. 2016b) despite the

prediction by Copperwheat et al. (2013) that an early ingress could be seen in these filters.

The ground-based broad-band photometry non-detections might imply that the coronal ma-

terial does not absorb sufficiently strongly at the observed wavelengths, the absorption of

specific spectral lines being diluted by using broad-band filters, or one of the requirements

presented by VJH11a for a stable bow shock detection not being satisfied (Turner et al.

2013; Pearson et al. 2014; Vidotto et al. 2015; Turner et al. 2016b). Our study will shed

light onto the correct interpretation of the ground-based observations.

In this study we investigate all known UV opacity sources by performing a detailed ra-

diative transfer, chemical, and ionization analysis of the coronal plasma environment in the

bow shocks around close-in exoplanets using the plasma simulation code CLOUDY (Ferland

et al. 2013). Our simulations will test the basic assumption of VJH11a that the stellar wind

is sufficiently opaque to cause the early transit ingress. We do not, however, consider the

opacity from a population of energetic atoms which arise due to charge exchange reactions

between “cold” atoms from the planet and “hot” stellar wind protons (Holmström et al.

2008; Tremblin & Chiang 2013). Additionally, we model with CLOUDY the planetary gas in

thermal and ionization equilibrium with the stellar radiation field to determine what species

may be observable. The overview of the CLOUDY modeling can be found in § 3.2 and the

results and discussion for the coronal gas and planetary gas can be found in § 3.3 and § 3.4,

respectively.
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3.2 Overview of CLOUDY

CLOUDY is a widely-used plasma simulation code designed to simulate the ionization, chem-

ical, and thermal state of an astronomical plasma exposed to an external radiation field and

to predict its emission and absorption spectra (Ferland et al. 2013; Ferland et al. 1998). It

accounts for the entire electromagnetic spectrum from hard X-rays to the radio and includes

the 30 lightest elements in its calculations. By default, the abundances of these elements

are assumed to be solar but this can be changed. CLOUDY self-consistently balances all

ionization, excitation, and microphysical (e.g. inner shell ionization and charge exchange)

rates for all constituents (Badnell et al. 2003; Bryans et al. 2006). For the ionic and molec-

ular emission data, CLOUDY uses the CHIANTI database (version 7: Dere et al. 1997; Landi

et al. 2012), the LAMDA database (Schöier et al. 2005), and its own Atomic and Molecu-

lar Database (STOUT; Lykins et al. 2015). All known spectral lines are taken into account

from these three databases and level energies are from NIST when available (Kramida et al.

2014). A thorough description of STOUT can be found in Lykins et al. (2015). The program

has been thoroughly tested and can be used for number densities up to 1015 cm−3 and tem-

peratures from 3 K to 1010 K (Ferland et al. 2013). All CLOUDY modeling performed in this

study is done in 1-D.

The two main choices for the equilibrium condition enforced by CLOUDY are thermal

and coronal equilibrium. In coronal equilibrium, the temperature is fixed and the collisional

ionization rate is set by the gas temperature and ionization potentials of all the constituents.

Photoionization also occurs in coronal equilibrium if an external radiation field is speci-

fied. Heating and cooling are not necessarily in equilibrium for the coronal case. The level

populations are then determined by balancing all the relevant processes. In thermal equi-

librium, the temperature of the slab of gas (cloud) is determined by the balance of cooling

and heating of the gas.

3.3 Modeling of the coronal gas with CLOUDY

For the CLOUDY modeling, we simulate the output spectrum and transit depth in the condi-

tions of the shocked stellar coronal gas in the magnetosheath. The spectrum used is the net
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transmitted spectrum by summing the attenuated incident and diffuse continua and lines2.

A brief description of the geometry of the bow shock (Figure 3.1) and the simplified

geometry used for the CLOUDY modeling (Figure 3.2) can be found below. A bow shock

will form if the relative velocity between the planetary and the stellar coronal material is

supersonic and will lead the exoplanet if the star’s rotational period is greater than planet’s

orbital period (as is the case for most close-in exoplanets; VJ11a). The upstream region

is composed of three regions of interest: the bow shock, the magnetosheath, and the mag-

netopause. In this chapter we adopt magnetospheric terminology for the shock geometry;

however, this geometry applies generally to any planet with a bow shock not just mag-

netic ones. The magnetosheath is the area of compressed coronal material and has a width

of ∆rm. The magnetopause is the boundary between the magnetosphere and surrounding

plasma from the stellar wind. Inside the magnetopause, the plasma is assumed to be com-

posed predominantly of material from the planet (See §3.4.2). The stand-off distance, rM,

is determined by balancing the planetary magnetic field pressure with the ram pressure of

the stellar wind. For the CLOUDY modeling, we model the magnetosheath as a cloud with

a width of 2∆rm and a covering factor equal to Ω/4π (Figure 3.2). This approximation to

the cloud width is chosen as a simplification of the 3-D structure of the bow shock since

photons along the line of sight go through the magnetosheath twice. The covering factor

is the fraction of 4π sr covered by the cloud, as viewed from the star (the central source of

radiation) and represents the fraction of the radiation field emitted by the star that strikes

nebular gas. The line luminosities and intensities are the main characteristics that depend

on the covering factor. The solid angle of the cloud as viewed from the central star is

Ω = π
(rm + ∆rm)2

2a2 , (3.1)

where rm is the magnetospheric radius. Using Equation (3.1), we find a covering factor of

0.0011 for rm = 4.4 Rp, assuming a planetary magnetic field (Bp) of 4 G, and 0.0034 for

rm = 8.0 Rp, assuming a Bp of 30 G (Lai et al. 2010). Since the strength of the planetary

magnetic fields are not known, we use a covering factor of 0.0034 in order to be conserva-

tive in testing whether the total absorption is substantial enough to explain the observations.

2This spectrum is from column 5 in the continuum command in CLOUDY
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Figure 3.1: Schematic of the magnetic bow shock geometry (not to scale). The stand-off

distance, rM, is determined by balancing the planetary magnetic field pressure with the ram
pressure from the stellar wind. ∆rM is the region of compressed stellar coronal material.
This geometry also applies to non-magnetic bow shocks.
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Figure 3.2: Schematic of the CLOUDY input model (not drawn to scale). The magnetosheath
is modeled as a cloud with a width of 2∆rm and a covering factor equal to Ω/4π. See § 3.3
for more details. The incident radiation strikes the cloud at a normal illumination.

We ran CLOUDY3 in an open geometry and in coronal equilibrium assuming a constant

temperature of 1 × 106 K (see description below about why this is a good assumption), a

nominal magnetosheath width (∆rm) of 0.24 RJup (Llama et al. 2011), an orbital distance

(a) of 0.023 AU (the orbital distance of WASP-12b; Hebb et al. 2009), and a solar metal-

licity ([Fe/H]) for the cloud (Table 3.1). The external radiation field was a solar spectrum

taken from stitching together data from the TIMED-SEE (Woods et al. 2000) and SORCE

(Anderson & Cahalan 2005) satellites (Figure 3.3). We then varied the hydrogen density

(nH) in the cloud between 104 − 108 cm−3 and calculated the output spectrum. In order to

correctly interpret the CLOUDY results it is important to note that nH is the density of hydro-

gen nuclei, irrespective of their form (protons, bound atoms, molecules). All the elements

are scaled relative to nH based on their solar abundances.

We explain below our choice of the parameter range explored for the hydrogen densi-

ties. The expected stellar wind density at the planet may be estimated as nH = 104 cm−3

(0.03 AU/a)2 by scaling the density of the solar wind as measured near Earth as 1/a2 with

separation a from the star (this profile is an approximation to the actual stellar wind pro-

file measured for the Sun; McKenzie et al. 1997). Hence the lower limit of the density

3Calculations were performed with version 13.00 of CLOUDY (Ferland et al. 2013)
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Table 3.1: CLOUDY model parameters

Parameter Magnetosheath
Hydrogen Density (cm−3) 104 − 108

Stellar Luminosity (L�) 1
Orbital Distance (AU) 0.023

Magnetosheath Width (cm) 0.24 RJup

Shock Temperature (K) 1 × 106

Metallicity Solar
Covering Factor (Ω/4π) 0.0034

range explored is thought to be the actual value around a solar-type star. The upper limit

nH ' 108 cm−3 is an estimate of the density at the base of the solar corona (Withbroe 1988),

the highest density expected for coronal gas. Since the base of the corona is at a ∼ 1.001R?,

and the planets considered here orbit at a ∼ 3 − 9 R?, the planets are expected to be or-

biting in an environment with density much smaller than the coronal base density. These

densities are consistent with those estimated by Vidotto et al. (2010a) and VJH11a for an

hydrostatic isothermal corona (see table 1 in VJH11a). The actual stellar wind density at

WASP-12b and HD189733b are not known but should be within the limits explored in this

study. Assuming the Rankine-Hugoniot conditions for a γ = 5/3 gas, we only expect a

maximum increase of 4 in the plasma density across the bow shock between the stellar

wind and magnetosheath.

The temperature of the shock is one of the most important parameters in our model-

ing, therefore, we discuss our choice of shock temperature and the assumptions we use

in greater detail below. A shock temperature is adopted that is comparable to that of the

solar coronal gas (T = 106K; Aschwanden 2005) and subsequently we vary the specific

choice of temperature in a parameter study (Section 3.3.1). Previous works have posited

that the post-shock gas, while initially hotter due to compression (increased by the square

of the Mach number), undergoes radiative cooling to reach temperatures in the range of 104

to 105 K (Lai et al. 2010; Vidotto et al. 2010a). No attempts are made, however, to esti-

mate whether this degree of cooling is realistic. To determine whether our adopted shock

temperature is a reasonable assumption we compare the cooling rate of the gas to the dy-

namical time. Sutherland & Dopita (1993) find that for gas with temperatures on the order
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Figure 3.3: Solar spectrum input into CLOUDY as the external radiation field incident on the
cloud. The spectrum was taken from stitching together data from the TIMED-SEE (Woods
et al. 2000) and SORCE (Anderson & Cahalan 2005) satellites.
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of 106 − 107 K, the cooling rate is approximately 10−22nen erg cm3 s−1 where n is the total

density of nuclei and ne is the number density of electrons. The characteristic cooling time

tcool for gas with energy density E and a cooling rate Ė is then

tcool ∼
E
Ė
∼

nkT(
10−22 erg cm3 s−1) nen

(3.2)

∼ 108
( T
106 K

) (104 cm−3

ne

)
s . (3.3)

Adopting a thickness of the post-shock gas of 1010 cm, comparable to Rp, and a character-

istic velocity of 100 km s−1 we find a dynamical time tdyn of

tdyn ∼
1010 cm

100 km s−1 = 103 s . (3.4)

The cooling time is thus much longer than the dynamical time, and the post-shock gas

leading the planet should not be expected to cool significantly. Therefore, post-shock tem-

peratures comparable to the coronal temperatures are reasonable within the context of the

model being examined.

3.3.1 Results

The net transmitted spectrum of the shocked material is shown in Figure 3.4 for all wave-

lengths and the UV wavelengths probed by HST and the ground-based observations. Next,

we calculate the transit depth, δF , due to the magnetosheath being in front of the star during

the transit assuming the magnetosheath is half of a spherical shell (see Figure 3.1),

δF =
Fbow(λ) − FS tar(λ)

FS tar(λ)
min

(
1
2

(rm + ∆rm)2

R2
�

, 1
)

(3.5)

where Fbow is the flux from the bow shock calculated from the output of CLOUDY, Fstar is the

flux from the star (the input solar spectrum), rm is the magnetospheric radius (set as 8RJup

to be conservative to produce the largest δF; Lai et al. 2010), and ∆rm is the width of the

magnetosheath. The left term in Equation 3.5 is essentially the opacity of the cloud. The

geometric factor (equal to 1
2

(rm+∆rm)2

R2
�

= 0.336 = 33.6% for the nominal model) is applied



93

(a)

(b)

Figure 3.4: Output CLOUDY spectra of the magnetosheath with varying hydrogen densities
(nH) in the stellar corona for all (a) and UV (b) wavelengths. The output spectra are all
identical to each other for the entire UV wavelength range.
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since the output spectrum from CLOUDY does not account for the size of the magnetosheath

or the star4. In models of the bow shock incorporating more geometric sophistication (e.g.,

Llama et al. 2011), the absorption due to the bow shock occurs primarily in a thin sliver

at the leading edge of the shock (see fig. 2 in Llama et al. 2011). Our assumption, that

the occulting area is that of the entire half circle, is an overestimation; however, this is

preferable as the resulting transit depths can be viewed as upper limits with geometric

constraints producing smaller values of δF . In order to be compared to observations δF

would need to be convolved with the filter bandpass or spectral resolution.

The results of determining the transit depth due to the bow shock are in Figure 3.5

for UV wavelengths. For the expected value nH ' 104 cm−3 of the coronal density, and

indeed even for nH larger than the expected value by a factor of 103, the transit depths

are orders of magnitude too small to be observable. At the unphysically large density

nH = 108 cm−3 expected at the base of the corona (10−3 R?) above the photosphere, a

hydrogen Lyman-alpha absorption feature and a C VI emission feature are apparent. Both

are still a factor ∼ 103 too small to be measurable by HST. Note that the emission feature

from highly ionized C VI is in emission as the slab is brighter than the background star at

such unphysically large columns for C VI in the slab.

In order to further interpret our results, we can estimate the optical depth of spectral

lines. The optical depth of a spectral line would be

τ =

∫ x

0
σn(x) dx (3.6)

where σ is the cross section, n is the number density of that species, and x is the width of

the cloud. The cross section at line-center is equal to

σ =

√
πe2

mec
fλ0

vt
(3.7)

where e is the electric charge of an electron, me is the mass of an electron, c is the speed of

light, λ0 is the wavelength at line center, vt =
√

2kT/mH is the thermal velocity, and f is

4The min function is used in Equation 3.5 because the bow shock in principle (depending on the value of
rm) can be larger than the star and the maximum δF is -100% (the whole star is blocked out when the bow
shock is completely optically thick).
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the oscillator strength. For illustration, the optical depth of Lyman-alpha at line-center is

τLyα =

√
πe2

mec
fλ0

vt
n1sx (3.8)

τLyα =1.0
( nH

1.98 × 1011 cm−3

)
, (3.9)

where nH is the density of hydrogen nuclei (protons or atoms or molecules) and in our

model the density of hydrogen in the 1s state is n1s = 10−6.589nH cm−3 (Table 3.2). To

determine the pre-factor in Equation 3.9, the values of the variables we use in Equation

(3.8) are λ0 = 121.56701 nm, T = 106 K, f = 0.4164 (Kramida et al. 2014), and x = 2∆rm

(Table 3.1). Therefore, for a nH = 108 cm−3 we find τ = 0.0005 which is consistent with

the value found from CLOUDY of 0.0001 and the transit depth in Figure 3.5. Lyman-alpha

is very optically thin, which is why we see little absorption and no absorption for nH below

108 cm−3.

The cloud optical depth is used from the CLOUDY modeling to determine if absorption

occurs. The optical depth of the cloud is calculated to be between ∼ 2.664 × 10−11 and

2.663 × 10−8 for all UV and optical wavelengths for densities between 104 − 107cm−3,

respectively. For a density of 108cm−3 the optical depths are calculated to be 2.663 × 10−7

across the UV and optical except for the Lyman-alpha and C VI line. All of these optical

depths are too small to cause any detectable absorption (Figures 3.4 and 3.5).

Additionally, we perform a thorough parameter search with CLOUDY to determine what

conditions can cause absorption in the UV and to check the robustness and biases of the

nominal parameters (Table 3.1). The following cloud parameters are explored:

1. Temperature from 2,000 to 2 × 106 K

2. [Fe/H] from 0 (solar) to +1

3. ∆rm from 0.24 RJup to 3 RJup

4. nH values from 104 cm−3 to 1012 cm−3

5. Stellar luminosity from 1 to 5 L�
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The results are presented in Figure 3.6. The top panel shows the result of scaling the

coronal density up to levels a factor ∼ 108 above that expected at the orbital radius of the

planet, and a factor of 104 higher than that expected at the base of the corona. Even at such

high densities, transit depths over the range 300 − 450nm are still at the < 0.1% level. The

middle panel of Figure 3.6 shows the result of using an unphysically low value for the shock

temperature (104 K) of the coronal gas. In this case, absorption lines for H I, Si II, and C II

exhibit transit depths between ∼ 0.2 − 0.7% at very high densities 107 − 108 cm−3. Lastly,

the bottom panel of Figure 3.6 again shows transit depths for a shock temperature 104 K,

now in the NUV (NUVA, NUVB, NUVC) bands. Again at unphysically high densities

there is now absorption by He II, Mn II, Mg I, and Mg II. The results of the bottom panel

are at odds with the detection of Mg I but no Mg II absorption in HD 209458b, a typical

hot Jupiter (Vidal-Madjar et al. 2013). For Mg II and Mg I the mean ionization fraction

averaged over the width of the cloud with a T=104 K is 10−13.092 and 10−9.181, respectively.

Therefore, this result suggests that the temperature of the planetary gas producing the Mg I

absorption in HD 209458b is at a lower temperature, consistent with the temperature upper

limits found by Vidal-Madjar et al. (2013).

3.3.2 Discussion

We find that using realistic parameters (Table 3.1) for the shocked coronal plasma in the

CLOUDY modeling clearly indicates there is no species present that can absorb in the UV

with any detectable optical depth (Figures 3.4 and 3.5). This is also true for all other

wavelengths examined (including optical). The mean ionization fractions of H, He, C, Ne,

Na, Mg, Al, Cl, Ca Sc, Cr, Mn, Fe, Co, Ni, Nu, and Cu found using CLOUDY indicate that

there aren’t any spectral lines observable in the UV (e.g. Na I, Al I, Sc II, Mn II, Fe I,

Co I, Mg I, Mg II) because the atoms are highly ionized (Table 3.2). The results from

our CLOUDY models appear to be at odds with the previous investigations of an early UV

ingress (Vidotto et al. 2010a, 2011a,b,c; Llama et al. 2011, 2013). The models in these

chapters suppose the source of opacity is Mg II; however, at temperatures characteristic

of the corona, magnesium is highly ionized with very little Mg II remaining (see Table

3.2, also Ben-Jaffel & Ballester 2014). While much of the literature focuses on Mg II,
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Table 3.2: Mean ionization fractions for the coronal gas for the ionization states of interest
for H, He, C, Ne, Na, Mg, Al, Cl, Ca Sc, Cr, Mn, Fe, Co, Ni, Nu, and Cu calculated from
the CLOUDY modeling

State Fraction (10X) State Fraction (10X)
H I -6.589 H II −1.119 × 10−7

He II -4.535 He III −1.267 × 10−5

C I -16.531 C II -11.258
C VI -0.243 Ne I 19.103
Ne II -14.348 Ne III -10.478
Ne IX -0.036 Na I -20.064
Na II 13.898 Na X -0.175
Mg I -19.528 Mg II -14.041

Mg IX -0.483 Al I -19.849
Al II -14.529 Al VIII -0.399
Cl I -23.207 Cl II -17.431

Cl III -12.58 Cl VIII -0.346
Ca I -24.387 Ca II -17.916

Ca III -13.829 Ca XI -0.064
Sc II -19.240 Sc XII -0.149
Cr I -27.072 Cr II -20.507
Cr X -0.336 Mn I -27.606
Mn II -21.056 Mn X -0.328
Fe I -25.168 Fe II 19.027

Fe III -14.267 Fe IX -0.395
Co I -28.678 Co II -22.135
Co X -0.659 Ni I -27.872
Ni II -21.656 Ni XI -0.374
Cu I -27.100 Cu II -21.052

Cu III -15.717 Cu X -21.052

Note. — The values in this table were taken for the nominal model presented in Table
3.1 with a hydrogen density of 108 cm−3. Every CLOUDYmodel produced very similar
trends. The ionization fractions presented are averaged over the width of the cloud.
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(a)

(b)

(c)

Figure 3.5: Transit depths due to the magnetosheath for the nominal model (Table 3.1) at
varying hydrogen densities (nH) for ground-based (a) and Hubble Space Telescope (panels
b and c) UV wavelengths. We do not detect any UV absorbing species under realistic
conditions for the shocked coronal plasma that could cause an early UV ingress.
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this applies more broadly: coronal gas, either pre- or post-shock, will consist primarily

of highly-ionized species with no expectation of opacity from neutral or singly-ionized

species. For example, one should not expect Lyman or Balmer absorption from neutral

hydrogen within the post-shock coronal gas or lines from lower energy levels such as Mg I

and Fe I (Haswell et al. 2012; Bourrier et al. 2013).

Interactions between the post-shock stellar wind gas and the planetary gas can result in

a hot population of neutral hydrogen through charge-exchange reactions which is poten-

tially observable (e.g., Tremblin & Chiang 2013); however, this is not an observation of

the shocked stellar wind gas, as the hot population is generated downstream at the interac-

tion layer (contact discontinuity) between the post-shocked gas and the planetary gas (e.g.

Kislyakova et al. 2014). For a more detailed discussion, see §3.4.2.

From the parameter search, we determine the robustness of our results and under what

conditions UV absorption can actually occur. We find for reasonable shock temperatures

between 8 × 105 – 2 × 106 K (consistent with the coronal temperatures measured for F-,

G-, K-, and M-stars: Aschwanden 2005; Vaiana et al. 1981) that the absence of an UV

absorbing species did not change. Additionally, changing the [Fe/H], ∆rm, and the stellar

luminosity for the nominal model (Table 3.1) did not help with detectability. Therefore,

our result of not finding any UV absorbing species is robust. In order for the C II 133.5 nm

line to appear (as in the Ben-Jaffel & Ballester 2013 HD 189733b observations) we need a

plasma temperature between 2,000-100,000 K (Figure 3.6) suggesting that this absorption

is not coming from the stellar corona but likely from a gas with a much lower temperature

such as an escaping planetary atmosphere. We find that no lines or continuum absorption

sources appear in the NUV (NUVA, NUVB, NUVC filters) space-based wavelengths un-

less the cloud temperatures are below 10,000 K (Figure 3.6). This suggests that whatever

caused the early ingress in WASP-12b (Fossati et al. 2010; Haswell et al. 2012; Nichols

et al. 2015) was not from shocked stellar wind gas but is more likely planetary gas as has

been previously suggested (Lanza 2009; Lai et al. 2010; Bisikalo et al. 2013a; Bisikalo et al.

2013b; Cherenkov et al. 2014; Lanza 2015). An escaping atmosphere of WASP-12b would

also explain the variability in the complete set of near-UV observations (Fossati et al. 2010;

Haswell et al. 2012; Sing et al. 2013; Nichols et al. 2015). For the case of a hot (T ∼ 106 K)

gas, we find that significant opacity (mainly metal lines) only appears for the ground-based



100

(a)

(b)

(c)

Figure 3.6: Transit depths due to the magnetosheath for (a) ground-based near-UV wave-
lengths for above nH = 1010 cm−3, panels (b) and (c) HST UV wavelengths with the nomi-
nal model except the cloud temperature is 10,000 K.
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near-UV wavelengths under unrealistic conditions of a nH above 1010 cm−3 for the nominal

model (Figure 3.6). Also, our modeling shows that for a density of 1012 cm−3 the cloud

actually becomes brighter than the star at wavelengths lower than 320 nm.

Due to our results, any interpretation of UV absorption which relies on shocked coronal

gas as the source of opacity (Vidotto et al. 2010a; Turner et al. 2013; Pearson et al. 2014;

Turner et al. 2016b) may need to be re-evaluated. This result also applies more broadly

to all wavelengths, including interpreting optical asymmetry observations with magnetic

bow shocks models. We believe this result is robust due to the fact that we covered the

likely parameter space and found no effect. Our conclusions add to a body of theoretical

work suggesting that UV asymmetry observations are not suitable approach for exoplanet

magnetic field detection (Ben-Jaffel & Ballester 2014; Grießmeier 2015; Alexander et al.

2015). Additionally, our modeling of lower temperature clouds suggests that the UV and

optical observations are likely caused by gas from the planetary atmosphere (Lai et al.

2010; Bisikalo et al. 2013a; Bisikalo et al. 2013b; Cherenkov et al. 2014). Therefore, any

future models attempting to explain the early UV observation need to include planetary gas

in their simulations. The modeling described here does not provide any additional con-

straints on whether a bow shock exists around close-in exoplanets (see Saur et al. 2013 and

VJH11a for conflicting arguments) but does show that the bow shock does not produce any

observable signature in the UV and optical.

We, however, acknowledge that improvements to our modeling could be considered,

such as using a more realistic density structure in the magnetosheath and stellar wind pro-

file, including (magneto-) hydrodynamics (e.g. TPCI; Salz et al. 2015), and 3-D simulations

(using pyCloudy; Morisset 2013). Given the broad range of parameters tested here, we do

not expect such improvements to change our conclusions.

3.4 Modeling of planetary gas with CLOUDY

Next, we simulate planetary gas in thermal and ionization equilibrium with the radiation

field. The CLOUDYmodel transmission spectra presented in this chapter for the planetary gas

allow for a comprehensive study of 30 atomic elements and many molecules in ionization

and thermal equilibrium with the stellar and diffuse radiation field. Since CLOUDY balances
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all the radiative and collisional rates self-consistently, the present study is able to make

predictions for a number of transitions which have not yet been observed for any exoplanet.

We ran CLOUDY with the same exact geometry setup as in § 3.3 (Figures 3.2), a width

of 1 RJup, a covering factor of 0.0041, geometric factor in Equation 3.5 of 0.401 (40.1%),

an orbital distance of 0.023 AU, and solar metallicity for the cloud. The external radiation

field was the same as used in § 3.3 (Figure 3.3). The hydrogen density (nH) in the cloud is

set to 107 and 109 cm−3. The former choice is representative of the planetary gas found a

few planetary radii from the planet (e.g. Koskinen et al. 2014). The latter choice is where

the gas becomes opaque to Lyman continuum photons (Murray-Clay et al. 2009) and could

be caused by escaping gas in a thick column (e.g. Roche lobe overflow; Lai et al. 2010).

The gas kinetic temperature for this model is set by balancing the heating and cooling in

the gas and the temperatures calculated by CLOUDY for the 107 and 109 cm−3 clouds are

approximately 8725 and 12859 K, respectively.

A brief discussion on the limitations of our modeling for the escaping planetary gas

is as follows. We assume solar metallicity for both models; however, this is a source of

uncertainty. Atomic species which reach the atomic layer will be carried along with the

EUV-driven wind; however, the degree to which these atmospheres remain well mixed up to

1 µbar pressures where the gas transitions from molecular to atomic is unknown (Koskinen

et al. 2014). Since the mixing of the atmosphere is beyond the scope of this chapter and the

goal is only to find potential sources of opacity, we view the assumption of solar metallicity

to be sufficient. The use of the static slab geometry will introduce uncertainties in the

amount of absorption as it fails to capture the density and velocity structures. The denser

parts of the atmosphere are likely not well characterized. This exercise does, however, still

offer potential opacity sources to look for during future transit observations.

3.4.1 Results and Discussion

The output transit depths of the planetary gas are shown in Figure 3.7 for X-ray, UV (space

and ground), and optical and in Figure 3.8 for radio wavelengths. The mean ionization

fractions of H, He, C, N, Ni, O, Na, Mg, Al, Si, S, P, Ca, Ti, Mn, Fe, and Co found using

CLOUDY are given in Table 3.3. The most interesting results found for the planetary gas
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(Figure 3.7) are discussed below. The X-ray results (top-left) for a density nH = 109 cm−3

are consistent with the 8% transit depth observed on HD 189733b at X-ray wavelengths

using Chandra (Poppenhaeger et al. 2013). The main source of opacity for the X-rays is

bound-free absorption from hydrogen and helium and the spectral lines are blended metal

lines. The space-based UV wavelengths from 113-290 nm are shown (top-right, middle-

left, middle-right). The most interesting lines that are potentially observable (this limit is

anything with a transit depth greater than 0.10%) in this wavelength regime (113-290 nm)

are H I, C I, C II, N I, Ni II, Mg I, Mg II, Al II, Si II, S I, Mn II, Fe II, and Co II. We

find that the Lyman-alpha line now has an optical depth of 124 (very optically thick), as

compared to the optically thin (0.0001) case for the coronal equilibrium. In the ground-

based near-UV (bottom-left) the most promising observable lines are Ca II, He I, and Ti II

(all not yet observed). In the optical regime (bottom-right), H-alpha, He I, and Ca II are

the most promising lines. The detection of H-alpha in our modeling is consistent with the

observations of H-alpha in the atmospheres of HD 189733b (Jensen et al. 2012) and HD

209458b (Astudillo-Defru & Rojo 2013). For the ALMA wavelength range (Figure 3.7),

binning bands 3-5 together results in a predicted transit depth of 0.27 %. While this transit

depth is possibly observable (see also Selhorst et al. 2013), the problem with these bands is

the fact that the hosts stars are very faint. The main source of opacity for frequencies lower

than 200 GHz is free-free absorption and between 200-400 GHz overlapping molecular

lines are the dominate source.

There are approximately 20 species (H I, C II, O I, Na I, Mg I, Mg II, Al I, Al III, Si

III, K I, Ca I, Sc II, V II, Mn I, Mn II, Fe I, Fe II, Co I, Sn I, Eu III, Yb II) with lines

currently observed in exoplanet upper atmospheres (e.g. Charbonneau et al. 2002; Vidal-

Madjar et al. 2003; Vidal-Madjar et al. 2004; Sing et al. 2008; Fossati et al. 2010; Linsky

et al. 2010, Sing et al. 2011; Haswell et al. 2012; Jensen et al. 2012; Ben-Jaffel & Ballester

2013; Astudillo-Defru & Rojo 2013; Vidal-Madjar et al. 2013; Bourrier et al. 2013). Many

of these same species are found in the CLOUDY modeling but we also find species (e.g. He

I, C I, Al II, Si I/II, S II, Ca II, Ti II, Ni II, Mn II) and lines (e.g. Al III, Fe II, Mn I)

that have not yet been observed. A comprehensive list of all the lines predicted can be

found in Table 3.4. Future observations are encouraged to search for these lines but more

detailed theoretical models are still needed to shed light into opacity sources in escaping
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Table 3.3: Mean ionization fractions for the planetary gas for the ionization states of interest
for H, He, C, N, Ni, O, Na, Mg, Al, Si, S, P, Ca, Ti, Mn, Fe, and Co calculated from the
CLOUDY modeling

State Fraction (10X) State Fraction (10X)
H I -0.083 H II -0.761
He I -0.206 He II -0.433
C I -0.868 C II -0.072

C III -1.76 N I -0.115
N II -0.632 Ni I -0.115
Ni II -0.632 O I -0.069
O II -0.836 Na I -2.868
Na II -0.11 Mg I -1.585
Mg II -0.086 Mg III -0.811
Al I -3.943 Al II -0.014

Al III -1.711 Al IV -1.906
Si II -0.001 Si III -2.657
S I -1.423 S II -0.038
P I -3.856 P II -0.028

Ca I -3.543 Ca II -0.087
Ca III -0.741 Ti I -4.049
Ti II -0.033 Mn I -3.981

Mn II -0.011 Mn III -1.599
Fe I -4.177 Fe II -0.005

Fe III -1.937 Fe IV -5.469
Co I -1.135 Co II -0.033

Note. — The values in this table were from the model with a hydrogen density of
109 cm−3. The ionization fractions presented are averaged over the width of the cloud.
The gas kinetic temperature calculated by CLOUDY was ∼12859 K (§3.4).

atmospheres of exoplanets.
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Table 3.4: Spectral lines predicted for the planetary gas by CLOUDY.

Vacuum (Air) λ Species Transit Previously Vacuum λ Species Transit Previously

[nm] Depth [%] Detected [nm] Depth [%] Detected

1083.3306 (1083.303) He I 0.28 N 167.079 Al II 0.26 (blend) N

866.452 (866.214) Ca II 0.052 N 166.217 S I 0.26 (blend) N

854.444 (854.209) Ca II 0.026 N 165.7 C I 0.36 N

656.4614 (656.28) H-alpha 0.021 Y (1) 157.591 Co II 0.03 N

396.959 (396.847) Ca II 0.16 N 156.133 C I 0.314 N

393.477 (393.366) Ca II 0.19 N 153.1 Si II 0.24 N

388.9750 (388.865) He I 0.019 N 150 Fe II 0.015 N

336.571 (336.474) Ti II 0.044 N 147.274 Ni II 0.0535 N

323.8078 (323.714) Ti II 0.036 N 140.037 Ni II 0.049 N

318.8667 (318.775) He I 0.01 N 137.573 Ni II 0.083 N

285.2965 (285.213) Mg I 0.24 Y (2) 135.605 S I 0.065 N

280.3531 (280.271) Mg II 0.623 Y (3) 133.5 C II 0.44 Y (4)

258.9746 (258.897) Mn II 0.11 N 132.4117 Ni II 0.294 (blend) N

251.8226 (2517.47) Si I 0.01 N 131.477 C I 0.215 (blend) N

239.9997 (2399.27) Fe II 0.217 N 130.766 Si II 0.362 (blend) N

233.5123 (233.441) S IV 0.0192 (blend) N 126.332 Si II 0.381 N

233.5321 (233.46) S IV 0.0192 (blend) N 125.6 S II 0.162 N

Continued on next page
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Table 3.4 – continued

221.500 (221.431) Si I 0.025 N 125.068 C I 0.223 N

206.156 (206.09) Co II 0.095 N 124.75 C I 0.33 N

202.6477 (202.582) Mg I 0.84 N 123.329 C I 0.31 N

186.2789 Al III 0.03 (blend) N 121.567 Lyman-alpha 12.4 (blend) Y (5)

185.4716 Al III 0.03 (blend) N 120.651 Si III 0.58 (blend) Y (6)

185.3047 Si 1 0.03 (blend) N 117.959 Si II 0.38 N

181.399 Si II 0.2 (blend) N 116.681 C I 0.42 (blend) N

181.7313 Mg I 0.08 (blend) N 116.598 C I 0.42 (blend) N

1786 Fe II 0.28 N 116.236 C I 0.42 (blend) N

176.793 Si I 0.0843 (blend) N 113.206 C I 0.64 (blend) N

175.1823 C I 0.15 (blend) N 113.112 N I 0.64 (blend) N

174.424 Ni II 0.318 (blend) N 113.046 C I 0.64 (blend) N

Note. — The model used has a hydrogen density of 109 cm−3 and the gas kinetic temperature calculated by CLOUDY was

∼12859 K (§3.4). Additionally, the default resolution model was not used to search for spectral lines due to many spectral

lines overlapping each other. We used the line labels command (creates a list of all emission lines transported in the code)

in CLOUDY to determine the species responsible for each spectral line in Figure 3.7.

References. — (1) Jensen et al. 2012; (2) Vidal-Madjar et al. 2013; (3) Haswell et al. 2012; (4) Linsky et al. 2010; (5)

Vidal-Madjar et al. 2003; (6) Bourrier et al. 2013



107

3.4.2 Planetary gas interacting with the stellar wind

The gas modeled in § 3.4.1 is assumed to reside in the planet’s upper atmosphere. While

interaction with the stellar radiation field was included, collisions between particles in the

planetary gas and the stellar wind were ignored. However, there are models for the hydro-

gen Lyman-alpha absorption during transit for HD 209458b that invoke charge exchange of

atoms from the planet with solar wind protons to create fast moving neutral atoms (Holm-

ström et al. 2008; Tremblin & Chiang 2013; Christie et al. 2016). In the limit of short mean

free paths for the atoms in the stellar wind gas, the energetic atoms occupy a hydrodynamic

mixing layer created by eddies at the interface of the two gases (Tremblin & Chiang 2013).

For finite mean free paths (Holmström et al. 2008), as long as the mean free path of the

planetary atoms is not much larger than the magnetosheath width, some atoms can collide

with the stellar wind protons and be entrained with the magnetosheath flow around the

planet.

While we have argued that stellar wind gas near the bow shock region cannot provide

enough opacity to cause observable transit depths, atoms originating from the planet, and

entrained with the stellar wind flow through the magnetosheath could provide this source

of opacity, as long as they are not ionized too quickly by the hot stellar wind gas. Hence

the geometry assumed in the magnetic or non-magnetic bow shock models may indeed be

valid, although a sufficient source of atoms from the planet must always be considered.

As movement of charged particles through the planetary magnetosphere may only occur

along field lines, movement of neutral particles across field lines is subject to strong ion-

neutral drag forces (Yelle 2004; Trammell et al. 2011). Open field lines carrying an outflow

from the polar regions of the planet are another possible source of neutrals (Trammell et al.

2014).

It is important to distinguish between absorbing atoms originating in the planet, as is

assumed here, and in the stellar wind, as is assumed in VJH11a. The source matters even

if the geometry is the same. The key point is that the distribution of planetary neutrals de-

creases with distance from the planet and there would be a far greater number of absorbing

species toward the planet. Hence for planetary neutrals one might expect absorption not

only near the bow shock, but also all along the line from the bow shock to the planet. This
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Figure 3.7: Transit depths for the CLOUDYmodeling of the escaped planetary gas in thermal
equilibrium with the radiation field. We show the transit depth from X-rays to ground-
based optical wavelengths. In the top-right plot, Lyman-alpha extends down to 12 %. A
complete list of all the lines predicted can be found in Table 3.4.
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Figure 3.8: Transit depth for radio wavelengths for the CLOUDY modeling of the escaped
planetary gas in thermal equilibrium with the radiation field.

would be a significant change to the model used to interpret the observations as compared

to assuming the absorption is solely from the stellar wind gas.

3.5 Conclusions

Using the plasma photoionization and microphysics code CLOUDY (Ferland et al. 1998;

Ferland et al. 2013) we explore whether there is a UV absorbing species in the stellar

wind that can cause an early UV ingress in the transits of close-in exoplanets due to the

presence of a magnetic (Vidotto et al. 2011a) or non-magnetic (Lai et al. 2010; Bisikalo

et al. 2013a; Bisikalo et al. 2013b) bow shock compressing the coronal plasma. We find

under realistic physical conditions for the corona (Table 3.1; § 3.3) that there aren’t any

species that can cause an absorption with sufficient opacity all wavelengths between X-ray

and radio (Figures 3.4 and 3.5). A thorough parameter search with CLOUDY is performed to

check the robustness and biases of the nominal parameters and we find that our conclusions

are robust (§ 3.3.1). Therefore models cannot posit a distribution of neutrals only out in
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the stellar wind, but rather if absorbers are mixed into the stellar wind, there must be an

even larger population toward the planet which may cause absorption all the way between

the planet and the bow shock. In other words, the bow shock geometry model which

has been used to infer planetary magnetic fields is an incomplete model as it does not

confront the likely existence of absorbers between the bow shock and the planet. Previous

detections of an early ingress in WASP-12b (Fossati et al. 2010; Haswell et al. 2012) and

HD 189733b (Ben-Jaffel & Ballester 2013; Cauley et al. 2015) are likely caused by the

planetary upper atmosphere or a mixture of planetary and stellar wind material as suggested

by our modeling of clouds with lower temperatures (§3.3.2; Figure 3.6). Our conclusions

are consistent with other studies suggesting that UV asymmetry observations are not a

suitable approach for detecting exoplanet magnetic fields (Ben-Jaffel & Ballester 2014;

Grießmeier 2015; Alexander et al. 2015) and that suggest an escaping atmosphere (Lai

et al. 2010; Bisikalo et al. 2013a; Bisikalo et al. 2013b; Cherenkov et al. 2014) is the cause

of the UV observations.

We also simulate escaping planetary gas in ionization and thermal equilibrium with the

stellar radiation field with CLOUDY (§ 3.4). From this modeling, we find species with strong

absorption lines (Figure 3.7 and 3.8; Table 3.4) previously observed in exoplanet upper

atmospheres (e.g. Charbonneau et al. 2002; Vidal-Madjar et al. 2003; Vidal-Madjar et al.

2004; Sing et al. 2008; Fossati et al. 2010; Linsky et al. 2010, Sing et al. 2011; Haswell

et al. 2012; Jensen et al. 2012; Ben-Jaffel & Ballester 2013; Astudillo-Defru & Rojo 2013;

Vidal-Madjar et al. 2013; Bourrier et al. 2013) but also make predictions for many species

and lines that have not been observed (Table 3.4; He I, C I, Al II, Si I/II, S II, Ca II, Ti

II, Ni II, Mn II). Therefore, the CLOUDY modeling in this chapter is a motivation for more

detailed studies of possible absorbing species which may be observable in the transmission

spectra of close-in exoplanets (see also, Salz et al. 2015, 2016).
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Chapter 4

Investigating the physical properties of

transiting hot Jupiters with the 1.5-m

Kuiper Telescope

“Remember to look up at the stars and not down at your feet. Try to make sense of what

you see and wonder about what makes the universe exist. Be curious.” Stephen

Hawking

The text in this chapter is reproduced primarily from Turner J.D., Leiter R.M., et al. 2017.

Investigating the physical properties of transiting hot Jupiters with the 1.5-m Kuiper Tele-

scope. MNRAS. 472. 3871.

4.1 Introduction

To date, over 3400 exoplanets have been discovered (NASA Exoplanet Archive; Ake-

son et al. 2013) and most of these planets have been found using the transit method (e.g.

Charbonneau et al. 2000; Henry et al. 2000) in large-scale transit surveys such as Kepler

(Borucki et al. 2010), K2 (Howell et al. 2014), WASP (Pollacco et al. 2006; Collier Cameron

et al. 2007) and CoRoT (Baglin 2003; Moutou et al. 2013). Transiting exoplanet systems

(TEPs) are of great interest because their radius can be directly measured in relation to their
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star with photometric observations (Charbonneau et al. 2000; Henry et al. 2000). With the

addition of spectroscopic and radial velocity measurements, many physical properties of

TEP systems (mass, radius, semi-major axis, gravity, temperature, eccentricity, orbital pe-

riod) can be directly inferred (e.g., Charbonneau et al. 2007a). Additionally, multiple-band

photometry of a TEP system can be used to constrain the composition of an exoplanet’s at-

mosphere (Seager & Sasselov 2000; Brown 2001; Hubbard et al. 2001; Charbonneau et al.

2002). The absorption properties of different species in a planetary atmosphere vary with

wavelength, causing an observable variation in the planet’s radius. Photometric light curve

analysis can also be used to search for transit timing variations (TTVs). TTVs can indicate

additional bodies in a TEP system or an unstable orbit caused by tidal forces from the star

(e.g., Miralda-Escudé 2002; Holman & Murray 2005; Holman et al. 2010).

In this work, we present new ground-based photometric data of 11 confirmed transit-

ing hot Jupiter exoplanets. We describe and perform TEP modeling techniques (Section

4.2–4.3) to determine the orbital and physical parameters of each system, and compare

our results with previous published results to confirm and improve the planetary param-

eters (Section 4.4–4.5). For each system, we combine our results with previous work to

search for a variation in planetary radius with wavelength (Section 4.6), which could in-

dicate Rayleigh scattering, the presence of an absorptive atmosphere, or clouds. Finally,

we combine our mid-transit data with previous observations to recalculate each system’s

orbital period and search for TTVs.

4.2 Observations and Data Reduction

All the observations were performed at the University of Arizona’s Steward Observatory

1.55-m Kuiper Telescope on Mt. Bigelow near Tucson, Arizona. The Mont4k CCD has a

field of view of 9.7’×9.7’ and contains a 4096×4096 pixel sensor. The CCD is binned 3×3

to achieve a resolution of 0.43”/pixel and binning reduces the read-out time to ∼10 s. Our

observations were taken with the Bessell U (303–417 nm), Harris B (360–500 nm), and

Harris R (550–900 nm) photometric band filters. To ensure accurate timing in these obser-

vations, the clocks were synchronized with a GPS every few seconds. In all the data sets,

the average shift in the centroid of our targets is less than 0.6 pixels (0.26”) due to excel-
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lent autoguiding (the maximum is 3.4 pixels). This telescope has been used extensively in

exoplanet transit studies (Dittmann et al. 2009a,b, 2010, 2012; Scuderi et al. 2010; Turner

et al. 2013; Teske et al. 2013; Pearson et al. 2014; Biddle et al. 2014; Zellem et al. 2015;

Turner et al. 2016b). A summary of all our observations is displayed in Table 4.1.

To reduce the data and create the light curves we use the reduction pipeline ExoDRPL1

(Pearson et al. 2014). Each of our images are bias-subtracted and flat-fielded with 10 biases

and flats. To produce the light curve for each observation we perform aperture photometry

(using phot in the IRAF2 DAOPHOT package) by measuring the flux from our target star as

well as the flux from 8 different reference stars with 110 different circular aperture radii.

The aperture radii sizes we explore are different for every observation due to changes in

seeing conditions. For the analysis, a constant sky annulus for every night of observation

of each target is chosen (a different sky annulus is used depending on the seeing and the

crowdedness of the target field) to measure the brightness of the sky during the observa-

tions. We reduce the risk of contamination by making sure no stray light from the target star

or other nearby stars falls in the chosen aperture. A synthetic reference light curve is pro-

duced by averaging the light curves from our reference stars. The final light curve of each

date is normalized by dividing by this synthetic light curve to correct for any systematic

differences from atmospheric variations (i.e. airmass) throughout the night. Every combi-

nation of reference stars and aperture radii are considered and we systematically choose the

best aperture and reference stars by minimizing the scatter in the Out-of-Transit (OoT) data

points. The 1σ error bars on the data points include the readout noise, flat-fielding errors,

and Poisson noise. The final light curves are presented in Figs. 4.1–4.3. For all the transits,

the OoT baselines have a photometric root-mean-squared (RMS) value between 1.13 and

7.76 millimagnitude (mmag).

1https://sites.google.com/a/email.arizona.edu/kyle-pearson/exodrpl
2IRAF is distributed by the National Optical Astronomy Observatory, which is operated by the Association

of Universities for Research in Astronomy, Inc., under cooperative agreement with the National Science
Foundation.
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Figure 4.1: Light curves of CoRoT-12b, HAT-P-5b, HAT-P-12b, HAT-P-33b, and HAT-P-
37b. The 1σ error bars include the readout noise, the Poisson noise, and the flat-fielding
error. The best-fitting models obtained from the EXOplanet MOdeling Package (EXOMOP)
are shown as a solid red line. The model predicted ingress and egress points from EXOMOP
are shown as dashed red vertical lines. The residuals (Light Curve - EXOMOP Model) are
shown in the second panel. See Table 4.1 for the cadence, Out-of-Transit root-mean-
squared (RMS) flux, and residual RMS flux for each light curve.
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Figure 4.2: Light curves of WASP-2b, WASP-24b, WASP-60b, WASP-80b, and WASP-
103b. Other comments are the same as Fig. 4.1.
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Figure 4.3: Light curve of XO-3b. Other comments are the same as Fig. 4.1.

4.3 Light Curve Analysis

To find the best-fit to the light curves we use the EXOplanet MOdeling Package (EXOMOP;

Pearson et al. 2014; Turner et al. 2016b)3, which utilizes the analytic equations of Mandel

& Agol (2002) to generate a model transit. For a complete description of EXOMOP see

Pearson et al. (2014) and Turner et al. (2016b). The χ2-fitting statistic for the model light

curve used in EXOMOP is:

χ2 =

Npts∑
i=1

[
fi(obs) − fi(model)

σi(obs)

]2

(4.1)

where Npts is the total number of data points (Table 4.1), fi(obs) is the observed flux at time

i, σi(obs) is the error in the observed flux, and fi(model) is the calculated model flux.

EXOMOP uses the following procedure to find a best-fit to the data. A Levenberg-

Marquardt (LM) non-linear least squares minimization (MPFIT; Markwardt 2009; Press

et al. 1992) is performed on the data and a bootstrap Monte Carlo technique (Press et al.

1992) is used to calculate robust errors of the LM fitted parameters. Additionally, a Dif-

ferential Evolution Markov Chain Monte Carlo (DE-MCMC; Braak 2006; Eastman et al.

2013) analysis is used to model the data. The fitted parameters that have the highest error

bars from either the LM or DE-MCMC best-fitting model are used in the analysis. In every

3EXOMOPv7.0 is used in the analysis and is available on Github at https://github.com/astrojake/EXOMOP

https://github.com/astrojake/EXOMOP
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case both models find results within 1σ of each other. Additionally, EXOMOP uses the resid-

ual permutation (rosary bead; Southworth 2008), time-averaging (Pont et al. 2006), and

wavelet (Carter & Winn 2009) methods to assess the importance of red noise in both fit-

ting methods. Not accounting for red noise in the data underestimates the fitted parameters

(Pont et al. 2006; Carter & Winn 2009). In order to be conservative, the red noise method

that produces the largest errors is used to inflate the errors in the fitted parameters. Finally,

in order to compensate for underestimated observational errors we multiply the error bars

of the fitted parameters by
√
χ2

r when the reduced chi-squared (χ2
r ) of the data (Table 4.1)

is greater than unity (e.g. Bruntt et al. 2006; Southworth et al. 2007b; Southworth et al.

2007a; Southworth 2008; Barnes et al. 2013; Turner et al. 2016b).

EXOMOP uses the Bayesian Information Criterion (BIC; Schwarz 1978) to assess over-

fitting of the data. The BIC is defined as

BIC = χ2 + k ln (Npts), (4.2)

where χ2 is calculated for the best-fitting model (equation 4.1) and k is the number of free

parameters (Table 4.1) in the model fit [ fi(model)]. The power of the BIC is the penalty for

a higher number of fitted model parameters, making it a robust way to compare different

best-fit models. The preferred model is the one that produces the lowest BIC value.

Each transit is modeled with EXOMOP using 10000 iterations for the LM model and

20 chains and 206 links for the DE-MCMC model. The Gelman-Rubin statistic (Gelman

& Rubin 1992) is used to ensure chain convergence (Ford 2006) in the MCMC model.

During the analysis of each transit the mid-transit time (Tc), planet-to-star radius (Rp/R∗),

scaled semi-major axis (a/R∗), and inclination (i) are set as free parameters. The previously

published values for a/R∗, i, and a/R∗ are used as priors for the LM model (Table 4.2). The

results of the LM fit are used as the prior for the DE-MCMC. The eccentricity (e), argument

of periastron (ω), and period (Pp) of each of the planets are fixed (see Table 4.2 for their

values) in the analysis because these parameters have minimal effect on the overall shape of

the light curve. The linear and quadratic limb darkening coefficients in each filter are taken

from Claret & Bloemen (2011) and interpolated to the stellar parameters of the host stars
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(see Table 4.3) using the EXOFAST applet4(Eastman et al. 2013). In addition, a linear or

quadratic least squares fit is modeled to the OoT baseline simultaneously with the Mandel

& Agol (2002) model. The BIC is used to determine whether to include any baseline fit in

the best-fit model and the baseline with the lowest BIC value is always chosen.

The light curve parameters obtained from the EXOMOP analysis and the derived transit

durations are summarized in Table 4.4. The modeled light curves can be found in Figs.

4.1–4.3 and the physical parameters for our targets are derived as outlined in Section 4.4

(Tables 4.5–4.6). A thorough description of the modeling and results of each system can

be found in Section 4.5.

Table 4.4: Light curve parameters derived in this study using EXOMOP

Planet CoRoT-12b HAT-P-5b HAT-P-12b

Date 2013 Feb. 15 2015 June 6 2014 Jan. 19

Filter1 R U B

Tc (BJDT DB-2.45×106) 6338.67097+0.00074
−0.00074 7180.82658+0.00076

−0.00076 6677.97482+0.00047
−0.00047

Rp/R∗ 0.1645+0.0038
−0.0040 0.1225±0.0051 0.1386+0.0013

−0.0014

a/R∗ 6.59+0.31
−0.29 6.05±0.44 11.86±0.57

Inclination (◦) 83.54±0.71 83.31±1.11 90.98±1.09

Duration (mins) 174.0±1.4 184.1±1.9 139.8±4.4

Red noise (mmag) 0.0001 1.6 0.21

OoT baseline function None None Quadratic

Planet HAT-P-33b HAT-P-37b HAT-P-37b

Date 2012 April 6 2015 July 1 2015 July 1

Filter1 R B R

Tc (BJDT DB-2.45×106) 6024.71746+0.0012
−0.0012 7205.91376+0.00054

−0.00054 7205.91325+0.00056
−0.00056

Rp/R∗ 0.1152±0.0017 0.1253±0.0021 0.1361±0.0028

a/R∗ 5.67±0.13 10.82±0.91 9.14±0.63

Inclination (◦) 90.08±3.43 89.991.83 86.73±0.93

Duration (mins) 270.45±0.48 132.8 ± 2.7 140.5 ± 2.7

Continued on next page

4http://astroutils.astronomy.ohio-state.edu/exofast/limbdark.shtml
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Table 4.4 – continued

Red noise (mmag) 0.78 0.0001 0.34

OoT baseline function None None None

Planet HAT-P-37b WASP-2b WASP-24b

Date Weight. Avg. 2014 June 14 2012 March 23

Filter1 — B R

Tc (BJDT DB-2.45×106) — 6823.83839+0.00055
−0.00055 6010.8437+0.0017

−0.0017

Rp/R∗ 0.1291±0.0017 0.1383±0.0049 0.1139±0.0015

a/R∗ 9.68±0.52 8.05±1.21 7.42±0.15

Inclination (◦) 87.4±0.82 84.86±1.61 90.0±5.4

Duration (mins) 136.6±1.9 108.4±1.4 159.5±0.6

Red noise (mmag) — 0 0.27

OoT baseline function — Quadratic Quadratic

Planet WASP-24b WASP-24b WASP-60b

Date 2012 April 6 Weight. Avg. 2012 Dec. 1

Filter1 R R B

Tc (BJDT DB-2.45×106) 6024.8910+0.0015
−0.0015 — 6263.6330+0.0012

−0.0012

Rp/R∗ 0.1113±0.0043 0.1136±0.0014 0.0852±0.0036

a/R∗ 6.06±0.73 7.36±0.15 9.49±1.81

Inclination (◦) 83.95±2.74 85.19±2.44 87.48±2.83

Duration (mins) 165.0±0.6 162.1±0.4 201.9±0.3

Red noise (mmag) 0.6 — 0

OoT baseline function Linear — None

Planet WASP-80b WASP-103b XO-3b

Date 2014 June 16 2015 June 3 2012 Nov. 30

Filter1 U U B

Tc (BJDT DB-2.45×106) 6824.88661+0.00091
−0.00091 7177.8222+0.0015

−0.0009 6262.6566+0.0015
−0.0015

Rp/R∗ 0.1615±0.0033 0.1181±0.0016 0.0968±0.0023

a/R∗ 12.85±0.42 2.90±0.05 5.68±0.51

Continued on next page
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Table 4.4 – continued

Inclination (◦) 90.0±1.8 90.00±0.18 81.75±0.77

Duration (mins) 126.7 ±2.2 167.6 ±1.5 185.4 ±0.9

Red noise (mmag) 0.01 0.001 0.001

OoT baseline function Quadratic Linear None

1 Filter: U is the Bessell U (303–417 nm), B is the Harris B (330–550 nm), and R is

the Harris R (550–900 nm)

4.4 Physical Properties of the Systems

We use the results of our light curve modeling with EXOMOP combined with other mea-

surements in the literature to calculate the planetary mass (e.g. Winn 2010; Seager 2011),

radius, density, surface gravity (e.g. Southworth et al. 2007b), modified equilibrium tem-

perature (e.g. Southworth 2010), Safronov number (e.g. Safronov 1972; Southworth 2010),

and atmospheric scale height (e.g. Seager 2011; de Wit & Seager 2013). An updated period

and ephemeris is also calculated and is described in detail in Section 4.4.1. To calculate

the physical parameters we use the values from the modeling (Pp, Rp/R∗, i, a/R∗) and for

the orbital (e) and host star parameters (radial velocity amplitude, mass, radius, equilib-

rium temperature) we use the values found in the literature. When calculating the scale

height, the mean molecular weight in the planet’s atmosphere was set to 2.3 assuming a

H/He-dominated atmosphere (de Wit & Seager 2013). The physical parameters of all our

systems can be found in Tables 4.5–4.6.

4.4.1 Period Determination

By combining our mid-transit times found using EXOMOP with previously published mid-

transit times, we can refine the orbital period of the targets. When necessary, the mid-

transit times were transformed from Heliocentric Julian Date (HJD), which is based on

Coordinated Universal Time (UTC) time, into Barycentric Julian Date (BJD), which is
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based on Barycentric Dynamical Time (TDB), using the online converter5 by Eastman

et al. (2010). A refined ephemeris for each target is found by performing a weighted linear

least-squares analysis using the following equation:

Tc = Tc(0) + Pp × E, (4.3)

where Tc(0) is the mid-transit time at the discovery epoch measured in BJD, Pp is the

orbital period of the target and E is the integer number of cycles after their discovery paper.

See Tables 4.5-4.6 for an updated Tc and Pb for each system.

For every system, we also made observation minus calculation mid-transit time (O-C)

plots in order to search for any TTVs due to other bodies in the system. We used the

derived period and ephemeris found in Tables 4.5-4.6 and Equation 4.3 for the calculated

mid-transit times. The O-C plots can be found in Figs 4.4–4.5. We do not observe any

significant TTVs in our data with the exception of a 3.8σ deviation for WASP-80b for our

observed transit. Since the possible TTV is only one data point and may be caused by

an unknown systematic error, more observations of WASP-80b are needed to confirm this

result.

4.5 Individual Systems

4.5.1 CoRoT-12b

CoRoT-12b was discovered by the CoRoT satellite (Carone et al. 2012) and was confirmed

by follow-up photometry and radial-velocity measurements (Gillon et al. 2010). CoRoT-

12b is an inflated hot Jupiter with a low density that is well predicted by standard models

(Fortney et al. 2007) for irradiated planets (Gillon et al. 2010).

We observed a transit of CoRoT-12b on 2013 February 15 with the Harris R filter (Fig.

4.1). We find a Rp/R∗ value 4.6σ greater than the discovery value. Our derived physical

parameters are in good agreement with Gillon et al. (2010). We find a planetary radius

within 1.3σ of the previously calculated value and a planetary mass within 1σ (Tables 4.4

and 4.5).

5http://astroutils.astronomy.ohio-state.edu/time/hjd2bjd.html
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Figure 4.4: Observation minus calculation mid-transit time (O-C) plots of HAT-P-5b, HAT-
P-12b, HAT-P-33b, WASP-2b, and WASP-24b from this paper and previous literature. We
do not see any evidence for TTVs.
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Figure 4.5: O-C plot of WASP-80b, XO-3b, and WASP-103b from this paper and previous
literature. We do not see any TTVs with the exception of WASP-80b but there are large
uncertainties in our measurement, so we recommend follow-up observations to verify this
claim.
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Table 4.5: Physical parameters derived in this study for CoRoT-12b, HAT-P-5b, HAT-P-12b,HAT-P-33b, HAT-P-37b, WASP-2b,
WASP-24b, WASP-60b, and WASP-80b.

Planet CoRoT-12b HAT-P-5b HAT-P-12b

Date 2013 Feb. 15 2015 June 6 2014 Jan. 19

Period (Days) 2.828051 ±0.000080 2.78847280 ±0.00000039 3.21305761 ±0.00000020

Tc(0) (BJD-2.45×106) 4398.628 ±0.055 4241.77716 ±0.00015 4187.85623 ±0.00013

Mb (MJup) 0.922 ± 0.072 1.06 ± 0.12 0.211±0.012

Our Rb (RJup) 1.79 ± 0.15 1.36 ± 0.057 0.949±0.017

Reference Rb (RJup) 1.44 ± 0.13 (a) 1.26 ± 0.05 (b) 0.959±0.029 (c)

ρb (cgs) 0.200 ± 0.054 0.531 ± 0.088 0.306±0.023

log gb (cgs) 2.72 ± 0.12 2.946 ± 0.085 2.77±0.052

T
′

eq (K) 1563 ± 22 1713 ± 29 954±12

Θ 0.0327 ± 0.0054 0.0431 ± 0.0064 0.0235±0.0019

a (AU) 0.0342 ± 0.0032 0.0320 ± 0.0023 0.0386±0.0019

H (km) 1521 ± 402 979 ± 193 822 ± 98

Planet HAT-P-33b HAT-P-37b WASP-2b

Date 2012 April 6 2015 July 1 2014 June 14

Period (Days) 3.4744750±0.00000037 2.79744149 ±0.00000083 2.15222114 ±0.00000019

Tc(0) (BJD-2.45×106) 5110.92726±0.00012 5616.96710± 0.00028 3991.515553 ±0.000074

Mb (MJup) 1.26±0.23 1.17 ± 0.10 0.880 ± 0.087

Continued on next page
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Table 4.5 – continued

Our Rb (RJup) 1.99±0.32 1.16 ± 0.06 1.12 ± 0.13

Reference Rb (RJup) 1.827±0.290 (d) 1.178 ± 0.077 (e) 1.043 ± 0.033 (f)

ρb (cgs) 0.20±0.10 0.93 ± 0.17 0.77 ± 0.28

log gb (cgs) 2.83±0.21 3.369 ± 0.088 3.25 ± 0.18

T
′

eq (K) 1901±26 1250 ± 22 1284 ± 20

Θ 0.042 ± 0.013 0.085 ± 0.012 0.058 ± 0.016

a (AU) 0.0468 ± 0.0075 0.0394 ± 0.0029 0.0312 ± 0.0056

H (km) 1408±679 270 ± 54 364 ± 155

Planet WASP-24b WASP-60b WASP-80b

Date Combined 2012 Dec. 1 2014 June 16

Period (Days) 2.34121877 ±0.00000030 4.305022 ±0.000021 3.06785925 ±0.00000047

Tc(0) (BJD-2.45×106) 4945.589444 ±0.000090 5747.0302±0.0022 6125.418034±0.000052

Mb (MJup) 1.032 ± 0.037 0.512± 0.034 0.551± 0.036

Our Rb (RJup) 1.27 ± 0.055 0.94± 0.12 0.99± 0.24

Reference Rb (RJup) 1.303 ± 0.047 (g) 0.86± 0.12 (h) 0.999± 0.031 (i)

ρb (cgs) 0.628 ± 0.085 0.75± 0.27 0.71± 0.51

log gb (cgs) 3.279 ± 0.057 3.11± 0.22 3.22± 0.29

T
′

eq (K) 1583 ± 27 1354± 23 817± 20

Θ 0.0566 ± 0.0043 0.051± 0.013 0.072± 0.025

Continued on next page
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Table 4.5 – continued

a (AU) 0.0392 ± 0.0018 0.050± 0.011 0.0376 ± 0.0090

H (km) 421 ± 55 536 ± 274 248 ± 168

References. — (a) Gillon et al. 2010; (b) Bakos et al. 2007; (c) Hartman et al. 2009; (d) Hartman et al. 2011;

(e) Bakos et al. 2012; (f) Southworth et al. 2010; (g) Southworth et al. 2014; (h) Hébrard et al. 2013; (i)

Triaud et al. 2015
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Table 4.6: Physical parameters derived in this study for WASP-103b and XO-3b

Planet WASP-103b XO-3b
Date 2015 June 3 2012 Nov. 30

Period (days) 0.9255454±0.0000010 3.19153125±0.00000053
Tc(0) (BJD-2.45×106) 6459.59948 ±0.00041 2997.72200 ±0.00040

Mb (MJup) 1.484 ± 0.082 13.07± 0.66
Our Rb (RJup) 1.640 ± 0.066 1.403± 0.093

Previous Rb (RJup) 1.528 ± 0.073 (a) 1.217± 0.073 (b)
ρb (cgs) 0.417 ± 0.055 5.87± 1.20

log gb (cgs) 3.114 ± 0.055 4.05± 0.11
T
′

eq (K) 2537 ± 42 2011± 13
Θ 0.0286 ± 0.0023 0.519± 0.075

a (AU) 0.09361 ± 0.00078 0.0393± 0.0041
H (km) 986 ± 125 90 ± 22

References. — (a) Gillon et al. 2014; (b) Winn et al. 2008a

4.5.2 HAT-P-5b

HAT-P-5b is a hot Jupiter discovered by the HATNet project that orbits a slightly metal-

rich star (Bakos et al. 2007). Follow-up multi-color transit observations of HAT-P-5b by

Southworth et al. (2012b) confirmed the existence of the planet and searched for a variation

in planetary radius with wavelength. A significantly larger radius was found in the U-band

than expected from Rayleigh scattering alone, which the authors suggest may be due to an

unknown systematic error.

We observed a transit of HAT-P-5b on 2015 June 6 with the Bessell U filter (Fig. 4.1).

Our derived physical parameters are in agreement with previous literature (Tables 4.4 and

4.5). We derive a U-band radius consistent with a weighted average of radii taken from 350-

733 nm within 1σ (Fig 4.6). The error on our U-band observation is too large to determine

if the observation by Southworth et al. (2012b) in the same band may have an unknown

systematic error (as suggested by them). Our calculated period is in good agreement with

the value found by Southworth et al. (2012b) with a similar uncertainty.
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Figure 4.6: Plot of Rp/R∗ against wavelength for HAT-P-5b, HAT-P-12b, HAT-P-37b,
WASP-2b, WASP-24b, and WASP-80b from this paper and previous literature. Our data
are shown as blue circles. Over-plotted in red are atmospheric models by Fortney & Nettel-
mann (2010) for planets with a 1 MJup, gp = 25m s−1 (unless specified on plot), Teq (speci-
fied on plot), and a base radius of 1.25 RJup at 10 bar. We find that HAT-P-5b, HAT-P-12b,
WASP-2b, and WASP-80b have flat spectra that could indicate the presence of clouds. The
transit depth variation of HAT-P-37b could be due to absorption of TiO/VO (Evans et al.
2016).
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4.5.3 HAT-P-12b

HAT-P-12b is a low density, sub-Saturn mass planet discovered by the HAT survey (Hart-

man et al. 2009). Multiple photometric studies have further refined the system’s parameters

and searched for TTVs (Sada et al. 2012; Sokov et al. 2012; Lee et al. 2012; Line et al.

2013; Mallonn et al. 2015a; Sing et al. 2016; Sada & Ramón-Fox 2016). Sing et al. (2016)

find a strong optical scattering slope from blue to near-IR wavelengths using Hubble Space

Telescope and Spitzer Space Telescope transmission spectrum data.

We observed a transit of HAT-P-12b on 2014 January 19 using the Harris B filter (Fig.

4.1). We derive an optical Rp/R∗ within 1σ of previously derived radii at optical wave-

lengths (Fig 4.6). These results are consistent with the planet having high clouds in its

atmosphere (e.g. Seager & Sasselov 2000; Kreidberg et al. 2014) and the finding by Line

et al. (2013) that HAT-P-12b has a cloudy atmosphere. We also find a period similar to

Mallonn et al. (2015a).

4.5.4 HAT-P-33b

HAT-P-33b is an inflated hot Jupiter orbiting a high radial velocity jitter star (Hartman

et al. 2011). The high-jitter is believed to be caused by convective inhomogeneities in the

host star (Saar et al. 1998; Hartman et al. 2011). The planetary radius and mass, which

both depend on eccentricity, and the stellar parameters are not well constrained due to

the large jitter ( 20 m s−1). HAT-P-33b’s radius is either 1.7 or 1.8 RJup assuming a

circular or eccentric orbit, respectively. The first follow-up observations by the Transiting

Exoplanet Monitoring Project (TEMP) of HAT-P-33b confirmed the discovery parameters

and detected no signs of TTVs (Wang et al. 2017).

We observed one transit of HAT-P-33b on 2012 April 6 with the Harris R filter (Fig.

4.1). We find a R-band Rp/R∗ value that is larger by 3.4σ from the discovery Rp/R∗. Follow-

up observations are need to determine the cause of this discrepancy.
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4.5.5 HAT-P-37b

HAT-P-37b was identified by the HATNet survey and was confirmed by high-resolution

spectroscopy and further photometric observations (Bakos et al. 2012). HAT-P-37b is a hot

Jupiter with a planetary mass of 1.169±0.103 MJup, a radius of 1.178±0.077 RJup, and a

period of 2.797436±0.000007 d. Additional follow-up observations by Maciejewski et al.

(2016) confirmed these planetary parameters.

We observed two transits of HAT-P-37b on 2015 July 1 with the Harris B and R filters

(Fig. 4.1). We derive an Rp/R∗ for each filter that differ by 1.7σ, with a larger radius in the

R band (Fig 4.6). The B-band Rp/R∗ is smaller by 2.85σ from the near-IR Rp/R∗ (Bakos

et al. 2012). Our derived R-band Rp/R∗ value agrees within 1σ of the Sloan i band value

obtained by Bakos et al. (2012). Near-UV observations are needed to determine if the slope

between the B and R filters is real or an unknown systematic in the data. Our other derived

physical parameters agree with previous literature to within 1σ (Tables 4.4 and 4.5). We

also calculate a refined period with a factor of 6 decrease in error.

4.5.6 WASP-2b

WASP-2b is a short-period hot Jupiter discovered by the WASP survey and confirmed by

radial-velocity measurements taken with the SOPHIE spectrograph (Collier Cameron et al.

2007). Extensive photometry and radial velocity measurements have been performed on

WASP-2b, further refining its system parameters (Charbonneau et al. 2007a; Daemgen

et al. 2009; Southworth et al. 2010; Triaud et al. 2010; Albrecht et al. 2011; Zhang et al.

2011; Husnoo et al. 2012; Sada et al. 2012; Becker et al. 2013).

We observed WASP-2b on 2014 June 14 with the Harris B filter (Fig. 4.2). Our derived

physical parameters and transit depth agree with previous literature to within 1σ and we

calculate a period with a factor of 2 decrease in error (Tables 4.4 and 4.5).

4.5.7 WASP-24b

WASP-24b is a hot Jupiter detected by WASP and confirmed by radial velocity measure-

ments and additional photometric observations (Street et al. 2010). Further photometric
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studies calculated improved system parameters (Southworth et al. 2014) and radial veloc-

ity measurements were used to determine that the planet exhibits a symmetrical Rossiter-

McLaughlin effect, indicating a prograde, well-aligned orbit (Simpson et al. 2011).

Our observations of WASP-24b took place on 2012 March 23 and 2012 April 6 (Fig.

4.2). We obtained two transits with the Harris R filter and each transit was modeled

separately. The Rp/R∗ of both dates overlap each other within 1σ. We then found the

weighted average of the light curve parameters before deriving the physical parameters.

Our weighted average Rp/R∗ disagrees with previous R-band observations (Southworth

et al. 2014) by 4σ (Fig 4.6). The cause of this difference is unknown but future obser-

vations can put better constraints on transit depth and solve this discrepancy. Our other

derived parameters generally agree with previous results except for our planetary radius

and equilibrium temperature, which differ from Southworth et al. (2014) by 1.4σ and 1.9σ,

respectively (Tables 4.4 and 4.5). We calculate a new period with a factor of 2.6 decrease

in error (Table 4.5).

4.5.8 WASP-60b

WASP-60b was identified by WASP-North and was confirmed by radial-velocity measure-

ments and follow-up photometry (Hébrard et al. 2013). WASP-60b is an unexpectedly

compact planet orbiting a metal-poor star.

We observed a transit of WASP-60b with the Harris B filter on 2012 December 1 (Fig.

4.2). This observation is the first follow-up light curve of WASP-60b. During observations,

the automatic guider briefly failed, resulting in a gap in the transit light curve. Despite this,

we are able to derive parameters that agree with previous literature to within 1σ (Tables 4.4

and 4.5). We find a B-band Rp/R∗ value 1.3σ greater than the discovery Rp/R∗.

4.5.9 WASP-80b

WASP-80b is a warm Saturn/hot Jupiter (Mp = 0.55 ± 0.04M jup) with one of the largest

transit depths (0.17126±0.00031) discovered so far (Triaud et al. 2013). Multiple pho-

tometric studies have been done at various wavelengths to refine WASP-80b’s planetary

parameters (Fukui et al. 2014; Mancini et al. 2014; Triaud et al. 2015; Salz et al. 2015;
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Sedaghati et al. 2017). The planet has a transmission spectrum consistent with thick clouds

and atmospheric haze (Fukui et al. 2014).

We observed WASP-80b on 2014 June 16 with the Bessell U filter, obtaining one transit

(Fig. 4.2). Inclement weather conditions caused our guider to briefly fail, resulting in a gap

in the transit light curve. We derive physical parameters that closely agree with previous

literature and also calculate a slightly a refined period with a factor of 2 decrease in error

(Tables 4.4 and 4.5). Our observations possibly detect a TTV compared to previous work

by 3.7σ (Section 4.4.1), however, further observations of WASP-80b are needed in order

to confirm this result.

4.5.10 WASP-103b

WASP-103b is a hot Jupiter detected by the WASP survey with a mass of 1.49±0.09 M jup,

short period planet (Pp = 0.925542 ± 0.000019 d), and has an orbital radius only 20%

larger than the star’s Roche radius (Gillon et al. 2014). It was found that there is a faint,

cool, and nearby (with a sky-projected separation of 0.242±0.016 arcsec) companion star

of WASP-103 (Wöllert & Brandner 2015; Ngo et al. 2016). Further photometric observa-

tions were made to refine WASP-103b’s planetary parameters and ephemeris (Southworth

et al. 2015; Southworth & Evans 2016; Lendl et al. 2017). A comparison of observed plan-

etary radius at different wavelengths found a larger radius at bluer optical wavelengths, but

Southworth & Evans (2016) state that Rayleigh scattering cannot be the main cause even

when including the contamination of the nearby companion star.

We observed WASP-103b on 2015 June 3 with the Bessell U filter (Fig. 4.2). We derive

a dilution-corrected near-UV
(
Rp/R∗

)
cor

that differs from the discovery value by 2.1σ. Our

other calculated parameters agree with previous literature to within 1σ and our calculated

period closely agrees with the period found by Southworth et al. (2015) (Tables 4.4 and

4.6). A variation in Rp/R∗ is found from the ultraviolet to the near-infrared wavelengths

(Fig 4.7) consistent with that found by Southworth & Evans (2016).

We correct for the dilution due to the companion star being in our aperture using the

procedure described below (this procedure is similar to that done by Southworth & Evans

2016). (1) The light curve is modeled with EXOMOP and we find an uncorrected transit
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Figure 4.7: Plot of Rp/R∗ against wavelength for WASP-103b and XO-3b from this paper
and previous literature. Both WASP-103b and XO-3b show variations with wavelength.
Other comments are the same as Fig. 4.6

depth of
(
Rp/R∗

)
uncor

= 0.1174±0.0016. (2) Theoretical spectra of both stars is produced

using ATLAS9-ODFNEW (Castelli & Kurucz 2004). For WASP-103 we use Teff = 6110

K and Mstar = 1.22 M� (Gillon et al. 2014) and for the companion star we use Teff = 4405

K (Southworth & Evans 2016) and Mstar = 0.721 M� (Ngo et al. 2016). Additionally, in

order to scale the spectrum correctly we use the mass-lumnosity relation L = L� (M/M�)4

for stars between 0.5 and 2 M�. (3) The ATLAS9-ODFNEW model spectra is convolved

with the bandpass of the Bessell U filter (Bessell 1979). (4) The corrected transit depth,(
Rp/R∗

)
cor

, is found using the equation (Ciardi et al. 2015)

(
Rp

R∗

)
cor

=

(
Rp

R∗

)
uncor

√
Ftot

F2
, (4.4)

where Ftot is the total flux of both stars and F2 is the flux from the companion star. In

Southworth & Evans (2016) the error of the photometric light curve dominated the error

calculation of their corrected transit depth and therefore we also use our photometric error

bars for the error in the (Rp/R∗)cor. Using this procedure we find a (Rp/R∗)cor = 0.1181 ±

0.0016.
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4.5.11 XO-3b

XO-3b is a massive planet (11.79±0.59 MJup) with a large eccentricity (0.26± 0.017) de-

tected by the XO survey (Johns-Krull et al. 2008). Further photometric observations have

refined the system’s parameters (Winn et al. 2008a; Hirano et al. 2011; Machalek et al.

2010; Wong et al. 2014) and Hébrard et al. (2008) found that XO-3’s spin axis is mis-

aligned with XO-3b’s rotation axis.

We observed a transit of XO-3b on 2012 November 30 with the Harris B filter (Fig.

4.3). We derive physical parameters that are in agreement with previous literature (Tables

4.4 and 4.6). Our calculated Rp/R∗ is 2σ larger than the V-band Rp/R∗ found by Winn et al.

(2008a). We calculate a refined period with an error decreased by a factor of 13 from the

value found by Winn et al. (2008a). A non-flat spectrum for Rp/R∗ is found for XO-3b (Fig

4.7).

4.6 Discussion

4.6.1 Wavelength dependence on the transit depth

We find a constant transit depth across optical wavelengths for the TEPs HAT-P-5b, HAT-

P-12b, WASP-2b, WASP-24b, and WASP-80b (Fig 4.6). A lack of variation in radius

with wavelength could suggest these planets (HAT-P-5b, HAT-P-12b, WASP-2b, WASP-

80b) have clouds/hazes in their upper atmospheres (e.g. Seager & Sasselov 2000; Brown

2001; Gibson et al. 2013b; Marley et al. 2013; Kreidberg et al. 2014) or they have an

isothermal pressure-temperature profile (Fortney et al. 2006). Mancini et al. (2014) also

do not detect a significant variation in WASP-80b’s transit depth with wavelength, and

Southworth et al. (2012b) finds a relatively flat spectrum of planetary radii for HAT-P-5b

with the exception of their observed radius in the U-band (which they suspect is caused by

systematic error in their U-band photometry). A flat spectrum for WASP-24b is also found

with the exception of one value. Our R-band Rp/R∗ found for WASP-24b differs by 4σ from

the previously calculated Rp/R∗ (Southworth et al. 2014) for that same band. The cause of

this is unclear and future observations are needed to investigate. Our results are consistent

with other transiting exoplanet observations having a flat spectrum in optical wavelengths
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(i.e. TrES-3b, Turner et al. 2013; GJ 1214b, Bean et al. 2011; Kreidberg et al. 2014; WASP-

29b, Gibson et al. 2013a; Gibson et al. 2013b; HAT-P-19b, Mallonn et al. 2015b; HAT-P-

1b, HAT-P-13b, HAT-P-16b, HAT-P-22b, TrES-2b, WASP-33b, WASP-44b, WASP-48b,

WASP-77Ab, Turner et al. 2016b).

We find variations in the transit depth with wavelength for CoRoT-12b, HAT-P-33b,

HAT-P-37b, WASP-103b, and XO-3b (Fig 4.6-4.7), which could indicate scattering (i.e.

due to aerosols or Rayleigh scattering) or absorption in their atmospheres (e.g. Benneke

& Seager 2012; Griffith 2014). Our observation of HAT-P-37b exhibits a smaller transit

depth in B-band than the red/near-IR value. Such a variation has only been seen in a recent

paper by Evans et al. (2016) where they observe a smaller B-band transit depth than optical

in WASP-121b. Evans et al. (2016) believe a possible cause of such a variation is TiO/VO

absorption and this may also be the cause of the transit depth variations seen in HAT-

P-37b. However, more theoretical modeling is needed to confirm that TiO/VO is in fact

the opacity source. Additionally, a smaller near-UV radius was recently observed in the

hot Jupiter WASP-1b (Turner et al. 2016b), however, these observations did not observe

in the B-band. Future near-UV and blue-band observations are needed for WASP-103b

and XO-3b to determine whether the scattering in their atmospheres is due to Rayleigh

scattering (Lecavelier Des Etangs et al. 2008; Tinetti et al. 2010; de Wit & Seager 2013;

Griffith 2014) since these bands are the only optical wavelengths not affected by strong

spectral features. The radius variations in WASP-103b show a consistently larger transit

depth in the near-UV and blue than the rest of the optical (this varation is still present

when corrected for dilution due the companion star). Such a radius variation may indicate

a change in particle size at different altitudes of the planetary atmosphere (e.g. Wakeford

& Sing 2015). We find a larger R-band transit depth in HAT-P-33b and CoRoT-12b than

their discovery transit depths. Since the R-filter encompasses the Hα line (656.281 nm),

our observation could be an indication of atmospheric escape such as that observed in the

atmospheres of HD 189733b (Jensen et al. 2012; Cauley et al. 2015; Barnes et al. 2016;

Cauley et al. 2017b; Cauley et al. 2017a) and HD 209458b (Astudillo-Defru & Rojo 2013)

and predicted (e.g. Christie et al. 2013; Turner et al. 2016a). Follow-up photometry and

high-resolution spectroscopy observations are encouraged to confirm all the transit depth

variations. These results also agree with observations of other exoplanets not having a
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flat spectrum (i.e. HD 209458b, Sing et al. 2008; HAT-P-5b, Southworth et al. 2012b;

GJ 3470b, Nascimbeni et al. 2013; Qatar-2, Mancini et al. 2014; WASP-17b, WASP-39b,

HAT-P-1b, WASP-31b, HAT-P-12b, HD189733b, WASP-6b, Sing et al. 2016; CoRoT-1b,

TrES-4b, WASP-1b, WASP-12b, WASP-36b, Turner et al. 2016b).

For illustration, the observed Rp/R∗ differences with wavelength for each target are

compared to theoretical predictions (Fortney & Nettelmann 2010) for a model planetary

atmosphere (Figure 4.6–4.7). The models used are calculated for planets with a 1 MJup,

gp = 25ms−1 or gp = 10ms−1, base radius of 1.25 RJup at 10 bar, Teq closest to the measured

value for each exoplanet (with model choices of 500, 750, 1000, 1250, 1500, 1750, 2000,

2500 K), and solar metallicity. To provide a best fit to the spectral changes a vertical offset

is added to the model. This comparison is helpful as it illustrates the size of observed vari-

ation compared to what the theoretical models predict. However, radiative transfer models

calculated for each exoplanet individually are needed to fully understand their transmission

spectra.

Finally, no signs of asymmetric transits are seen in the near-UV light curves of HAT-

P-5b, WASP-80b, and WASP-103b. This result is consistent with ground-based near-UV

observations of 19 other transiting exoplanets (Southworth et al. 2012b; Pearson et al.

2014; Turner et al. 2013; Bento et al. 2014; Copperwheat et al. 2013; Zellem et al. 2015;

Turner et al. 2016b) that show no evidence of asymmetric transits. Additionally, theoretical

modeling by Turner et al. (2016a) using the CLOUDY plasma simulation code showed that

asymmetric transits cannot be detected in the broad-band near-UV band regardless of the

assumed physical phenomena that could cause absorption (e.g. Vidotto et al. 2010a; Lai

et al. 2010; Ben-Jaffel & Ballester 2014; Matsakos et al. 2015; Kislyakova et al. 2016).

Variability in the host stars

One of the major assumptions in our interpretation that the planetary atmosphere is the

cause of the transit depth variations is that the brightness of the host stars have minimal

variability due to stellar activity. The presence of star spots and stellar activity can produce

variations in the observed transit depth (e.g. Czesla et al. 2009; Oshagh et al. 2013; Oshagh

et al. 2014; Zellem et al. 2015; Zellem et al. 2017). This effect is stronger in the near-
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UV and blue and can mimic a Rayleigh scattering signature (e.g. Oshagh et al. 2014;

McCullough et al. 2014). No obvious star spot crossing is seen in our data (Figs. 4.1-4.3)

with the possible exception of HAT-P-37b (see below).

We estimate how much the transit depth may change due to unocculted spots using the

formalization presented by Sing et al. (2011). This method assumes that the spots can be

treated as a stellar spectrum but with a lower effective temperature, no surface brightness

variation outside the spots, and no plage are present. The effect of these assumptions are

a dimming of the star and therefore an increase in the transit depth. Sing et al. (2011)

find for HD 189733b that the change in transit depth due to unocculted spots, ∆
(
Rp/R∗

)
=

2.08 × 10−3/2
(
Rp/R∗

)
between 375–400 nm. Therefore, unocculted spots have minimal

influence (assuming our host stars have unocculted spots similar to HD 189733b) on the

observed transit depth variations since our final error bars (Table 4.4) are at least 10 times

larger than the influence of these spots (e.g. the influence of unocculted spots would be

∆
[
Rp/R∗

]
= 0.00014 for HAT-P-37b). Qualitatively, this result is consistent with the study

by Llama & Shkolnik (2015) that find that stellar activity similar to the Sun has very little

effect on the transit depth measured in near-UV to optical wavelengths. Nonetheless, we

highly encourage follow-up observations and host star monitoring of all our targets to assess

the effect of stellar activity on the observed transit depth variations.

Next, we investigate what effect a star-spot crossing in the light curve of HAT-P-37

would have on its calculated transit depth. In the B-band light curve of HAT-P-37b (Figure

4.1) there may be a star-spot crossing at a phase range of 0.004–0.008. However, the de-

tected signal is very close to the scatter in the light curve. If we model the light curve with-

out the possible star-spot crossing we find a
(
Rp/R∗

)
= 0.1278 ± 0.0048, within 1σ of the

transit depth of the entire light curve (0.1253±0.0021). McCullough et al. (2014) present a

procedure to estimate the effects of unocculted spots on the transit depth. Their procedure

can also be used to estimate the effect of star spot crossings on the transit depth, where

instead of unocculted spots increasing the transit depth occulted spots should decrease it.

McCullough et al. (2014) find that the change in transit depth due to spots, ∆(R2
p/R

2
∗), is

∆

R2
p

R2
∗

 =

(
Rp

R∗

)2

δ
Tspot

Teff

, (4.5)
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where Rp/R∗ is the unperturbed transit depth, δ is the fractional area of star spots, and

Tspot is the temperature of the spot. If we set ∆(R2
p/R

2
∗) = 3100 ppm (the approximate

difference between our B-band and the Sloan-i transit depth; Hartman et al. 2011), then

we can estimate Tspot and δ. For spot temperatures between 2000–5000 K, we find that δ

would be between 20 - 50 %. Typical values of δ for solar-like stars is around several %

(e.g. Pont et al. 2008; Sing et al. 2011; McCullough et al. 2014), so our estimated δ range

is extremely high. Due to both these tests, it seems unlikely that the smaller B-band transit

depth of HAT-P-37b is due to an occulted star-spot.

4.7 Conclusions

We observed 11 transiting hot Jupiters (CoRoT-12b, HAT-P-5b, HAT-P-12b, HAT-P-33b,

HAT-P-37b, WASP-2b, WASP-24b, WASP-60b, WASP-80b, WASP-103b, XO-3b) from

the ground using near-UV and optical filters in order to update their system parameters

and constrain their atmospheres. Our observations of CoRoT-12b, HAT-P-37b and WASP-

60b are the first follow-up observations of these planets since their discovery and we also

obtain the first near-UV light curves of WASP-80b and WASP-103b. We find that HAT-

P-5b, HAT-P-12b, WASP-2b, WASP-24b, and WASP-80b exhibit a flat spectrum across

the optical wavelengths, suggestive of clouds in their atmospheres. Variation in the transit

depths is observed for WASP-103b and XO-3b and may indicate scattering in their atmo-

spheres. Additionally, we observe a smaller B-band transit depth compared to near-IR in

HAT-P-37b. Such a variation may be caused by TiO/VO absorption (Evans et al. 2016).

We find a larger R-band (which encompasses the Hα line) transit depths in HAT-P-33b

and CoRoT-12b and this result may indicate possible atmospheric escape. Follow-up pho-

tometry and high-resolution spectroscopy observations are encouraged to confirm all the

observed transit depth variations since they are only significant at 2-4.6σ. Our calculated

physical parameters agree with previous studies within 1σ with a few exceptions (Tables

4.5–4.6). For the exoplanets HAT-P-12b, HAT-P-37b, WASP-2b, WASP-24b, WASP-80b,

and XO-3b we are able to refine their orbital periods from previous work (Tables 4.5–4.6).
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Chapter 5

The search for radio emission from

exoplanets using LOFAR low-frequency

beam-formed observations: Data

pipeline and preliminary results for the

55 Cnc system

“The cosmos is within us. We are made of star-stuff. We are a way for the cosmos to

know itself.” Carl Sagan

The text in this chapter is reproduced primarily from Turner J.D., Griessmeier J.-M., Zarka

P., Vasylieva I. 2017. The search for radio emission from exoplanets using LOFAR low-

frequency beam-formed observations: Data pipeline and preliminary results for the 55

Cnc system. Planetary Radio Emissions VIII. 301–313. arXiv:1710.04997.

5.1 Introduction

One of the most elusive goals in exoplanet science today is the detection of exoplanetary

magnetic fields. Observations of an exoplanet magnetosphere would allow to pose con-
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straints on planetary properties difficult to study such as their magnetic field strength and

structure, rotation period, interior structure, atmospheric dynamics and escape, the presence

of extrasolar moons, and the physics of star-planet interactions (Hess & Zarka 2011). The

question of whether intrinsic magnetic fields, like those at Jupiter and Saturn, are present

on gas giant exoplanets is critical because it greatly affects our understanding of their ori-

gins and evolution. Additionally, the deflection of stellar wind particles and cosmic rays

due to Earth’s magnetic field contribute to its habitability and this may also be the case for

exoplanets (e.g. Grießmeier et al. 2015).

The most promising method to detect exoplanet magnetic fields is cyclotron radio emis-

sion observations because this method is not susceptible to false positives (Grießmeier

et al. 2015, and references therein). However, many studies conducted to find exoplanet

radio emission have resulted in non-detections (Zarka et al. 2015; Grießmeier et al. 2015;

Grießmeier 2017 and references therein). A few studies find potential emission (Lecavelier

des Etangs et al. 2013; Sirothia et al. 2014) but they remain unconfirmed. In this study, we

will use for the first time the Low-Frequency Array (LOFAR) Low Band Antenna (LBA)

in beam-formed mode to search for radio emission from exoplanets.

5.1.1 Predictions for radio emission from 55 Cnc e

A large amount of theoretical work has been done on predicting radio emission fluxes and

maximum frequencies for exoplanets (Zarka et al. 2015; Grießmeier et al. 2015, and refer-

ences therein). 55 Cnc was determined to be one of the best targets for radio observations

due to advantages of a small orbital distance for 55 Cnc e (the inner-most planet), proximity,

and planetary multiplicity (Grießmeier et al. 2007) and it shows hints of radio variability

in UTR-2 data (V. Ryabov, personal communication). Theoretical predictions suggest the

existence of decameter emission up to a few tens of MHz for 55 Cnc e and corresponding

flux densities up to hundreds of mJy (Grießmeier et al. 2007; Nichols & Milan 2016). Ad-

ditionally, 55 Cnc e is a transiting planet which will allow for the possibility of observing

a planetary occultation in the radio domain (as done in Lecavelier des Etangs et al. 2013).
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5.2 LOFAR Observations

We observed for 18 hours with LOFAR LBA (van Haarlem et al. 2013) in the frequency

range 26-73 MHz with full-polarization in beam-formed mode. The observational setup

can be found in Table 5.1. And example of a raw LOFAR dynamic spectrum can be found

in Figure 5.1. The observations were performed during night/dawn time hours in order to

avoid strong contamination by radio frequency interference (RFI). During the observations

four digital core beams (FWHM: 7 arcmins at 60 MHz) within the station beam (FWHM:

10 degrees at 60 MHz) were recorded simultaneously on (1) 55 Cnc, (2) a patch of nearby

empty sky, (3) the nearby pulsar B0823+26, and (4) a bright radio source (0858.1+2750; 30

Jy at 60 MHz). The extra beams make this setup unique since they can be used for control

of instrumental effects, verify that a detection in the exoplanet beam is not a false positive

detection (e.g. ionospheric fluctuations), and check the reliability of the data-reduction

pipeline. Additionally, cyclotron radio emission observations are expected to be strongly

circularly polarized and therefore the polarization information can be also used to verify

a real signal. The theoretical sensitivity of the LOFAR observations is ∼16 mJy using the

entire bandwidth and a 2-minute integration1.

Table 5.1: Setup of LOFAR observations of 55 Cnc

Starting Frequency (MHz) 26
Ending Frequency (MHz) 73

Frequency Resolution (kHz) 3.05
Number of Subbands 244

Channels per Subband 64
Time Resolution (msec) 10.5

Total Observing Time (hours) 4.38
Number of LOFAR stations 24 (core)

Beams target, pulsar, sky, bright source
Polarizations IQUV

1The sensitivity (∆S ) was calculated using the sensitivity equation ∆S = S sysα/
√

N(N − 1)npolbτ where
S sys is the system equivalent flux density (SEFD) of an LBA core station (40 kJy, obtained from LOFAR
calibration data; van Haarlem et al. 2013), N is the number of stations used, npol is the number of polarizations
(2), b is the bandwidth, τ is the total time of observation, and α is a factor (equal to 1 for the calculated value)
taking into account incoherent addition and flagging of data (see Section 5.5).
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(A) (B)

(C) (D)

Figure 5.1: (A) Example dynamic spectrum of raw Obs #1 LOFAR data. (C) Zoomed
in dynamic spectrum of panel A. Time series (B) and integrated spectrum (D) of the raw
Obs #1 LOFAR data. The pronounced peak of the frequency response function at 58 MHz
is easily seen in the dynamic spectrum and the integrated spectrum. RFI is also easily
identifiable as bright spikes in all plots.

5.3 Data Pipeline for LOFAR Observations

We created a pipeline that automatically corrects the data for instrumental effects and finds

and masks RFI. This pipeline was adapted from the one created by Vasylieva (2015) to

search for radio emission from exoplanets using the radio telescope UTR-2. A flow chart

of the pipeline can be found in Figure 5.2. The pipeline consists of three main parts: RFI

mitigation, finding the time-frequency telescope response, and applying the corrections

found in the first two steps to the data. We will describe each part of the pipeline in greater

detail below.

5.3.1 RFI Mitigation

RFI mitigation is the most crucial step in the pipeline since RFI dominates the signal in the

low-frequency data and hinders detection of faint astrophysical signals. The RFI mitigation

pipeline consists of the following steps: (1) divide the raw data into slices of 42 seconds

(4000 spectra), (2) find the frequency response function and divide the data by this function,
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Figure 5.2: Flow chart of the main parts of the pipeline: RFI mitigation, finding the time-
frequency telescope response, and applying these corrections to the data.

(3) find RFI, and (4) save the location of the RFI into a mask, an array the same dimensions

as the data with a value of 0 (polluted pixels) and 1 (clean pixels) weight. An example of the

RFI mitigation can be found in panel A of Figure 5.3. It can be seen that the pipeline is very

efficient at finding and masking the brightest RFI. Examining the dynamic spectrum, the

integrated spectrum, the time-series (panel C of Figure 5.3), and the fast Fourier transform

(FFT) of the pulsar (Section 5.4; panel B of Figure 5.3) after RFI mitigation shows that

minimal RFI is left-over in the data. In total, we mask out ∼3% of the data. The standard

deviation of the data after RFI mitigation decreases by a factor of ∼100.

Step (1) and step (2) are required because the dynamic spectrum should not contain

any large-scale variations in time and frequency in order to correctly apply step (3). Using

only 42 second slices (4000 spectra) in step (1) guarantees that any changes in time are

small. Step (2) allows for both the correct identification of RFI located on the outer edges

of the response function and not introducing false-positive detections of RFI near the peak
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response of the telescope. The frequency response function in step (2) is created using the

10% quantile of the distribution of intensities at each frequency because the 10% quantile

is relatively robust against RFI.

Step (3) consists of 4 RFI mitigation techniques (Offringa et al. 2010; Offringa 2012;

Zakharenko et al. 2013; Vasylieva 2015, and references therein) combined together for op-

timal efficiency and processing time: PATROL (Pulsars And TRansients Overall Lookup),

ZURFIM (Ze Ultimate RFI Mitigator), SUM (SumThreshold), and Polluted pixel EXpan-

sion (PEX). Each of these techniques uses sigma thresholding (above which the samples are

flagged) in the time-frequency domain. After each RFI method is ran, the code updates the

mask, and then only runs the next RFI method on the remaining good data. The 4 RFI tech-

niques are described in greater detail below. The first two methods PATROL and ZURFIM

both flag whole bad frequency channels and time intervals in the dynamic spectrum (Za-

kharenko et al. 2013; Vasylieva 2015). These techniques are useful for finding RFI caused

by broadcasting radio stations either local or reflected from the ionosphere which results in

contaminated frequencies for the entire time interval. Additionally, they can also find short

wide-band RFI spikes at all frequencies caused by telescope equipment, vehicles, light-

ning, or other natural sources. These programs identify RFI using values of the mean (µ)

and standard deviation (σ) of each channel. PATROL uses the spectrum integrated over all

time to flag bad frequencies and the time-series integrated over all frequencies to flag bad

channels, whereas ZURFIM uses the spectrum for each time channel and the time-series

for each frequency channel and loops through all times and frequencies. Any frequency

channel or time interval with a σ above the sigma thresholding value is flagged (PATROL

and ZURFIM do not necessarily have the same thresholding value). The process is iterative

until there are no more peaks to exclude.

The third method SUM (Offringa et al. 2010, it is also used as the default RFI mitiga-

tion pipeline for LOFAR visibilities) is designed to only flag small patches in the time or

frequency direction. A combination of n samples is entirely flagged if its average exceeds

the threshold Tn (in units of σ). Tn is equal to Tn = T1/alog2 n, where T1 is the threshold for

a single pixels (T1 = 10 for default), a is an empirical coefficient (a = 1.5), and n is the size

of the sliding window (in powers of 2). The program runs multiple times depending on how

many values of n are supplied. The time and frequency directions are run independently
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Figure 5.3: Results of the pipeline for Obs #1. (A) An example of the normalized dynamic
spectrum before and after RFI mitigation. The RFI has been masked and set to the median
of the data not containing RFI. (B) FFT of the pulsar B0823+26. The known period of
the pulsar is marked as a dashed red line and we recover the known period with a signal-
to-noise ratio of ∼945. (C) Time-series of the intensity of all the beams. The intensity
was found by integrating over the entire bandwidth (47 MHz) and rebinning to 2 minute
intervals. The beams are 55 Cnc (black), sky (red), B0823+26 (blue), and bright source
(orange). All curves have been subtracted by one. All beams are similar but we observe
scintillation in the bright source. (D) Time-series of the intensity difference of the 55 Cnc
and sky beam. These two beams are similar and oscillations due to the ionosphere are
visible. No bursty radio emission from 55 Cnc is seen.

and then the masks are multiplied together at the end.

The fourth RFI method PEX is very simple. The method just expands the polluted
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pixels in the mask by a certain number of pixels in both the time and frequency direction.

The program also has the option to only expand patches of interconnected bad pixels of

a certain size. This method is useful because strong RFI may contain weaker edges that

might be missed by the other methods. PEX is very similar to the Scale Invariant Rank

technique (SIR; Offringa 2012) but is simpler and thus computationally much faster.

5.3.2 Time-Frequency Telescope Response

The next part of the pipeline is designed to find the time-frequency response of the tele-

scope. During the development of the pipeline, we found that the frequency response of the

telescope changes with time and is different for every beam. These variations are caused

by the shape of the beams changing while tracking the different sources. In the pipeline we

(1) apply the RFI mask from Section 5.3.1 to the raw data, (2) rebin each slice in the time

dimension by a factor of 10, (3) find a second order polynomial fit at each frequency over

the entire rebinned and RFI masked data, and (4) create and save the 2-d time-frequency

response surface made from these polynomial fits. Step (2) is used to avoid biasing the

polynomial fit with any short-term variability and to reduce computational memory. One

of the limitations of the above procedure is that any constant or slowly varying signal will

change the 2-d time-frequency response function, and thus get removed when we normal-

ize by this function. However, this is not a problem for bursty signals such as the one we

expect from an exoplanet.

5.3.3 Apply Corrections

The last part of the pipeline applies the corrections to the data. For every beam except

the pulsar beam we (1) apply the RFI mask from Section 5.3.1 to the raw data, (2) flatten

the RFI masked data by dividing by the 2-d time-frequency response surface from Section

5.3.2 (now the data are in units of the SEFD), (3) rebin the calibrated and RFI masked data

in time and frequency, and (4) save the calibrated, RFI masked, and rebinned data. For the

pulsar beam, we perform step (1) and (2) above, (3) de-disperse the data using the pulsar’s

known dispersion measure and rebin in frequency, and (4) save the calibrated, RFI masked,

de-dispersed, and rebinned data. For all the beams excluding the pulsar beam we rebin to a
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spectral and time resolution of 45 kHz and 1 second, respectively. For the pulsar beam, the

data is rebinned to a spectral resolution of 1 MHz and kept at a time resolution of 10 msec.

5.4 Results

With the calibrated and RFI masked data we can now search for bursty astrophysical sig-

nals. The main signals in our data are the pulsar, scintillation of the bright source, iono-

spheric variations in the sky beam, and any emission from the exoplanet. Each of these

signals is described below.

The pulsar (B0823+262) beam is useful because the signal is faint, astrophysical in

nature, and can be used to test the reliability of the pipeline. In order to detect B0823+26

we (1) perform an FFT on the calibrated, RFI masked, de-dispersed, and rebinned data and

(2) add together the 6 first harmonics in the power spectrum. The FFT was computed using

data from 35-49 MHz. If we perform an FFT on the de-dispersed data without masking

the RFI, the pulsar is not detected. Thus RFI mitigation is a necessary step in the analysis.

We use the pulsar beam to test different tunable parameters in the pipeline such as the

thresholding values for the RFI mitigation. The pipeline RFI-mitigation parameters that

maximized the FFT power were used for all the beams. An example of an FFT performed

on Obs #1 can be found in panel B of Figure 5.3. The pulsar is detected at its known period

with a very high signal-to-noise ratio (S NRFFT ) of ∼945.

Next, we can search for astrophysical signals in our data by plotting the time series

of the dynamic spectrum integrated over all frequencies. The time-series of all the beams

for Obs #1 can be found in panel C of Figure 5.3. Each beam’s intensity was found by

integrating over the entire bandwidth (47 MHz) and rebinning to 2 minute intervals. The

intensity is in units of the SEFD and to emphasize the variations we also subtract 1 from

the data. The SEFD at 30 MHz is approximately equal to the sky background but at 70

MHz it is ∼2x the sky. Scintillation of the bright source is seen in the time-series (orange

curve in panel C of Figure 5.3). We can only see fluctuations in the bright source’s flux and

not its average flux due to the way we constructed the time-frequency normalization curve

(see Section 5.3.2). The target and sky beams behave roughly the same suggesting similar
2All physical information for B0823+26 was taken from the ATNF Pulsar Catalogue (Manchester2005).
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but not identical ionospheric conditions. Panel D of Figure 5.3 shows the time-series of

the difference between the black (target beam) and red (sky beam) curves of panel C. The

variations in the 55 Cnc and sky beam are due to changes in the ionosphere. There are

no positives peaks above 2σ, therefore, we do not detect any emission from the exoplanet.

However, there are negative peaks above 2σ. This result suggests that we need to have 2

OFF sky beams in future observations to verify that a detection is not a false-positive.

5.5 Discussion

Even though we do not detect any radio emission from the 55 Cnc system, we can still

place upper limits on its radio emission. This can be done independently using both the

FFT of B0823+26 (panel B of Figure 5.3) and the time-series intensity difference of 55

Cnc to the sky beam (panel D of Figure 5.3).

The upper limit using the pulsar is obtained using the following procedure. The sensi-

tivity of the observations (σ ∼ S pulsar/S NR) can be estimated using the SNR of the pulsar in

the time domain and its intrinsic flux measured at the wavelengths observed (S pulsar). How-

ever, the S NRFFT in the Fourier domain is not the same as the SNR in the time domain.

Therefore, we need to determine a conversion factor between the two. We run simulated

pulsar data (random Gaussian noise + pulse, same time and frequency resolution of our

data, same time interval) and adjust the pulse/noise ratio to reproduce the S NRFFT of the

FFT. We find that a pulse/noise ratio of 0.15 (pulse amplitude = 0.15σ) corresponds to the

observed SNRFFT ∼945 in the FFT ( S NRFFT ∼ 6330 S NR ). Therefore, the sensitivity

of the observations over any time scale (τ) is

σ(τ) ≈ 6330
S pulsar

S NRFFT

(
0.0105 sec

τ

)1/2

. (5.1)

In order to obtain the flux of B0823+26 (S pulsar), we have taken a series of observations

using the LOFAR station FR606 in stand-alone mode. The observations were taken in the

LBA band (we used data from 50-90 MHz) and flux-calibrated using the method described

in Kondratiev et al. (2016); however, we used the beam model ’Hamaker-Carozzi’ instead

of the ’Hamaker’ beam model. With this, the median flux of B0823+26 over 13 observa-
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tions was measured as 1210±150 mJy. Using equation (5.1), we find a 3-sigma upper limit

of 230 mJy for 55 Cnc for an integration time of 2 minutes and over the entire bandwidth.

The advantage of using the FFT for the noise calculation is that any effects (ionosphere,

left over instrumental systematics, low-level RFI) not periodic with the pulsar’s period do

not affect the outcome of the FFT. The 1-sigma sensitivity estimated with the pulsar (∼76

mJy) is a factor of ∼5 higher than the theoretical sensitivity of LOFAR (16 mJy; Section

5.2) and this factor likely arises from imperfect coherent addition of the station signals and

the RFI flagging of data (LOFAR Astronomer’s website on Beam Formed Mode3).

Next, we can estimate the upper limit using the time-series of the intensity difference

between the target and sky beam. The standard deviation in this time-series is ∼0.0005

of the SEFD (panel D of Figure 5.3; Figure 5.4). The SEFD from 30-70 MHz for 24

LOFAR stations is 1.7 kJy (the SEFD from one station is 40 kJy; van Haarlem et al. 2013).

Therefore, the 1-sigma and 3-sigma sensitivity from these observations would be ∼850

mJy and 2.6 Jy, respectively. This 1-sigma limit is ∼11 times greater than the sensitivity

limit derived using the pulsar (∼76 mJy) and ∼50 times greater than the thermal noise

(∼16 mJy; Section 5.2). From this factor of 11, a factor ∼
√

2 comes from the fact that

Figure 5.3D is a difference between the fluctuations of the target and sky beams. Part of

the factor of 11/
√

2 ∼ 8 may be caused by observing close to the Galactic plane, which is

brighter than the high Galactic latitudes. Although 55 Cnc is not in a very bright region of

the Galactic plane (see LFmap model from Polisensky 2007). We believe that a large part

of this factor of ∼8 is due to the different fluctuations of the ionosphere between the two

beams. This suggests that the ionosphere substantially varies at an angular scale of a few

degrees. Rebinning to different times does improve the standard deviation but only slightly

and not with a t−1/2 white noise dependence (Figure 5.4). Using the time-averaging method

(e.g. Pont et al. 2006, Turner et al. 2016b), we find that there is a substantial amount of

red noise (RMS of red noise ∼ 0.5 RMS of white noise) in the time-series. Therefore,

this indicates that non-Gaussian ionospheric variations are present in the data over many

timescales (at least between 1 and a 1000 seconds). The 3-sigma upper limit is also 25 times

larger than the theoretically predicted flux density of ∼100 mJy for 55 Cnc e (Grießmeier

3http://www.astron.nl/radio-observatory/observing-capabilities/depth-technical-information/major-
observing-modes/beam-form
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et al. 2007; Nichols & Milan 2016; Grießmeier 2017). Hence, with this upper limit it is not

yet possible to put strong constraints on the theoretical emission models.

Figure 5.4: Standard deviation of the intensity difference between the target and sky beam
for different rebin times (starting at 1 sec). The red dashed curve shows the theoretical
white noise curve assuming the noise decreases by t−1/2 (the curve starts at the measured
standard deviation for a 1 sec rebin time).

Our results suggest that LOFAR LBA beam-formed observations may not be sensi-

tive enough to detect exoplanetary radio emission due to many effects (large SEFD, non-

coherent summation, differential ionospheric variations) with the current setup. The large

ionospheric variations severely limit the detection capability using only 2 beams. There-

fore, three beams (ON and 2 OFF) may be necessary to verify any possible detections

against false-positives. Future exoplanet beam-formed observations with LOFAR will be

performed with this new setup. Finally, we will more accurately quantify the sensitiv-

ity that LOFAR LBA beam-formed observations can reach in an upcoming study using

LOFAR observations of Jupiter scaled such that it simulates exoplanetary radio emission

(Turner et al. in prep).
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5.6 Conclusion

In this paper we present LOFAR Low Band Antenna beam-formed observations of the

exoplanetary system 55 Cnc at 26-73 MHz. This is the first published paper on the search

for exoplanet radio emissions using beam-formed observations from LOFAR. We created

an automatic pipeline to flatten the LOFAR data by the time-frequency response of the

telescope, find and mask RFI, and to search for astrophysical signals in our data. During

the observations four beams were recorded simultaneously on 55 Cnc, a patch of nearby

“empty” sky, the nearby pulsar B0823+26, and a bright constant radio source. The extra

beams are used to monitor the time-frequency response of the telescope and ionospheric

variability, and to verify the reliability of the pipeline. The pipeline was extensively tested

and we found the data to be stable and sensitive enough to detect astrophysical signals from

the pulsar and scintillation from the bright source.

Initial analysis of 4 hours of LOFAR data do not show an exoplanet signal. We find

a 3-sigma upper limit for the 55 Cnc system of 230 mJy using analysis of the pulsar to

estimate the sensitivity and 2.6 Jy using the difference between the integrated time-series

of the target and sky beam. These upper limits are a factor of ∼5 and ∼50 greater than

the theoretical sensitivity. The factor of 5 for the pulsar is likely due to imperfect coherent

addition of station signals (that also applies to the target-sky beam) and possibly residual

RFI. The additional factor of ∼11 that affects the target-sky beam is attributed for a large

part to large-scale differential variations of the ionosphere between the two beams. This

result suggests that the ionosphere substantially varies at an angular scale of a few degrees.

Therefore, in all future exoplanet beam-formed observations with LOFAR we will observe

with three beams (one ON beam and two OFF beams) to decrease the detection of false-

positives. Additionally, 55 Cnc is located on the Galatic plane which likely contributes an

additional factor to the sensitivity calculation.

The findings in this study suggest that LOFAR LBA beam-formed observations may

not be sensitive enough to detect exoplanetary radio emission or place strong constraints

on model predictions. In the future, we will use our pipeline to analyze the full data set of

the 55 Cnc observations, more accurately determine the sensitivity LOFAR can reach using

Jupiter as a proxy for exoplanetary radio emission, and search for radio emission from
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other exoplanets predicted to have detectable radio emission. Finally, the techniques in this

paper can be used to analyze beamformed data from future ground-based low-frequency

radio telescopes (NenuFAR, LOFAR 2.0, SKA) or reconstructed dynamic spectra from the

visibilities of imaging data (Loh et al. in prep).
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Chapter 6

The search for radio emission from

exoplanets using LOFAR beam-formed

observations: Jupiter as an exoplanet

“We are part of this universe; we are in this universe, but perhaps more important than

both of those facts, is that the universe is in us.” Neil deGrasse Tyson

The text in this chapter is reproduced primarily from Turner J.D., Griessmeier J.-M., Zarka

P., Vasylieva I. 2018. The search for radio emission from exoplanets using LOFAR beam-

formed observations: Jupiter as an exoplanet. A&A (submitted). arXiv:1802.07316

6.1 Introduction

The detection and characterization of exoplanetary radio emission would constitute a new

and important field of exoplanet science. For example, the detection of planetary auoral ra-

dio emission is probably the only method to unambiguously detect exoplanetary magnetic

fields (Grießmeier 2015). To date, no confirmed radio detection has been achieved, even

though a certain number of observations have been conducted over the past few decades

(e.g. Winglee et al. 1986; Bastian et al. 2000; Ryabov et al. 2004; George & Stevens

2007; Lazio & Farrell 2007; Smith et al. 2009; Lecavelier Des Etangs et al. 2009, 2011;
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Lazio et al. 2010; Stroe et al. 2012; Hallinan et al. 2013; Lecavelier des Etangs et al. 2013;

Sirothia et al. 2014; Murphy et al. 2015; Lynch et al. 2017; Turner et al. 2017a). A sum-

mary of all the observational campaigns can be found in Grießmeier (2017, Table 2). In

parallel to observational studies, a number of theoretical work has been published (e.g.

Zarka et al. 1997; Farrell et al. 1999, 2004; Zarka et al. 2001; Lazio et al. 2004; Stevens

2005; Grießmeier et al. 2005; Grießmeier et al. 2007; Jardine & Collier Cameron 2008;

Vidotto et al. 2010b, 2015; Vidotto & Donati 2017; Hess & Zarka 2011; Nichols 2011,

2012; See et al. 2015; Nichols & Milan 2016); an overview is given, e.g., in recent review

articles such as Zarka (2011); Zarka et al. (2015); Grießmeier (2015, 2017).

Starting with Zarka et al. (1997) and Farrell et al. (1999), a number of articles have

attempted to estimate the radio flux density that can be expected for different types of ex-

oplanets. Of course, such estimates have to be taken carefully. For example, Grießmeier

et al. (2007) give uncertainties of approximately one order of magnitude for the flux density

and an uncertainty of a factor of 2-3 for the maximum emission frequency for the planet

Tau Boötis b. The uncertainties are even larger when different models are compared. Still,

such numbers can be used to determine whether the detection of exoplanetary auroral radio

emission seems realistic with a given radio telescope and observational setup. Indeed, ac-

cording to most recent estimates, emission frequencies are compatible with the frequencies

at which some radio telescopes of latest generation operate, and estimated flux densities

are close to the sensitivity of these instruments. In particular, Grießmeier (2017) find that

the flux densities of 15 exoplanets are above the theoretical detection limit of LOFAR as

given by Turner et al. (2017a).

With such encouraging radio predictions, radio observations of exoplanets are under-

taken by most low-frequency radio telescopes. For these observations, different observ-

ing modes and strategies can be used. In the following, we will differentiate between (a)

imaging observations and (b) beam-formed observations. Many recent observations (e.g.

Hallinan et al. 2013; Sirothia et al. 2014; Lynch et al. 2017) have been recorded in the form

of interferometric images using an array of distributed antennas or dishes (e.g. GMRT,

LOFAR). Interferometric observations have the advantage of a higher robustness against

localized (i.e. site-specific) Radio Frequency Interference (RFI), and are equally sensitive

to continuous and moderately bursty signals (i.e. longer than the shortest time constant
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in imaging pipelines, typically a few seconds; e.g. Offringa et al. 2014). They are com-

putationally expensive, but offer the possibility to exclude a bad antenna or dish from the

analysis even during offline processing. Beam-formed observations have the advantage of

a higher time resolution, which can be used to localize and excise short and sporadic RFI

more precisely. They cannot reliably detect continuous or slowly varying emission, but

excel at the detection of short bursty signals. Compared to imaging observations, only a

handful of pixels have to be analyzed, which reduces the computational cost: Typical ob-

servations use 1 ON-beam and 1 to 3 OFF-beams, see e.g. Zarka et al. (1997) or Turner

et al. (2017a).

For both imaging and beam-formed observations, the determination of a minimum de-

tectable flux density is not straightforward in the case of a bursty signal. The reason for this

is that the upper limit depends on the detection method. In this work, we present a detection

tool that integrates the processing steps described in Turner et al. 2017a (RFI-mitigation,

normalization by the time-frequency (t-f) response function, t-f integration) and a series

of sensitive observables based on the work of Vasylieva (2015). In order to test, validate,

and quantify the sensitivity reached with this tool, we apply it to a LOFAR observation of

Jupiter’s magnetospheric radio emission in which the signal from Jupiter is attenuated. The

idea is simple: we observe Jupiter, divide its signal by a fixed factor before adding it to

an observation of “sky background”, thereby creating an artificial dataset best described as

“Jupiter as an exoplanet”. We then run our pipeline and check whether the (attenuated) ra-

dio signal from Jupiter is detected. The maximum factor by which we can divide Jupiter’s

signal and still achieve a detection gives the sensitivity of our setup (i.e. the combination

of the telescope and the processing chain). This method is mainly designed for use with

beam-formed data, but an extension to radio imaging observations is under preparation and

will be described elsewhere (Loh et al. in prep).

Finally, the instantaneous flux density of Jupiter was obtained from a well-calibrated

observation using the Nancay Decameter Array (NDA; Boischot et al. 1980; Lamy et al.

2017) simultaneous to our LOFAR observation of Jupiter. The NDA observation is used to

convert the sensitivity of our setup into physical units.
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6.2 Observations

For this study, we use four different sets of Low-Frequency Array (LOFAR; van Haarlem

et al. 2013) Low Band Antenna (LBA) beam-formed observations in the frequency range

15–62 MHz. The detailed setup and the summary of all observations (date, time, and beam

directions) can be found in Table 6.1 and 6.2, respectively. Although full-polarization in-

formation was obtained, we only focus on the Stokes-I component in this paper. Analysis

of the polarization data will be presented in a follow-up paper as an extension of the present

study and will be applied to all exoplanet radio observations. All observations were inten-

tionally scheduled during night time hours to mitigate strong contamination by RFI. The

first observation (hereafter Obs #1) was taken on February 11, 2017 from 02:30 to 5:30 UT

and the ON-beam was pointed at Jupiter. The dynamic spectrum of this beam can be found

in Fig. 6.1a. The structure of the Jupiter emission is very complex and the analysis of this

structure (e.g. Burke & Franklin 1955; Carr et al. 1983; Zarka 1998; Kaiser 1993; Imai

et al. 2015) is beyond the scope of this study. As expected, Jupiter’s emission is only seen

below 40 MHz in the observation (Marques et al. 2017).

Due to its anisotropic beaming, Jupiter’s emission is visible from Earth only ∼10% of

the time. It does not, however, occur randomly, but depends on the geometrical position

of the Earth, Jupiter, and Jupiter’s satellite Io, as expressed by Io’s orbital phase and the

CML (Central Meridian Longitude = the observer’s Jovicentric longitude). Statistical stud-

ies have identified times when the probability of detecting Jupiter’s decametric emission

from Earth is > 50%, (Marques et al. 2017), and for a specific geometry (so-called Io-B

emission), the occurrence rate reaches 94% (i.e. nearly permanent emission) (Zarka et al.

2017). To determine a good time window for Obs #1, we made use of the Io-phase/CML

diagrams provided by Nançay Radio observatory1.

Two OFF-beams were obtained simultaneously with the ON-beam, however, the OFF-

beams show strong contamination by emission from Jupiter despite being located ∼ 2 de-

grees away from Jupiter. Therefore, a second observation to obtain “clean” OFF-beams

was taken on February 18, 2017 from 01:12 to 4:12 UT (hereafter Obs #2). Obs #2 will

be used as the “sky background” to which we will add the attenuated Jupiter signal. Two

1https://realtime.obs-nancay.fr/dam/data dam affiche/data dam affiche.php?init=1&lang=en&planete=jupiter
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(a)

(b)

Figure 6.1: Dynamic spectrum with LOFAR LBA of Jupiter in Obs #1 (a) from 15 to 30
MHz and of the OFF-beam 1 in Obs #2 (b). These observations are normalized by an
average value of the background at each frequency. In Obs #1, there was no emission of
Jupiter occuring above 30 MHz.

OFF-beams were obtained and the beams’ positions were chosen such that no point sources

were located within the beam. For this we used the TGSS survey (Intema et al. 2017) at

150 MHz. The dynamic spectrum of one of the OFF-beams can be found in Fig. 6.1b.

While most of the analysis was done using Obs #2 for the “sky background”, we also

used two other dates of observations with two OFF-beams to verify our results. The third

dataset was taken on February 26, 2017 from 01:16 to 04:16 UT (hereafter Obs #3) and

was pointed at the same OFF-beam positions as Obs #2. This date had far worse RFI

conditions than Obs #2 and also had noticeable large-scale scintillation due to a disturbed

ionosphere. The fourth dataset was taken on September 28, 2016 from 23:00 to 04:00 UT
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Table 6.1: Setup of the LOFAR LBA beam-formed
observations used in this work

Parameter Value Units
Array Setup Core
# of Stations 24

Lower Frequency 14.7 MHz
Upper Frequency 62.4 MHz

Channel Bandwidth (b) 3.05 kHz
# of Subbands 244

Channels per Subband 64
Time Resolution (τr) 10.5 msec

Angular Resolution at 45 MHz 9.2 arcmin
Raw Sensitivitya (∆S ) 208 Jy

Polarizations IQUV
a The theoretical (thermal noise) sensitivity (∆S )

was calculated using the sensitivity equation
∆S = S sys/(N

√
npolτrb), where S sys is the sys-

tem equivalent flux density (SEFD) and equal to
40 kJy (obtained from LOFAR calibration data;
van Haarlem et al. 2013), N is the number of
stations used, npol is the number of polarizations
(2), b is the channel bandwidth, and τr is the
time resolution.

(hereafter Obs #4; Table 6.2). Obs #4 was comparable in quality to as Obs #2 (no large

scale scintillation patterns) and RFI conditions but was pointed at a different part of the sky.

6.3 “Jupiter as an exoplanet”

6.3.1 Scaling Jupiter’s signal

We add the Jupiter signal, multiplied by a factor α (<< 1), to the sky (+instrument) back-

ground of a typical exoplanet observation, and then try to detect it with our two-step pro-

cessing pipeline (Sect. 6.4). As we will test below the post-processing in 10 MHz bands,

we use the Jupiter signal of Fig. 6.1a detected in the band 15–25 MHz. In order to test

our pipeline across the entire LOFAR-LBA range, we need to be able to add the attenuated
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Jupiter signal to any 10 MHz band in the range 10-90 MHz. Having no absolute calibration

available in the LOFAR-LBA range, we proceed in two steps: (i) the Jupiter signal detected

by LOFAR in Obs #1 (IJ,1) is expressed in terms of the sky background in the band of ob-

servation 15–25 MHz (IS ,1), i.e. the ratio (IJ,1/IS ,1) is computed as in the following section

(Sect. 6.3.2), and it is then transferred to an arbitrary 10 MHz band in the sky background

in Obs #2 (Is,2); (ii) the flux density of the Jupiter emission is computed from simultaneous

calibrated observations performed at the NDA. These two steps are detailed below.

For step (i), we add the dynamic spectrum of the Jupiter observation in the range 15–25

MHz to the dynamic spectrum of the sky background in an arbitrary 10 MHz band of an

exoplanet observation (with the same observational setup; Table 6.1) to get a test dynamic

spectrum Inew following

Inew =Is,2 + αIJ,2, (6.1)

=Is,2

(
1 + α

IJ,1

IS ,1

S SEFD,1

S SEFD,2

)
, (6.2)

where IJ,1/IS ,1 and Is,2 are derived from the observational data, α (<<1) is the variable

down-scaling parameter, and the ratio S SEFD,1/S SEFD,2 can be computed as the ratio of the

SEFD in the band 15–25 MHz and in the test frequency band. The full derivation of equa-

tion (6.2) can be found in Appendix A.1. From the LOFAR calibration data (van Haarlem

et al. 2013), we approximate that the SEFD on an LBA station is 40 kJy in the range 30-70

MHz and that it increases approximately as λ2 below 30 MHz (mainly due to the steep

increase of the sky background). Thus, when transferring the Jupiter signal from the range

15–25 MHz (λ = 11.5 − 18.7 m) to a test frequency band, equation (6.2) can be simply

rewritten

Inew = IS ,2

1 + α
IJ,1

IS ,1

[
max(λJ,1, 10m)
max(λS ,2, 10m)

]2 NS ,2

NJ,1

 , (6.3)

(6.4)

with NS ,2 and NJ,1 the number of LBA stations involved in each observation.

Note that equation (6.2) can be used to add the signal (of Jupiter or other) observed with



166

one telescope in a given frequency range to the background recorded with another telescope

in another frequency range, as long as the SEFD of the two telescopes in their respective

spectral ranges is known. Equation (6.4) is its application for the considered LOFAR-LBA

observations. The Jupiter signal thus transferred retains its absolute intensity (e.g. in Jy).

For step (ii) we use an observation of Jupiter simultaneously taken to the LOFAR one,

carried out at the NDA. For this observation, the NDA observes simultaneously in right-

hand (RH) and left-hand (LH) circular polarizations from 10 to 40 MHz in 400 spectral

channels at a time resolution of 1 second. Hourly calibration sequences on noise sources

of known flux density are embedded in the data and allow us to calibrate the observations

in absolute flux density (Jy), with an accuracy ∼ 20%. From NDA data, we know that the

first Jupiter burst about 02:45 UT is RH elliptically polarized, whereas the drifting emis-

sion bands starting about 04:00 UT are LH elliptically polarized. However, for this study

we did not use the polarization information and summed the RH and LH signals to obtain

the total intensity. We removed the main fixed-frequency RFI and the main broadband

spikes (recognized as non-Jupiter signal by integration over the 26-40 MHz range). After

subtraction of a background (computed in each frequency channel) the cleaned calibrated

dynamic spectrum was averaged over the 15–25 MHz range to obtain the time series dis-

played in Fig. 6.2a (black ’+’ symbols) together with a running average over 10 seconds

(red line). Fig. 6.2b displays the high-pass filtered flux densities obtained by subtracting

the 10 second average from 1 second measurements. The bursty spikes in this high-pass

filtered time-series will be used for comparison to the results of our processing below (Sect.

6.6). The cumulative distribution function of the values of Fig. 6.2b is displayed in Fig.

6.2c. From that Fig., we see for example that ∼100 of high-pass filtered flux density mea-

surements exceed 3 × 104 Jy. By comparing this curve to the actual number of data points

of emission detected we can determine the sensitivity of our observations and processing

(Sect. 6.6).

6.3.2 Extraction Jupiter’s signal

To obtain both the Jupiter signal (IJ) and the sky background in the Jupiter observation IS ,1

we first need a RFI mask. Since Jupiter is as bright as the RFI, we used a modified version
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Figure 6.2: (a) Calibrated flux density of the Jupiter emission detected on 2017/02/11
between 02:30 and 05:30 UT with the NDA, averaged over the range of 15–25 MHz after
background subtraction. Black ’+’ symbols are the measurements at 1 sec time resolution,
whereas the red line is a running average over 10 sec. (b) High-pass filtered flux densities
obtained by subtracting the 10 sec average from 1 sec measurements. Only values ≥100 Jy
are displayed. (c) Cumulative distribution function of the values of panel (b).

of the RFI mitigation pipeline presented in Turner et al. (2017a). The following steps

are performed: (1) find RFI on the ON-beam above 30 MHz (where no Jupiter emission

is present) using the algorithm PATROL (Zakharenko et al. 2013, Vasylieva 2015) to flag

entire time steps, (2) find RFI in the OFF-beam using only PATROL to flag entire time steps

and frequency channels, and (3) combine the RFI masks from step (1) and (2) together to

obtain a final RFI mask. This mask is then applied to Obs #1 and this dataset is used as the

Jupiter signal (IJ).

Next, we find IS ,1 for Obs #1 using the least Jupiter-contaminated OFF-beam (beam 2)

and during a time interval (3740 - 3830 seconds after the start of the observation) where
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Jupiter’s emission was minimal. To find the SEFD we apply the RFI mask from step (3) to

the raw data. Then at each frequency we compute the 10% quantile of the distribution of

intensities (using this quantile allows for minimal influence from any Jupiter emission or

remaining RFI). The level of the 10% quantile is lower than the mean, therefore, SEFDorig

has to be corrected. Quantitatively, the 10% quantile (µ10) for a Gaussian distribution with

moments (µ, σg ) is

µ10 ∼µ − 1.3σg, (6.5)
µ10

µ
∼1 −

1.3√
npol b τr

, (6.6)

where npol is the number of polarizations (2), b is the frequency resolution (b = 3.05 kHz),

and τr is the time resolution (τr = 10.5 msec). The factor of 1.3 in equation (6.5) and (6.6)

was determined using a standard Gaussian distribution. Therefore, the term SEFDorig used

in the analysis is obtained from the measured value (µ10) using

IS ,1 = µ = µ10

1 − 1.3√
npol b τr

−1

. (6.7)

6.4 Signal processing and observables

6.4.1 Processing pipeline

The data of Observation #2 with (Inew) and without the added Jupiter signal were run

through the data reduction pipeline described in Turner et al. (2017a). This pipeline per-

forms RFI mitigation, finds the time-frequency (t-f) response function of the telescope and

normalizes the data by this function, and rebins the data in broader t-f bins. For RFI miti-

gation we use four different techniques (Offringa et al. 2010; Offringa 2012; Offringa et al.

2012; Zakharenko et al. 2013; Vasylieva 2015, and references therein) that are combined

together for optimal efficiency and processing time. The result of the RFI mititation is an

array (mask) of the same dimensions as the data with a value of either 0 (polluted pixels)

or 1 (clean pixels). Subsequently, the data is rebinned to a time and frequency resolution

of 1 second and 45 kHz. This rebinned data is the input into the post-processing pipeline
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(Sect. 6.4.2). The original method used in Turner et al. (2017a) to find the time-frequency

response function of the telescope (hereafter, method 1) is biased if some astrophysical

emission or left-over RFI is present in the raw dynamic spectrum since the mean of the

data is used to create the function. The raw sensitivity of the LOFAR observations is 208 Jy

(Table 6.1) where the expected flux from most exoplanets is less than 100 mJy (Grießmeier

et al. 2007; Grießmeier 2017). Therefore, for exoplanets we do not expect that the emission

will be bright enough to be seen in the raw dynamic spectrum. However, when we test large

Jupiter scaling factors (e.g. α = 10−2) this is no longer the case.

Therefore, we introduce a new method (hereafter, method 2) to find the time-frequency

response function that is less biased towards bright emission in the raw dynamic spectrum.

In the pipeline we (1) divide the raw data into sections of 4000 spectra (42 seconds), (2)

apply the RFI mask to the raw data, (3) create an integrated spectrum from the 10% quan-

tile of the distribution of intensities at each frequency, (4) correct the average of the 10%

quantile such that it is close to the mean using equation (6.6), then (5) find a second order

polynomial fit at each frequency over all time sections, and (6) create and save the 2-d

time-frequency response surface made from the polynomial fits. As expected, method 1

and method 2 obtain the same results when α is very small (e.g. below α = 10−5). When

α is large, method 2 is more robust. In addition, method 2 is computationally faster than

method 1; therefore method 2 is the preferred method for finding the time-frequency func-

tion and will be used in the analysis of this paper.

6.4.2 Post-processing pipeline: Observables of the exoplanet signal

In the following section, we present the post-processing pipeline. After processing the data

we compute several observable quantities that we named Q1 to Q4 for the ON- and OFF-

beam and examine their behavior over time or frequency. The input dynamic spectrum

for the observables is the RFI-mitigated, normalized, and rebinned data (Sect. 6.4.1; Fig.

6.3a). The observable quantities fall into two general categories: extended emission (Q1)

or burst emission (Q2 - Q4). Below is the list of observables we defined (similar to the

methods in Zarka et al. 1997 and Vasylieva 2015):

• Q1: Extended emission observables
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– Q1a (Time-series): Total power of the dynamic spectrum integrated over all

frequencies and rebinned in time to a specified time interval (T I; 2 minutes for

the default pipeline) (Fig. 6.3b)

– Q1b (Integrated spectrum): Total power of the dynamic spectrum integrated

over all time and rebinned in frequency to a specified frequency interval (FI;

0.5 MHz for the default pipeline) (Fig. 6.3c)

• Q2 (Normalized high-pass filtered time-series): The normalized high-pass filtered

time-series (y)

y =
(x − xs) − (x − xs)

σ(x−xs)
, (6.8)

where x is the time-series of the dynamic spectrum integrated over all frequencies but

not rebinned in time and xs is the low-pass filtered data (low-frequency component)

created by running a sliding window of w seconds over x (in the default pipeline

w = 10 time bins). We subtract by the mean (x − xs) to center y around 0. Finally,

the time-series is normalized by its standard deviation in order to unify the thresholds.

An example of y can be found in Fig. 6.4a.

We further examine Q2 by creating a scatter plot of the ON-beam values versus

the corresponding OFF-beam values (Fig. 6.4b). In this plot, peaks only in the

ON-beam would be visible on the right edge of the cloud of points. An example

for Q2 of simulated data is given in Fig. 6.5a. Due to residual low-level RFI or

ionospheric fluctuations, high values of Q2 frequently occur simultaneously in the

ON- and OFF-beam (points close to the main diagonal in Fig. 6.5a). For this reason,

we implemented an elliptical correction, as described in Appendix B.1. After the

elliptical correction, the Q2 distribution of the sky noise datapoints is much closer to

circular, which makes the signal datapoints more apparent. This is demonstrated in

Fig. 6.5b. The analysis of real data (Sect. 6.5) will show that this elliptical correction

does indeed facilitate the detection of astrophysical signals in the target beam and

gives a better sensitivity (i.e. allows the detection of fainter signals).

Next, the observables Q3 and Q4 are defined to systematically and statistically
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explore the parameter space of Q2 (y).

• Q3: Time-series of broadband burst emission from Q2 for one threshold τ (in units

of sigma)

– Q3a (Number of Peaks): Number of peaks per T I where y ≥ τ (Fig. 6.6)

– Q3b (Power of Peaks): Sum of the power of peaks per T I where y ≥ τ

– Q3c (Peak Asymmetry): Number of peaks per T I where y ≥ τ subtracted by

number of peaks where y ≤ −τ

– Q3d (Power Asymmetry): Sum of the power of peaks per T I where y ≥ τ

subtracted by the sum of |power| of peaks where y ≤ − τ

– Q3e (Peak Offset): Number of peaks per T I where y ≥ τ for the ON (OFF)

beam and exceeding the corresponding OFF (ON) values by a factor ≥ 2

– Q3f (Power Offset): Sum of the power of peaks per T I where y ≥ τ for the ON

(OFF) beam and exceeding the corresponding OFF (ON) values by a factor ≥ 2

• Q4a to Q4f: Each observable in Q3 is summed over all times and plotted versus the

threshold value τ (Figs. 6.4c–i)

When examining Q3 and Q4, the ON- and OFF-beam are always compared to each

other and plotted against a reference curve with the same number of elements. This ref-

erence curve is created by taking the mean of the derived Q values from 10000 different

Gaussian distributions of random values. When we subtract the ON- and OFF-beam Q

value, then the reference curve is the standard deviation of the difference between all the

Q values derived from two different Gaussian distributions (each run 10000 times). By

default, Q4 is calculated from τ = 1...6σ with a step size of 0.1σ. Q4 is more effective

at finding excess faint emission than Q3 since it is summed over all times. Once a detec-

tion is found in Q4, then Q3 can be used to localize the emission in time (e.g. Fig 6.6a).

The reason for evaluating Q3a and Q4a are to determine if the ON-beam has more positive

peaks than the OFF-beam thus indicative of burst emission. The power of the peaks (Q3b

and Q4b) highlights more clearly any potential excess. The peak (Q3c and Q4c) and power

asymmetry (Q3d and Q3d) are useful at determining whether there is an asymmetry in the
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Figure 6.3: Dynamic spectra and extended emission observable Q1 for a scaling value of
α = 10−3. (a) Dynamic spectra for the ON-beam (top) and the OFF-beam (bottom). (b)
Q1a (time-series integrated over all frequencies). (c) Q1b (integrated spectrum summed
over all times). See Sect. 6.4.2 for a detailed description of each observable. For all plots
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are the ON-beam minus the OFF-beam.
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Figure 6.4: Observable quantities (Q2 and Q4) for a scaling value of α = 10−3. (a) Q2
(high-passed filtered intensities) vs time. (b) Q2 scatter plot for the ON- and OFF-beam.
(c) Q4a (number of peaks). (d) Difference of ON - OFF for Q4a. (e) Q4b (power of the
peaks). (f) Q4c (peak asymmetry). (g) Q4d (power asymmetry). (h) Q4e (peak offset).
(i) Q4f (power offset). See Sect. 6.4.2 for a detailed description of each observable. For
all plots the black lines are the ON-beam and the red lines are the OFF-beam. The dashed
line for panels (c), (e), (f), (g), (h), and (i) is the mean of the derived Q values from 10000
different Gaussian distributions with the same length as Q2. The dashed lines for panel (d)
are the 1, 2, 3σ statistical limits of the difference between all the Q values derived from
two different Gaussian distributions (each run 10000 times).

signal distribution. These observables are similar to the skewness but are more adopted

to a small numbers of outliers. An excess of positive peaks over negative ones could be

evidence of bursts. Finally, the peak (Q3e and Q4e) and power offset (Q3f and Q4f) are

the best discrimination of real burst emission because they directly correlate any detection
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(a) (b)

Figure 6.5: Simulated data-points (black) and test-points (red) to demonstrate the observ-
able quantity Q2 and the effect of the elliptical correction. (a) Q2 before the elliptical
correction. (b) Q2 after the elliptical correction. X-axis: Q2 (normalized high-pass filtered
intensities) for the ON-beam. Y-axis: same for the OFF-beam. Points with high values
in the ON- and OFF-beam (i.e. close to the main diagonal) are due to either residual RFI
or ionospheric fluctuations. One of the main detection criteria is based on the number of
points with high values only in the ON-beam or only in the OFF-beam. For this, the regions
used in Q3e and Q4e are hatched (orange for the ON-beam, and blue for the OFF-beam;
see text for the precise definition) for the case of τ = 3σ (i.e. a threshold of 3σ). This
figure also illustrates the effect of the elliptical correction described in Appendix B.1. The
red test data-points allow for the visualization of the displacement of individual points that
leads to the circularization of the cloud. Using these red data-points, it can be seen that the
x- and y-axis are unaffected by this procedure; data-points close to the main diagonal are
most strongly affected. The black points represent what we expect from an observation,
namely sky noise plus a few signal datapoints (injected at ON∼4.0 and OFF∼0.0 in this
example). After elliptical correction, there are clearly more points in the orange than in the
blue hatched region.

against the other beam. Additionally, ionospheric effects and any remaining low-level RFI

will be concentrated on the diagonal; the peak and power offset mitigate these effects. See

Fig. 6.5 for an illustration of where these observables lie in the parameter space of the

scatter plot of Q2.
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Figure 6.6: Comparison of the observable quantity Q3a between the ON-beam (Jupiter)
and OFF-beam 2 (a) and the 2 OFF-beams (b) for a scaling value α = 10−3 and threshold
τ = 2σ. See Sect. 6.4.2 for a detailed description of Q3a. For all plots the black lines
and the red lines correspond to two different beams. The dashed line is the mean of the
derived Q values from 10000 different Gaussian distributions with the same length as the
time interval (T I). Jupiter’s emission is mainly localized between 1.2–1.4 UT and 3.2–3.9
UT, whereas the bright emission between 2.3–2.8 UT can be seen in both OFF beams.

6.5 Data Analysis and Results

In this study, the analysis is performed using 11 different scaling factors (α; equation 6.2)

between 10−2 to 10−7 in steps of 10+0.5. We use Jupiter emission from 15–25 MHz added

to Obs #2 in 4 frequency ranges (20–30, 30–40, 40–50, 50–60 MHz). The comparison of

the two OFF-beams in Obs #2 with each other is used as a benchmark for what could be

considered a detection. This test proved to be highly important as the OFF-beams con-

tain non-Gaussian noise and there is unknown systematic noise (e.g. low-level RFI, non-

corrected instrumental effects, ionospheric differences) in the data (e.g., see Turner et al.

2017a, Figure 4).

A summary of the parameters used in the post-processing can be found in Table 6.3.

The rebin time of the processed data (δt) is a very important parameter because this defines

the timescale over which we search for excess peaks in Q2. The frequency (∆ν) and time

range (∆T ) over which we calculate these observables is 10 MHz and 3 hours, respectively.

Additionally, we include a threshold cut on the rebinned RFI mask. The rebinned mask

no longer consists only of values of 0 (polluted pixels) and 1 (clean pixels) since it was
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rebinned and clean pixels were mixed with polluted pixels. The mask threshold we use

in our analysis is 90%, meaning a pixel will not be used in the analysis if ≥ 10% of the

original pixels were contaminated. We use a time interval (T I) of 2 minutes and a frequency

interval (FI) of 0.5 MHz for Q1b.

Table 6.3: Nominal parameters for the post-processing setup

Parameter Value Units
Width of frequency range (∆ν) 10 MHz

Time Range (∆T ) 3 hours
Rebin time of processed data (δτ) 1 secs

Mask threshold 90 %
Time interval (T I) 2 minutes

Frequency interval (FI) 0.5 MHz
Low-pass filter smoothing window (w) 10 secs

Threshold (τ) range 1 - 6 sigma

Figs. 6.3, 6.4, and 6.6 show the observable quantities Q1, Q2, Q3a, and Q4 for α =

10−3. This test case is very useful to demonstrate how each observable behaves. In this case

the ON-beam can be seen to have additional flux in all the Q values except the dynamic

spectrum (Fig. 6.3a) and Q1a (Fig 6.3b). For Q3a, it can be seen that Jupiter’s emission

is mainly localized between 1.2–1.4 UT and 3.2–3.9 UT (Fig. 6.6a) where the emission

around 2.3–2.8 UT can be seen in both OFF beams (Fig. 6.6b). This is a good example

demonstrating that two OFF beams are required to confirm a detection.

The extended emission observables Q1a and Q1b are only useful when the simulated

exoplanet emission is very bright (α = 10−2−10−3) and can be seen by eye in the processed

dynamic spectrum. The dominant source of variations in Q1a and Q1b are changes in the

ionosphere. Ionospheric variations are the limiting factor in distinguishing real emission

from background variations. Therefore, for faint exoplanet emission we would not expect

the extended emission observables to be useful for detection.

The observables Q2 - Q4 are more effective at detecting fainter burst emission. The

best observables to detect the faintest emission are Q4e and Q4f (Peak/Power Offset). We

can reliably detect emission from Jupiter down to a value of α = 10−3.5 with the elliptical

correction when adding Jupiter to the range 50 - 60 MHz. Fig. 6.7 shows Q4e and Q4f for a

value of α = 10−3.5 for both the ON- vs. OFF-beam and OFF-beam 1 vs OFF-beam 2. The
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main criteria we use to confirm a detection are (1) it is distinctly different than the OFF-

beam 1 vs. OFF-beam 2 comparison plot (Fig. 6.7e), (2) it shows an excess ≥ 2σ statistical

significance (dashed lines in Fig. 6.7), and (3) the detection curve is always positive for

thresholds ≥ 2σ. Our detection limit for all other frequencies (40 - 50 MHz, 30 - 40 MHz,

and 20 - 30 MHz) are half an order of magnitude less sensitive than for the range 50 - 60

MHz. This is expected since the frequency-response curve of LOFAR sharply peaks at 58

MHz (e.g. Figure 1 in Turner et al. 2017a). The detection limits for each frequency range

are summarized in Table 6.4.

Next, we test the robustness of the detection limits by varying the parameters of the

post-processing from those in Table 6.3. We vary the rebin time of processed data (δτ),

smoothing window (w), value of the slope for the Peak/Power Offset, frequency range,

and the time range. Our detection limit did not significantly change when we varied these

parameters. Therefore, our detection limit is robust against the exact parameters used in

the analysis. The signal from Jupiter is detected until the data is binned to a δτ=30 sec-

onds. Therefore, assuming that an exoplanet broad-band burst radio emission is similar to

Jupiter’s, a short integration time is essential for a detection. This result also shows that our

method of analysis for beam-formed data can be applied to various setups of beam-formed

observations and dynamic spectra extracted from the visibilities of imaging pipelines.

Finally, we tested whether the date of observation or the position on the sky has a

noticeable effect in our detection limits. For Obs #3, we find detection limits that are half

an order of magnitude less sensitive from those found using Obs #2. Finally, performing

the analysis on Obs #4 we find detection limits that are similar to Obs #2. Therefore,

our detection limits (Table 6.4) are also insensitive to where in the sky we are pointed at,

provided that the observations were taken under good conditions.

6.6 Discussion

We demonstrated that we can detect the Jupiter signal down-scaled by a factor α = 10−3.5

with the observable Fig. 6.7f. Our detection in Q4f consists of ∼100 data-points in the NDA

calibration data exceeding 3×104 Jy with a threshold ≥ 2σ (Fig 6.7d). Therefore, this limit

corresponds to a flux density of ∼ α × 3 × 104 Jy = 9.5 Jy using the value of Jupiter’s
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Table 6.4: Summary of the scaling factor upper limits found in the analysis

Frequency Range (MHz) α

Obs #2
50 - 60 10−3.5

40 - 50 10−3

30 - 40 10−3

20 - 30 10−3

Obs #3
50 - 60 10−3

40 - 50 10−2.5

30 - 40 10−2.5

20 - 30 10−2.5

Obs #4
50 - 60 10−3.5

40 - 50 10−3

30 - 40 10−3

20 - 30 10−3

absolute flux density corresponding to 100 data-points from Fig. 6.2c. This flux density is

∼4 times higher than the sensitivity expected for LOFAR beam-formed observations using

the 24 core LBA stations:

σLOFAR =
S EFD × 4

√
N(N − 1) × 1sec × 10MHz

' 2.2Jy (6.9)

with a SEFD of 40 kJy (van Haarlem et al. 2013). The factor of 4 in the numerator takes

into account the imperfect coherent addition of the station signals and the flagging of RFI in

the data2. No factor
√

2 is included in the denominator because we have used total intensity

data but the Jupiter signal (as well as the expected exoplanetary signal) is ∼100% polarized.

The factor of 4 difference between the sensitivity calculation (equation 6.9) and the 9.5 Jy

deduced from the α value is mostly due to ionospheric variations that were not mitigated

during the post-processing and partly due to the fact that our criteria for a burst detection is

a statistical significance ≥ 2σ (Section 6.5; Fig. 6.7f). These ionospheric variations can be

seen in Figs. 6.4c to 6.4i since the OFF-beam does not follow a Gaussian-distribution.

2LOFAR Astronomer’s website on the beam-formed mode located at https://www.astron.nl/radio-
observatory/observing-capabilities/depth-technical-information/major-observing-modes/beam-form
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One may wonder why bothering with the complex observables to achieve the sensitivity

expected for beam-formed observations. The answer is that they allow us to detect confi-

dently a signal and distinguish it from false positives at a 1.5–2σ level, whereas simple

detection of a spike in beam-formed data requires generally a ∼ 10σ level to be considered

as reliable. Thus we actually gain a factor > 5 in effective sensitivity (detection capability)

with our method. Also, they allow for the detection of relatively sparse and short bursts

that would be washed out by averaging over long integrations.

The α value found in our analysis can be decomposed into three separate physical fac-

tors (distance, strength of emission compared to Jupiter, and relative Jupiter flux levels):

α =αJ

(
S J[ref]
S J[obs]

) (
5 AU

d

)2

= αJ

(
S J[ref]
S J[obs]

) (
2.4 × 10−5 pc

d

)2

(6.10)

where αJ is the scaling factor of the emission compared to Jupiter, d is the distance, S J(obs)

is the flux density of the observed Jupiter signal in Obs #1 calibrated using NDA, and

S J(ref) is a reference flux density value of Jupiter to which the putative exoplanet signal is

compared. The Jupiter signal (S J[obs]) of ∼ 3× 104 Jy is more than a factor 100 below the

peak value reached by Jupiter’s decametric emission (up to 5 × 106 Jy; Queinnec & Zarka

2001) observed from the Earth, at 5 AU range. To find S J(ref), we use Jupiter’s radio

emission levels and occurrence rates given in Zarka et al. (2004, Figure 7). Jupiter does

emit continuous decameter emission but the most energetic emission can be found in bursts.

During a fairly active emission event, the median flux density of Jupiter’s decametric bursts

at 5 AU is ∼ 4×105 Jy. This flux density is exceeded by ∼ 1% of all detected Jupiter bursts,

whereas the level ∼ 4 × 104 Jy is exceeded by ≥ 50% of Jupiter bursts.

We find that we can detect an exoplanetary signal intrinsically 106 times stronger than

Jupiter’s emission strength from a distance of 5 pc using equation (6.10) and taking the

mean level of Jupiter’s decametric bursts as the reference flux (S J[ref] = 4 × 105 Jy) that

would occur for a few minutes within an observation of a few hours. A stronger signal may

be detected more often, a weaker one more rarely. In Table 6.5, we show the αJ detection

limits for several tests cases with different reference fluxes and distances.

Such signals are indeed expected to exist. According to most models, the strongest

emission is expected for close-in planets, especially massive hot Jupiters (Zarka et al.
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Table 6.5: Detection limit of LOFAR LBA
beam-formed observations found by observing
“Jupiter as an exoplanet”

S J(ref) [Jy at 5 AU] Distance [pc] αJ

4×104 (a) 5 1 × 107

” 10 4 × 107

” 20 2 × 108

4×105 (b) 5 1×106

” 10 4×106

” 20 2×107

6 ×106 (c) 5 6×104

” 10 3×105

” 20 1 × 106

Notes. — All calculations were done with
equation (6.10) where the scaling factor α =

10−3.5 and S J(obs) = 3 × 104 Jy (Sect. 6.3.1,
Figure 6.2). (a) The level of Jupiter’s burst
emission exceeded in ≥50% of Jupiter bursts
(Zarka et al. 2004, Figure 7), (b) The mean
level of Jupiter’s burst emission exceeded in
∼ 1% of Jupiter bursts, (c) Maximum peak
of Jupiter’s S-burst emission (Queinnec &
Zarka 2001)

2001; Zarka 2007; Grießmeier et al. 2007; Grießmeier et al. 2011). However, rapidly ro-

tating planets with strong internal plasma sources have also been suggested to produce

radio emission at detectable levels at orbital distances of several AU from their host star

(Nichols 2011, 2012). Furthermore, the expected radio flux is a function of the age of the

exoplanetary host star, with stronger radio signals are expected for planets around young

stars (Stevens 2005; Grießmeier et al. 2005, 2007; Grießmeier et al. 2007), and for planets

around stars with frequent and powerful coronal mass ejections (Grießmeier et al. 2006,

2007; Grießmeier et al. 2007).

Sources beyond 10-20 pc would need to be extremely intense (≥ 107× Jupiter’s), and

may be beyond the reach of LOFAR. If the structure of the emission is different from that of

Jupiter bursts (e.g. longer bursts of several minutes), the above sensitivity may be improved

by an order of magnitude or more.
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Finally, let us mention that detection of a radio signal from an exoplanetary system

will only constitute the first step. Even though the planetary emission is expected to be

much stronger than the stellar emission (see e.g. Grießmeier et al. 2005), one would have

to confirm the signal is indeed produced by the exoplanet rather than its host star. The most

direct indication would be the detection of radio emission from a transiting planet, with the

planetary emission disappearing during secondary eclipses. Secondly, stellar and planetary

radio emission have different polarization properties (Zarka 1998), making polarization a

very powerful tool even beyond signal detection. Thirdly, one would have to search for a

periodicity in the detected signal, and compare its period to the stellar rotation period (or,

more precisely, the beat period between the stellar rotation and the planetary orbit, see e.g.

Fares et al. 2010), and (if known) the planetary rotation period.

Ancillary data which would help with the interpretation of a radio signal include: stellar

lightcurves (correlation with stellar flares), stellar magnetic field maps (e.g. obtained by

Zeeman-Doppler-Imaging), the stellar rotation rate, data on the stellar wind (e.g. obtained

by astrospheric absorption) or at least a good estimation of the stellar age, the exoplanet’s

orbital inclination (see Hess & Zarka 2011) and the planetary rotation rate.

6.7 Conclusions and perspectives

Our analysis shows that our pipeline for beam-formed LOFAR data can detect signals of

10−3.5 times the intensity of Jupiter’s emission. This corresponds to either a Jupiter-like

planet at a distance of 1300 AU, or an exoplanet with 106 times Jupiter’s mean radio flux for

strong burst emission (4×105 Jy; Zarka et al. 2004) at a distance of 5 pc (Table 6.5). Accord-

ing to frequently employed scaling laws (e.g. Zarka et al. 2001; Zarka 2007; Grießmeier

et al. 2007), one can expect exoplanetary radio emission up to 106 times Jupiter’s flux. Our

pipeline could potentially detect radio emission from the exoplanets 55 Cnc (12 pc), Tau

Boötis (16 pc), and Upsilon Andromedae (13 pc) if their emission can reach 106 times the

peak flux value reached by Jupiter’s decametric burst emission (∼ 6 × 106 Jy; Queinnec

& Zarka 2001). We have observed all these planets using LOFAR; the analysis using this

pipeline is currently on-going, and will be the subject of a follow-up article.

In this study, we present the post-processing extension of our beam-formed reduction
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pipeline (Turner et al. 2017a). With this improvement our pipeline can now be applied to

various setups of beam-formed data from different telescopes (e.g. LOFAR, UTR-2) and

dynamic spectra extracted from radio imaging observations (Loh et al. in prep).

As a subsequent step, the data analysis pipeline will undergo important improvements.

The analysis of the polarization information (especially Stokes-V) should allow us to reach

a better sensitivity and allow to discriminate planetary emission which is expected to be

strongly circularly polarized (e.g. Zarka 1998; Grießmeier et al. 2005) from non-planetary

emission.

On a slightly longer timescale, NenuFAR (Zarka et al. 2012; Zarka et al. 2014) will

allow more sensitive observations, with an improvement in sensitivity by a significant factor

compared to LOFAR’s core below 35 MHz. This is precisely the frequency range where

we believe most exoplanetary systems will emit.

The Square Kilometer Array (SKA) will be even more sensitive (with an improvement

in sensitivity by a factor ∼30 compared to LOFAR; Zarka et al. 2015). It will only observe

at frequencies above 50 MHz, but there are cases where exoplanetary radio emission is

expected to extend to frequencies of a few 100 MHz. This is the case for young and massive

planets (Grießmeier 2018) as well as in the case of a unipolar induction mechanism between

a hot Jupiter and its parent star (Zarka 2007), making the SKA a promising instrument for

exoplanet radio studies (Zarka et al. 2015; Grießmeier 2018).

Besides improvements in telescope sensitivity, many more nearby exoplanets with short

orbital periods are likely to be discovered by the upcoming Transiting Exoplanet Survey

Satellite mission (TESS; Ricker et al. 2015) and ground-based transit surveys such as the

Next-Generation Transit Survey (NGTS; Wheatley et al. 2018) and the Kilodegree Ex-

tremely Little Telescope (KELT; Pepper et al. 2007). For example, TESS is predicted to

find hundreds of planets within 50 pc and a dozen exoplanets within 10 pc (Sullivan et al.

2015). These new exoplanets may be good candidates for the exoplanetary radio emission

search because our detection capability is strongly dependent on distance (Equation 6.10;

Table 6.5).
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Figure 6.7: Plots of Q2 and Q4f (Power Offset) showing the detection limit (α = 10−3.5) for
the frequency range 50–60 MHz. (a) and (b) Q2 before elliptical correction. (c) and (d)
Q2 after elliptical correction. (e) and (f) Q4f difference of the two beams. The comparison
of the two OFF-beams from Obs #2 can be found in the left column (panels a, c, e) and
the comparison of ON-beam (Jupiter) vs OFF-beam 2 can be found in the right column
(panels b, d, f). The dashed lines for panel (e) and (f) are the 1, 2, 3 σ statistical limits of
the difference between all the Q values derived from two different Gaussian distributions
(each run 10000 times). Panel (f) shows an excess of ON vs OFF points at ≥ 2 σ statistical
significance for signals up to a threshold of 4σ. For comparison, in panel (e) almost all the
excess points are below the 1σ statistical significance level.
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Chapter 7

Summary

“Study as if you were to live forever. Live as if you were going to die tomorrow.” Isidore

of Seville

In this thesis, I have presented research investigating the atmospheres and magnetic

fields of exoplanets. A summary of each chapter and future work can be found below.

7.1 Chapter 2

In this chapter, I observed the primary transits of 15 exoplanets (CoRoT-1b, GJ436b, HAT-

P-1b, HAT-P-13b, HAT-P-16b, HAT-P-22b, TrES- 2b, TrES-4b, WASP-1b, WASP-12b,

WASP-33b, WASP-36b, WASP-44b, WASP-48b, and WASP-77Ab) in the near-UV and

several optical photometric bands to search for a wavelength dependence in their transit

depths to constrain their atmospheres and determine whether asymmetries are visible in

their light curves. Here, I present the first ground-based near-UV light curves for 12 of

the targets (CoRoT- 1b, GJ436b, HAT-P-1b, HAT-P-13b, HAT-P-22b, TrES-2b, TrES-4b,

WASP-1b, WASP-33b, WASP-36b, WASP-48b, and WASP-77Ab). I find that none of the

near-UV transits exhibit any asymmetries, and this result is consistent with recent theoreti-

cal predictions by Ben-Jaffel & Ballester (2014) and Turner et al. (2016a). The multiwave-

length photometry indicates a constant transit depth from near-UV to optical wavelengths

in 10 targets (suggestive of clouds), and a varying transit depth with wavelength in 5 tar-

gets (hinting at Rayleigh or aerosol scattering in their atmospheres). I also present the first
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detection of a smaller near-UV transit depth than that measured in the optical for WASP-

1b; a possible opacity source might be TiO absorption. WASP-36b also exhibits a smaller

near-UV transit depth a 2.6σ.

7.2 Chapter 3

In the first part of Chapter 3, I use the CLOUDY plasma simulation code to model the

absorption from X-ray to radio wavelengths by 1D slabs of gas in coronal equilibrium with

varying densities (104–108 cm−3) and temperatures (2000–106 K) illuminated by a solar

spectrum. For slabs at coronal temperatures (106 K) and densities even orders of magnitude

larger than expected for the compressed stellar wind (104−−105cm−3), I find optical depths

orders of magnitude too small (∼ 3× 10−7) to explain the ∼3 per cent UV transit depths

seen with Hubble (Fossati et al. 2010; Ben-Jaffel & Ballester 2013). Using this result and

our model of slabs with lower temperatures (2000–104 K), the conclusion is that the UV

transits of WASP-12b and HD 189733b are likely due to atoms originating in the planet, as

the stellar wind is too highly ionized. A corollary of this result is that transport of neutral

atoms from the denser planetary atmosphere outward must be a primary consideration when

constructing physical models. In the second part of this chapter, additional calculations

using CLOUDY are carried out to model a slab of planetary gas in radiative and thermal

equilibrium with the stellar radiation field. Promising sources of opacity from the X-ray to

radio wavelengths are discussed, some of which have not yet been observed.

7.3 Chapter 4

In Chapter 4 I present new photometric data of 11 hot Jupiter transiting exoplanets (CoRoT-

12b, HAT-P-5b, HAT-P-12b, HAT-P-33b, HAT-P-37b, WASP-2b, WASP-24b, WASP-60b,

WASP-80b, WASP-103b, XO-3b) in order to update their planetary parameters and to con-

strain information about their atmospheres. These observations of CoRoT-12b, HAT-P-37b

and WASP-60b are the first follow-up data since their discovery. Additionally, the first

near-UV transits of WASP-80b and WASP-103b are presented. I compare the results of

our analysis with previous work to search for transit timing variations (TTVs) and a wave-
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length dependence in the transit depth. TTVs may be evidence of a third body in the

system and variations in planetary radius with wavelength can help constrain the proper-

ties of the exoplanets atmosphere. For WASP-103b and XO-3b, I find a possible variation

in the transit depths that may be evidence of scattering in their atmospheres. The B-band

transit depth of HAT-P-37b is found to be smaller than its near-IR transit depth and such a

variation may indicate TiO/VO absorption. These variations are detected from 2-4.6σ, so

follow-up observations are needed to confirm these results. Additionally, a flat spectrum

across optical wavelengths is found for 5 of the planets (HAT-P-5b, HAT-P-12b, WASP-

2b, WASP-24b, WASP-80b), suggestive that clouds may be present in their atmospheres.

I calculate a refined orbital period and ephemeris for all the targets, which will help with

future observations. No TTVs are seen in our analysis with the exception of WASP-80b

and follow-up observations are needed to confirm this possible detection.

7.4 Chapter 5

In this chapter, I search for non-thermal radio emission from the 55 Cnc system which

has 5 known exoplanets. According to theoretical predictions 55 Cnc e, the innermost

planet, is among the best targets for this search. I observed for 18 hours with the Low-

Frequency Array (LOFAR) Low Band Antenna in the frequency range 26–73 MHz with

full-polarization and covered 85% of the orbital phase of 55 Cnc e. During the observations

four digital beams within the station beam were recorded simultaneously on 55 Cnc, nearby

empty sky, a bright radio source, and a pulsar. A pipeline was created to automatically

find and mask radio frequency interference, calibrate the time-frequency response of the

telescope, and to search for bursty planetary radio signals in our data. Extensive tests

and verifications were carried out on the pipeline. Analysis of the first 4 hours of these

observations does not detect any exoplanet signal from 55 Cnc but I can confirm that our

setup is adequate to detect faint astrophysical signals. I find a 3-sigma upper limit for 55

Cnc of 230 mJy using the pulsar to estimate the sensitivity of the observations and 2.6 Jy

using the time-series difference between the target and sky beam. The techniques in this

chapter can be used to analyze beamformed data from future ground-based low-frequency

radio telescopes (NenuFAR, LOFAR 2.0, SKA) or reconstructed dynamic spectra from the
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visibilities of imaging data.

7.5 Chapter 6

In Chapter 6, I investigate the radio emission from Jupiter, scaled such that it mimics emis-

sion coming from an exoplanet, observed with low-frequency beam-formed observations

using LOFAR. The goals are to define a set of observables that can be used as a guideline in

the search for exoplanetary radio emission and to measure effectively the sensitivity limit

for LOFAR beam-formed observations. I observe “Jupiter as an exoplanet” by dividing

a LOFAR observation of Jupiter by a down-scaling factor and adding this observation to

beam-formed data of the “sky background”. Then we run this artificial dataset through our

processing and post-processing pipeline and determine up to which down-scaling factor

Jupiter is still detected in the dataset. I find that exoplanetary radio bursts can be detected

at 5 pc if the flux is 106 times stronger than the typical level of Jupiters radio bursts during

active emission events (∼ 4 × 105 Jy). Equivalently, radio bursts up to 20 pc (encompass-

ing the known exoplanets 55 Cnc, Tau Bootis, and Upsilon Andromedae) can be detected

assuming the level of emission is 106 times stronger than the peak flux of Jupiters decamet-

ric burst emission. Analysis of the polarized signal of Jupiter should improve these upper

limits by an order of magnitude.

7.6 Future Work

In the future, the LOFAR beam-formed data analysis pipeline presented in Chapters 5 and

6 will undergo important improvements. The analysis of the polarization information (es-

pecially Stoked V) should allow us to reach a better sensitivity and allow to discriminate

planetary emission which is expected to be strongly circularly polarized (e.g. Zarka 1998;

Grießmeier et al. 2005) from non-planetary emission. I expect the sensitivity in Stokes-V

to be closer to the thermal noise unlike Stokes-I as shown in Chapters 5 and 6. Therefore,

applying the updated Stokes-V pipeline to our exoplanetary LOFAR data should allow for

a high chance of detection or significant upper limits that can constrain the theoretical pre-

dictions.
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Appendix A

“We support astronomy for the same reason we support a symphony orchestra, or an

opera, or a poet. Because it distinguishes us as human.” Bart Bok

A.1 Jupiter Scaling Derivation

When observing the sky with a radio telescope, we measure, for a signal of antenna tem-

perature TA, a specific intensity I proportional to the received power

I =
2k
λ2 TA, (A.1)

where λ is the wavelength of interest. The unpolarized flux density S for an unresolved

source is

S =
2kTA

Ae
, (A.2)

where Ae is the effective area of the telescope used Ae = λ2/Ω and Ω is the solid angle of

the telescope beam in the approximation where the main beam largely dominates. The flux

density measured is independent of the radio telescope performing the measurement.

When observing the Galaxy (sky background) with a radio telescope the intensity IS

would be

IS =
2k
λ2 TS G, (A.3)
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where TS G is system noise temperature for an observation of the Galaxy. TS G is the sum of

the noise contributions in the beam

TS G = TG + Ti, (A.4)

where TG is the antenna temperature measured for the Galaxy, i.e. TG = 60Kλ2.55, and Ti

is the instrumental noise. By definition the System Equivalent Flux Density (S S ) would be

S S =
2kTS G

Ae
=

2k (TG + Ti)
Ae

. (A.5)

The units of S S are in Jy. Then, the background intensity of the sky IS measured in the data

would be

IS =
2k
λ2

(TG + Ti) . (A.6)

If we compare two different sky observations (i.e. IS 1 and IS 2) with different instruments

and at different wavelengths we have

IS 1

IS 2
=

(
λ2

λ1

)2 (
TG1 + Ti1

TG2 + Ti2

)
. (A.7)

When observing Jupiter with a radio telescope, the flux density S J would be

S J =
2kTS J

Ae
, (A.8)

where TS J is the system noise temperature of an observation of Jupiter. The system noise

temperature TS J now includes contributions from Jupiter, the Galaxy, and the instrument

TS J = TAJ + TG + Ti, (A.9)

where TAJ is the observed antenna temperature for Jupiter. TAJ is >> than both Ti and TG,



191

therefore, the flux density S J becomes

S J =
2kTAJ

Ae
. (A.10)

Hence, the intensity of Jupiter observed by a radio telescope would be

IJ =
S JAe

λ2 . (A.11)

If we compare the intensities of two observations of Jupiter (i.e. IJ1 and IJ2) using different

instruments and at different wavelengths we have

IJ1

IJ2
=

(
λ2

λ1

)2 (
Ae1

Ae2

)
. (A.12)

We consider an observation of Jupiter (Obs #1) with instrument 1 (IJ1) in a given fre-

quency range (e.g. 16-26 MHz) and an observation of the sky background (Obs #2) with

instrument 2 (IS 2) in an arbitrary frequency range (e.g. 50-60 MHz). The instruments and

frequency ranges in these observations do not have to be the same. The goal is to synthesize

a signal (Isim) with the sky background (IS 2) from Obs #2 plus the Jupiter signal as it would

have been observed with instrument 2 (IJ2) and attenuated by a factor α

Isim = IS 2 + αIJ2. (A.13)

Therefore, we have

Isim =IS 2

[
1 + α

(
IJ2

IS 2

)]
, (A.14)

=IS 2

[
1 + α

(
IJ2

IJ1

) (
IJ1

IS 1

) (
IS 1

IS 2

)]
, (A.15)

where IS 1 is the sky background in Obs #1. IS 1 has to be measured in an OFF-beam in

Obs #1 since the Jupiter emission in the ON-beam is so immense. By using equation (A.7)

for the sky background ratio and equation (A.12) for the Jupiter signal ratio, we find that
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Isim is equal to

Isim =IS 2

[
1 + α

(
IJ1

IS 1

) (
TG1 + Ti1

Ae1

) (
Ae2

TG2 + Ti2

)]
, (A.16)

Isim =IS 2

[
1 + α

(
IJ1

IS 1

) (
S S 1

S S 2

)]
. (A.17)

Jupiter’s intensity IJ1 and the intensity of the sky IS 1 in Equation (A.17) can be measured

directly from the data in Obs #1 (Section 6.3.2). Equation (A.17) is used as Equation (6.2)

in the main text.
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Appendix B

“It is the quality of the moment, not the number of days, or events, or of actors, that

matters.” Ralph Waldo Emerson

B.1 Elliptical correction

Typically, the distribution of points is not ’circular’ in the Q2 scatter plot (normalized

high-pass filtered intensities, Fig. 6.5a). This is an indication that left-over RFI and/or

ionospheric fluctuations affect both the ON- and the OFF-beam simultaneously, leading to

points close to the main diagonal. We are interested in signal only identified in the ON-

beam (i.e. close to the x-axis), and, to be able to quantify the background of spurious

events, the signal identified only in the OFF-beam (i.e. close to the y-axis). In order to be

able to detect points close to the x- and y-axis more easily, we circularize the ellipse in the

following way:

• We determine the eigenvalues and eigenvectors of the distribution of points.

• The eigenvector gives the angle α of the principal axis of the distribution. It is very

close to 45◦, showing that there is indeed correlated signal in both beams.

• The eigenvalues give the width of the point distribution along the principal axis and

in the direction perpendicular to it.

• We fit an ellipse (tilted at the angle α) to the distribution of points. For each point

on the ellipse, we calculate the distance of the point from the origin, rellipse(ϕ). We

normalize rellipse(ϕ) by rellipse(0).
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• Going back to the initial point distribution, we determine its position in polar coor-

dinates (rdata, ϕ), and scale rdata(ϕ) by rellipse(ϕ).

Figs. 6.5a and 6.5b show a (simulated) point distribution before and after this elliptical

correction. The red, filled squares show that data-points on the x- and y-axis are unaffected

by this procedure; data-points close to the main diagonal are most strongly affected. Most

importantly, this transformation preserves the polar angle ϕ of each data-point.

The black points in Figs. 6.5a and 6.5b represent what we expect from an observation,

namely sky noise plus a few signal datapoints (injected at ON∼4.0 and OFF∼0.0 in this

example). Before elliptical correction, data-points on the x- and y-axis are difficult to pick

out by automatic procedures. In particular, the number of points in the hatched orange

and blue regions are very close (18 and 20, respectively). This would not be labelled as a

detection. After elliptical correction, outliers on the x- and y-axis are much easier to locate.

In particular, there are clearly more points in the orange than in the blue hatched region

(14 and 5, respectively). In this way, the elliptical correction renders the pipeline more

sensitive towards the expected signal.
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“If I have seen further than others, it is by standing upon the shoulders of giants.” Sir

Isaac Newton.
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Bakos, G. Á., Hartman, J., Torres, G., Latham, D. W., Kovács, G., Noyes, R. W., Fischer,
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Collier Cameron, A., Bouchy, F., Hébrard, G., Maxted, P., Pollacco, D., Pont, F., Skillen, I.,

Smalley, B., Street, R. A., West, R. G., Wilson, D. M., Aigrain, S., Christian, D. J., Clark-

son, W. I., Enoch, B., Evans, A., Fitzsimmons, A., Fleenor, M., Gillon, M., Haswell,

C. A., Hebb, L., Hellier, C., Hodgkin, S. T., Horne, K., Irwin, J., Kane, S. R., Keenan,

F. P., Loeillet, B., Lister, T. A., Mayor, M., Moutou, C., Norton, A. J., Osborne, J., Par-

ley, N., Queloz, D., Ryans, R., Triaud, A. H. M. J., Udry, S., & Wheatley, P. J. 2007,

MNRAS, 375, 951



204

Collier Cameron, A., Guenther, E., Smalley, B., McDonald, I., Hebb, L., Andersen, J.,

Augusteijn, T., Barros, S. C. C., Brown, D. J. A., Cochran, W. D., Endl, M., Fossey,

S. J., Hartmann, M., Maxted, P. F. L., Pollacco, D., Skillen, I., Telting, J., Waldmann,

I. P., & West, R. G. 2010, MNRAS, 407, 507

Colón, K. D., Ford, E. B., Lee, B., Mahadevan, S., & Blake, C. H. 2010, MNRAS, 408,

1494

Copperwheat, C. M., Wheatley, P. J., Southworth, J., Bento, J., Marsh, T. R., Dhillon, V. S.,

Fortney, J. J., Littlefair, S. P., & Hickman, R. 2013, MNRAS, 434, 661

Cowley, S. W. H., Bunce, E. J., & Nichols, J. D. 2003, JGR, 108, 8002

Croll, B., Albert, L., Lafreniere, D., Jayawardhana, R., & Fortney, J. J. 2010, ApJ, 717,

1084

Croll, B., Lafreniere, D., Albert, L., Jayawardhana, R., Fortney, J. J., & Murray, N. 2011,

AJ, 141, 30

Crossfield, I. J. M., Barman, T., Hansen, B. M. S., & Howard, A. W. 2013, A&A, 559, A33

Crossfield, I. J. M., Hansen, B. M. S., & Barman, T. 2012, ApJ, 746, 46

Csizmadia, S., Renner, S., Barge, P., Agol, E., Aigrain, S., Alonso, R., Almenara, J.-M.,
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Smalley, B., Southworth, J., Triaud, A. H. M. J., Udry, S., Van Grootel, V., & West,

R. G. 2014, A&A, 562, L3

Gillon, M., Demory, B.-O., Triaud, A. H. M. J., Barman, T., Hebb, L., Montalbán, J.,

Maxted, P. F. L., Queloz, D., Deleuil, M., & Magain, P. 2009, A&A, 506, 359

Gillon, M., Hatzes, A., Csizmadia, S., Fridlund, M., Deleuil, M., Aigrain, S., Alonso, R.,

Auvergne, M., Baglin, A., Barge, P., Barnes, S. I., Bonomo, A. S., Bordé, P., Bouchy, F.,
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B., Perumpilly, G., Esquerdo, G. A., Sasselov, D. D., Stefanik, R. P., Lázár, J., Papp, I.,
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Faedi, F., Foxell, E., Gänsicke, B. T., Gillen, E., Grange, A., Günther, M. N., Hodgkin,

S. T., Jackman, J., Jordán, A., Louden, T., Metrailler, L., Moyano, M., Nielsen, L. D.,

Osborn, H. P., Poppenhaeger, K., Raddi, R., Raynard, L., Smith, A. M. S., Soto, M., &

Titz-Weider, R. 2018, MNRAS, 475, 4476

Wilson, P. A., Sing, D. K., Nikolov, N., Lecavelier des Etangs, A., Pont, F., Fortney, J. J.,
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