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Abstract

In silicon technology, device metrics such as power, delay, and reliability are hitting a brick wall,

prompting industry to seek alternative materials, designs, and switching principles. This thesis

investigates bio-inspired computing components through a case study that uses signal processing

in axonal systems. A physics-based model is developed for each component of the action potential

generation in an axon. The two main building blocks of an axon system consist of sequentially

activated voltage-gated ion channels (the switch) and adenosine triphosphatase powered ion pumps

(the battery). However, the primary aim in this investigation is not to replicate the biological

details, but to replace the quantitatively accurate yet empirical operational equations with qualitative,

physics-based microscopic models. The primary purposes of focusing on the physics in this study

are to deconstruct biological components in terms of solid-state analogues and to understand their

potential use for efficient low-power switches, even within conventional Boolean logic. Accordingly,

a nano-electro-mechanical field-effect transistor, i.e., a relay, is used to model the ion channel in

order to explain how these ion channels are similar to cantilevers that can switch efficiently. The

model developed matches the 7.5mV/decade sub-thermal switching of the low-power sodium channels

because it captures both the phase transition from metastable state to stable state and the charge

multiplication effect. The electronic ratchets act as the ion pump that uses an energy source

(adenosine triphosphate hydrolysis) to power ion flow against a concentration gradient to recharge the

battery. This dissertation develops an electronic analogue of a ratchet, essentially a non-equilibrium

diode. Furthermore, the research demonstrates that with the ratchet, universal Boolean logic is

efficiently implemented and in fact, proves analytically why the electronic ratchet is low power due

to ratchet being a voltage-controlled current source. The detailed modeling of the nano-mechanical

relays and the ratchets using transport theory identify and conclude the underlying physics behind

these devices’ power efficient operations and limitations while making connections to the individual

components in the axonal networks.
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1.1 The figure above is a typical neuron structure with its components: The dendrite, the
nucleus, and the axon. The axon itself consists of ion channels (switches) and ion
pumps (batteries) that help the propagation of signals between neurons without any
signal decay or signal distortion [2]. The ion channels break the Boltzmann limit of
switching seen in solid-state devices [3]. The nano-mechanical relays are similar to the
ion channels that open and close pores to allow passive transport of ions from outside
of the axon to inside or vice versa in the direction of ionic gradient. Ion pumps work
like water molecules moving uphill and are similar to low power mechanical pumps
that work against a gradient [4]. These two components help the axon to establish the
potential difference between the inside and the outside of the axon in the electrical
signal generation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.2 If we zoom into the axon’s individual compartments, we can see simple similarities
to known mechanisms and components from our daily lives. The ion pumps in the
axon are very similar to peristaltic pumps and the ion channels are like the electrically
operated relay switches [5]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.3 This figure represents three significant components of axonal networks that generate
different parts of the electrical signals. In a typical axon, both the sodium and the
potassium channels are closed when the membrane voltage is at resting potential.
When external signals in the form of a traveling wave arrive at the axon hillock,
they accumulate and start to increase the membrane voltage. When the established
predefined threshold voltage is reached, the action potential is generated. As the ion
channels close, the ions can no longer flow inward nor outward passively. These ions
need to be actively transported in or out of the cell membrane by the ion pumps in
order to restore the original balance. . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.4 Alternatives to biological elements in solid-state devices: the sodium/potassium
voltage-dependent ion channels ⇐⇒ the nano-electro-mechanical relay acting as the
passive switch to allow the movement of ions with the gradient (shown in red and
green) and the ion pumps ⇐⇒ the electronic ratchet performing as an active battery
to move ions against the gradient (shown in blue). . . . . . . . . . . . . . . . . . . . 7

1.5 Action potential spiking mechanism: The opening and closing phases of the sodium
and potassium channels during the initiation of an action potential. First the sodium
channels are activated, followed by the activation of the potassium channels, which
allows passive transport of ions to create a traveling spike [6]. When the membrane
potential undershoots the predefined resting potential, the sodium-potassium ion
pumps start to work actively to replenish the signal decay. . . . . . . . . . . . . . . . 8
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1.6 The sodium-potassium ion pump is used in the generation of action potential in the
axonal networks by utilizing the non-equilibrium nature of the axon. Ion pumps
provide their energy through the hydrolysis of Adenosine-triphosphate molecules and
act as an active battery in the axon over a finite noise frequency range. Ion pumps
use a saw-tooth shaped flashing potential (shown at right) to move the ions against a
concentration gradient [7]. Biological systems are rife with examples of asymmetric
potentials that are purported to shuttle elements (typically motor proteins) in the
absence of global potentials. This is similar to electronic ratchets in that they transduce
local spatial asymmetries into directed currents in the absence of a global bias by
rectifying temporal signals that reside far from thermal equilibrium. . . . . . . . . . 10

1.7 A closed view of the potassium channel in the axonal network. Upon activation, the
cantilever shaped lid moves conformationally and opens the pores allowing the passive
transport of potassium ions. They form energetically potassium-selective pores that
span the cell membrane. The diameter of the channel that allows the ions to pass
through generates the energetic selectivity of the ions. The ion channels differ with
respect to the ions that they allow to pass, such as Na+ and K+ ion. The notably
quick movement of the ions through the pore outperforms the conventional Boltzmann
limit in the modern CMOS transistors. . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.1 Ion pumps only operate with in the undershoot region of the action potential to
replenish the voltage to the original conditions. Because the ion pumps and the elec-
tronic ratchets both work against an energy gradient by utilizing the non-equilibrium
conditions, a connection can be made. Both devices use a flashing asymmetric potential
similar to the uphill movement of a water molecule [4], to move particles or molecules
against a gradient. In the ratchets, the asymmetry is created by the interdigitated
electrodes, where as in the ion pumps the asymmetry is generated by the sticking and
detachment of the ATP molecules. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.2 Figure above shows the carrier concentration with respect to the effects of the fluctuat-
ing asymmetric potential profile. Computing mechanism for a bistate quantum ratchet
is simulated with 135 nm barrier length, 1.67 GHz AC clock, and ∼20 kT barrier
height utilizing quantum flow and relaxation. (A) Interdigitated electrodes between
two conductor planes creating the desired asymmetric local potential profile in the
channel. (B) Initial carrier distribution (shaded area) when potential (dashed line) is
“ON”. The carriers are localized in the second well and can not diffuse to neither right
or left well. (C) Distributed carriers when potential is “OFF”. The carriers diffuse
in both right and left directions equally. (D) Electron distribution when potential
is again turned back on at the heated state. The red line n− stands for the carriers
overcoming the barrier peak on the left (back-flow), while n+ stands for those on
the right (forward-flow). Since n+ is bigger than n−, a net flow to the right results.
(E) Relaxed stage at the end of each cycle, where the electron distribution (n/n0) is
reseted to the initial equilibrium solution to cool the system down. . . . . . . . . . . 15

2.3 Prototypical geometry of a ratchet consisting of an interdigitated top gate, which
creates the asymmetric time varying potential, and a back gate, which determines
the initial number of carriers in the channel by shifting the Fermi level. The current
driven by the top gate is used to build up voltage, which can be used to back gate the
next cascaded ratchet in the logic architecture. This asymmetric potential profile is
very similar to the ion pump potential profile shown in Fig. 1.6 . . . . . . . . . . . . 16

2.4 Simulation of the potential profile for a ratchet with 135 nm barrier length using the
Laplace tool box in MATLAB (PDEtool). The positive electrodes are 25 nm in width
whereas the grounded electrodes are 10 nm in width to increase the asymmetry. The
a/b separation factor between the electrodes is 3. The lower figure shows the Laplace
potential through the center of the Si channel. . . . . . . . . . . . . . . . . . . . . . 17
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2.5 (A) Spatiotemporal ratchet potential, with a prominent spatial asymmetry with four
barriers. (B) Contour-plot of this ratchet potential progressively turned ON between
0.02 and 0.08 ns and then turned OFF after 0.8 ns. (C) Colormap of the current
density over this time (blue is negative, red is positive, and green is zero). As seen from
the figure, the drift segment of the current during the potential upcycle is actually
two phased, showing a quick initial drift down the steeper slope (thin, localized dark
blue to cyan), followed by a slower drift of a larger number of particles (hence, a
net positive current) down the smaller slope shown in spreading red to yellow. The
current density plots shown in (D) are the snapshots at time instances marked by the
horizontal dashed lines in (C). During down cycle, the back and forward propagating
currents (blue and red, near t = 0.157 ns) are comparable as the diffusion process is
symmetric in space whereas when potential is turning up, near t = 0.032 ns back-flow
dominates and at t = 0.067 ns the forward-flow is more prominent. Thus, the net
current flow proceeds with a two-phased drift, supplanted gradually by a symmetric
diffusion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.6 (A) Asymmetric ratchet potential changes with time and space. (B) Particles are
evenly distributed (localized) in bins when the potential is raised and how the particles
move to the right with the oscillating top gate (the blue area in between localized
bins shows the pathway of particles moving right). (C)-(E) Total, drift, and diffusion
current densities. One can see that drift current opposes the diffusion current at all
the times, but their magnitudes are different, thus resulting in a net flow to the right.
As discussed in the previous sections, the second phase of the two-part drift current
shown in yellow moves the particles to right, then the diffusion current spreads the
particles evenly right and left. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

2.7 (A) Drift-diffusion simulation of the electronic ratchet showing the charging of a load
capacitor. After 11 clock cycles the particles are distributed equally among all the
barriers and there is a net forward-flow of current to the right. The two-phase drift
current is less prominent as the VOC is built-up, but still exists as seen in the (B)-(E)
(darker red colors start changing to orange/yellow colors as the VOC increases). As the
particles reach the right side (L = 6 µm), they are ejected by the system and charge a
localized back gate capacitor to a VOC of ≈145 mV. . . . . . . . . . . . . . . . . . . 23

2.8 Conventional versus adiabatic charging. (A) CMOS circuits are conventionally charged
using a DC voltage source. (B) By using a low frequency AC voltage source, the
capacitor can be charged while dissipating less energy [8]. . . . . . . . . . . . . . . . 25

2.9 Structure of a single ratchet and its circuit representation, showing the input and
output ports of the ratchet modeled a voltage-controlled current source. . . . . . . . 27

2.10 Equivalent circuit of the charging behavior of the ratchet. The ratchet acts as a
voltage-controlled current source, where current is a function of the voltage on the
capacitor. The current is at a maximum Im initially when the capacitor is uncharged.
As the voltage builds up, the reverse current decreases the net current, until the
capacitor reaches the open-circuit voltage, VOC when there is a zero net current. . . 28

2.11 Circuit model for the ratchet. An adiabatic clock is modeled using an inductor L and
the top gate capacitor C1. A (virtual) diode is used to capture the unidirectional
current (ratchet) which drives charging of the load capacitor C2. . . . . . . . . . . . 29

2.12 Energy dissipated as a function of ωL for a fixed input energy on the inductor. The
energy dissipated is calculated by taking the integral of the dissipated power I2R at
t =∞. The energy goes to almost zero in the adiabatic limit. . . . . . . . . . . . . . 31

2.13 Logic circuits are built by cascading ratchet gates together. The first ratchet builds
up an open-circuit voltage which is then used to charge or discharge the back gate of
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2.14 Ratchet inverter computing mechanism. (A, Case 1) Vin is low and moves Fermi level
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2.15 (A) Ratchet NAND gate and (B) NOR gate with the extra balance capacitors. Balance
capacitors helps the models to have stable transient current, thus eliminating the
metastability during the transitions. . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

2.16 Circuit simulation using the circuit diagram in Fig. 2.11 showing the following results:
The voltage being stored on the back gate capacitor compared with the drift-diffusion
simulations. For the values of the circuit elements, we use the parameters listed on
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3.6 The transcendental equation obtained by taking dU(θ∗)/dθ∗ = 0 is shown as the
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Chapter 1

Introduction

The International Technology Roadmap for Semiconductors predicts that intrinsic device properties

such as leakage, power, and delay of complementary metal-oxide-semiconductor (CMOS) technology

are at the point of reaching their physical limits. This brick wall is compelling industry to invest

in and explore novel materials to replace or complement silicon [14]. As the aspect dimensions get

smaller, the two major hindrances in state-of-the-art CMOS technology are the Boltzmann-Shannon-

Landauer limit of 60 mV/decade subthreshold swing (SS) at room temperature and the increase in

both dynamic and static power dissipation. Dynamic power is proportional to CLoadfV
2
DD, where

lowering the supply-voltage (VDD) technically reduces the power consumption. Static power splits

into two major parts: gate leakage that can be enhanced by the use of high-k gate dielectric materials

and subthreshold leakage that can be improved by improving the channel doping profile. However,

new devices that truly lower subthreshold and gate leakage while operating at lower supply voltages

are required to solve the power dissipation problem completely.

An ideal solution would allow almost zero leakage in OFF stage while expending less power during

ON stage and while processing with minimal delay without degrading the performance and reliability

of the system. An important example of this ideal solution can be biological networks, such as the

nervous system, that utilize many different devices and concepts to overcome the energy trade-off

problem (See Fig. 1.1). The nervous system utilizes steep-switching devices and ambient thermal

energy to lower power consumption. Axonal networks also use various devices (such as simple,

everyday pumps and relays as seen in Fig. 1.2) and coding mechanisms to improve their efficiency,

speed, and power consumption. Because the information carriers are massive ions rather than

1
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Figure 1.1: The figure above is a typical neuron structure with its components: The dendrite, the
nucleus, and the axon. The axon itself consists of ion channels (switches) and ion pumps (batteries)
that help the propagation of signals between neurons without any signal decay or signal distortion [2].
The ion channels break the Boltzmann limit of switching seen in solid-state devices [3]. The nano-
mechanical relays are similar to the ion channels that open and close pores to allow passive transport
of ions from outside of the axon to inside or vice versa in the direction of ionic gradient. Ion pumps
work like water molecules moving uphill and are similar to low power mechanical pumps that work
against a gradient [4]. These two components help the axon to establish the potential difference
between the inside and the outside of the axon in the electrical signal generation.

electrons, the key methods to increasing speed in biological networks are the multi-wire representation

of information and parallel information processing. State-of-the-art CMOS technology can only

achieve lower subthreshold, gate leakage, and supply voltages at the expense of device performance,

causing industry to shift toward multi-core processors similar to biological systems (specially the

brain) in order to recover system throughput [15].

1.1 Beyond CMOS in Solid-state

In more recent decades, development in semiconductor industry has progressed with the transistor

density guidelines of Moore’s Law. Many engineers and scientists are working toward new designs,

new switching paradigms, and turning to innovative materials to replace the conventional CMOS.

Non-charge-based devices are investigated as a possible alternative. For example, spin-based logic
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Figure 1.2: If we zoom into the axon’s individual compartments, we can see simple similarities to
known mechanisms and components from our daily lives. The ion pumps in the axon are very similar
to peristaltic pumps and the ion channels are like the electrically operated relay switches [5].

stores information by using the electron’s spin degree of freedom in a free layer of a Magnetic

Tunnel Junction. The spin transfer, as opposed to the charge transfer, propagates the signal. As

a result, these spin devices use less power and are non-volatile. The directions of the two spins

of the ferromagnetic films can be switched individually by applying an external magnetic field,

allowing fast write and read [16, 17]. However, its limitations are the switching field strengths

to avoid spontaneous switching and maintaing low write-error-rates. Up to the present time, the

error-rates in spin-based logic are higher than the required reliability standards of CMOS industry [18].

A number of non-silicon channel materials are being considered as a replacement for silicon-channel

devices. These non-silicon options include typical semiconductor materials such as SiGe or Ge, and

various III-V material combinations such as GaAs. Advantages of these semiconductor materials

include lower scattering under stress and lower effective mass, which permits higher bulk electron

and hole mobility. However, these semiconductor materials lack good electrostatic control due to

fabrication challenges of depositing high quality gate dielectrics on the channel [19]. Another major

challenge is developing a low-cost and defect-free process technology to deposit III-V materials and

Ge on top of the silicon wafers.
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Carbon-based electronics, mainly carbon nanotube (CNT) and its planar form graphene, are

possible candidates. CNTs used as interconnects exhibit excellent intrinsic performance, high carrier

mobility, and high current density, while CNT field-effect-transistors (FETs) exhibit high gain and

can be considered novel devices [20, 21]. Various CNT-FETs have been studied, but due to their

large intrinsic contact resistance, lack of chirality control, and difficulty in patterning and aligning

multiple tubes to build circuits, CNT-FETs have not been a viable replacement for silicon in mass

production [22, 23]. Given the semiconductor industry’s significant investment in planar fabrication

techniques, solutions compatible with current industry practice are clearly preferable.

Due to its planar-fabrication techniques and properties similar to CNTs, intrinsic graphene

emerges as a serious contender for the post-silicon era. However, the biggest setback of using intrinsic

graphene in digital applications is the absence of a bandgap, which is required to distinguish between

high and low current states for reliability in digital logic [24]. Various experiments have demonstrated

the opening of a bandgap by either applying a vertical electrical field on bilayer graphene [25, 26], or by

using quantum confinement in the form of narrow graphene nano-ribbons (<10 nm in width) [27, 28].

However, bandgap opening comes at the expense of graphene mobility [29]. Additionally with current

fabrication techniques, the typical fabricated graphene transistors have bandgaps that are less than

0.4 eV, lack of saturation, and the presence of tunneling currents that prevent complete OFF states

for both n-FET and p-FET [27, 30].

Previous research has also focused on finding alternatives to conventional CMOS Boolean logic

by using electronic ratchets [8]. Electronic ratchets are devices that are not bound by equilibrium

conditions. Ratchets extend the principles of Brownian motors in order to charge carrier systems.

Brownian motors, when placed under non-equilibrium conditions, can harness thermal fluctuations

for directed motion [31, 32]. Electronic ratchets are energy efficient voltage dependent current sources,

similar to low power ion pumps in an axon, that require minimal energy to restore the system back

to equilibrium conditions in the axon. Ratchets are very amenable to being used in alternative

logic design, because they operate at slower speeds than the industry’s clock requirements for high

performance computation. For example the binary decision diagram (BDD), which is used to guide

the majority of electron flow directionally to outputs and the majority gate logic, returns a true

value if more than 50% of the inputs are true [33].



1.2 Project Contributions 5

Alternative transistor designs such as tunnel FETs are being investigated as a possible replacement

for conventional silicon based transistors [34]. Tunnel FETs use band-to-band tunneling, an electron

in the valance band tunnels across the band gap to the conduction band without the assistance of

traps. The band gap acts as the source-to-drain potential barrier that the particle tunnels across,

thus managing experimentally to achieve SS lower the 60 mV/decade [35]. The greatest challenge

with tunnel FETs is achieving high performance (high ON current) without degrading the OFF

current and maintaining an SS of less than 60 mV/decade [36]. This non-zero OFF current results in

a lower limit in energy efficiency due to high static power consumption.

An additional example of low subthreshold devices is Nano-electro-mechanical FETs (NEMFETs).

NEMFETs are conformational transistors, meaning that the gate controls the current through the

angular movement of the conducting cantilever [37]. In CMOS, the gate controls the induced charge.

The charges are thermionically propagated from the source to the drain over a barrier, thus limiting

the steepest transition to 60 mV/decade. However, in the NEMFETs, the applied gate voltage

controls the movement of the lever instead of the channel resistance. The conformational movement

of the nano-cantilevers results in zero gate leakage current, zero OFF current, and most importantly,

SS<< 60 mV/decade switching due to phase transition from metastable state to stable state and

charge multiplication [38]. NEMFETs have been used to implement Boolean logic with almost

zero-leakage current, solving one of the major problems of the industry [39]. These cantilevers

confront the challenge of achieving aggressive dimensions without adhesion issues. Previous studies

have indicated that nano-mechanical relays can be integrated with the CMOS for improved stability

and low leakage [40].

1.2 Project Contributions

In order to further analyze and understand how biological devices are more power efficient than

silicon devices, we replace the quantitatively accurate yet empirical biological equations with the

Table 1.1: Carbon device’s efficiency compared to Silicon devices in 1 mm3 system [1]

Silicon Carbon

Memory 3 x 103 bit (1016 bit/cm3) ∼ 107 bit (1019 bit/cm3)

Logic 3 x 104 bit (1017 bit/cm3) ∼ 106 bit (1018 bit/cm3)

Energy per bit 10−18 J 10−20 J

Power 10−9 W 10−13 W
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Figure 1.3: This figure represents three significant components of axonal networks that generate
different parts of the electrical signals. In a typical axon, both the sodium and the potassium channels
are closed when the membrane voltage is at resting potential. When external signals in the form of a
traveling wave arrive at the axon hillock, they accumulate and start to increase the membrane voltage.
When the established predefined threshold voltage is reached, the action potential is generated. As
the ion channels close, the ions can no longer flow inward nor outward passively. These ions need
to be actively transported in or out of the cell membrane by the ion pumps in order to restore the
original balance.

qualitatively, physics-based microscopic models. The complexity of the nervous systems makes it

necessary to look at different levels of abstractions. Table 1.1 illustrates how biological devices have

superior memory, logic, energy per bit, and power properties when compared to silicon devices in a 1

mm3 system. The individual axonal network elements work together to create non-decaying electrical

signals called the action potential (AP). As seen in Fig. 1.3, generation of an AP is divided into two

significant components: the voltage-dependent ion channels that work passively with the voltage

gradient (switch) and the ion pumps that work actively against the gradient (battery) [41]. By

modeling these low power axonal devices’ solid-state counterparts, we derive connections, limitations,

and propose alternative devices for the future of modern electronics. We demonstrate the physics

behind the operation of individual elements in the axonal networks and prove the reasons as to why

they operate efficiently at low power.
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Figure 1.4: Alternatives to biological elements in solid-state devices: the sodium/potassium voltage-
dependent ion channels ⇐⇒ the nano-electro-mechanical relay acting as the passive switch to allow
the movement of ions with the gradient (shown in red and green) and the ion pumps ⇐⇒ the
electronic ratchet performing as an active battery to move ions against the gradient (shown in blue).

To aid in the understanding of the biological system’s power efficiency, we model similar solid-state

analogues that focus on physics in order to deconstruct biological components. We demonstrate that

the solid-state analogues of the ion pumps are electronic ratchets and that the ion channels are the

nano-mechanical relays (as seen in Fig. 1.4). In this work, the non-equilibrium electronic ratchet

is modeled within both the classical and quantum limits. Ratchets with an asymmetric potential

profile are calculated to move particles without the use of drain bias, thus lowering static dissipation.

Additionally, since the ratchets function as a gate voltage-controlled current source, they also have

the potential to reduce the dynamic dissipation that is associated with charging and discharging

capacitors [42]. However, the speed and clock frequency versus size scaling can limit the overall

performance of the electronic ratchet in modern electronics.

The ion channels’ replacement, dipole-coupled nano-electro-mechanical FETs, are modeled by

using the Landauer based transport model for electrons. The dynamics are driven by a thermal

transition between a metastable and a stable ground state in the energy landscape. This landscape

is composed of the elastic energy of the cantilever and the dipolar torque exerted by a van der Waals

interaction at the drain. The individual pull-in and pull-out phases demonstrate a remarkably low
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subthreshold swing driven by both a dipole-based charge multiplication effect, and an abrupt phase

transition that closes the air gap between the end of the cantilever and the drain [38] The hysteresis

loop, mechanical delay, and loss of elasticity as cantilever scale down in size limit the performance of

nano-mechanical relays in the semiconductor industry.

1.3 Biological Devices and Solid-state Analogues

Understanding the solid-state’s connections to axonal devices requires delving into the individual

current components that comprise action potentials. When not firing an AP, the lipid bilayers in

the axon separate a sodium rich positive potential on the outside from a potassium rich negative

potential in the inside. This initial potential difference across the membrane is called the “resting

potential”, meaning both the sodium and the potassium channels are shut and the ion pumps are

inactive (seen in Fig.1.5A). The “depolarization” phase starts, when an external signal in the form

of a traveling wave arrives and increases the membrane potential by a predefined amount. The

Figure 1.5: Action potential spiking mechanism: The opening and closing phases of the sodium
and potassium channels during the initiation of an action potential. First the sodium channels are
activated, followed by the activation of the potassium channels, which allows passive transport of
ions to create a traveling spike [6]. When the membrane potential undershoots the predefined resting
potential, the sodium-potassium ion pumps start to work actively to replenish the signal decay.
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depolarization phase generates an electromagnetic field strong enough to distort the shape of the

channel protein (the relay) so that it opens up a physical cavity. Through this gap the Na+ ion’s

influx begins across the membrane, as shown in Fig.1.5B. The sodium ions move from a high concen-

tration to a low concentration to create equilibrium. The continued inflow of sodium ions, further

increases the membrane potential and opens more sodium channels. Opening of all available sodium

channels causes a rapid upswing of membrane potential known as the “rising” phase (seen in Fig.1.5C).

Meanwhile, the passive influx of sodium ions reverses the polarity of the membrane, causing

the sodium channels to deactivate and the potassium channels to activate. Potassium channels

open by mechanically moving the protein relay, triggering a passive outward flow of the K+ ions.

Consequently, the absolute value of membrane potential decreases. This is called the “falling” phase,

as shown in Fig.1.5D. The electrochemical potential returns to resting value and overcompensates

the membrane potential. This overcompensation is due to the fact that the potassium channels

do not respond immediately to the voltage change, and therefore close more slowly. This transient

negative shift in membrane potential is due to additional potassium currents and is called the

“undershoot” or “dead-time” (shown in Fig.1.5E). The net outcome is a voltage pulse with a character-

istic shape that propagates directionally along the axon, alternatively opening and closing the switches.

Ultimately all the channels (switches) close and a series of sodium-potassium pumps (battery)

start working to move ions. Ion pumps replenish the signal voltage decay by carrying ions actively

against a voltage gradient through the hydrolysis of Adenosine-triphosphate (ATP) molecules. As

the ion pumps move three sodium ions from the inside of the cell to the outside of the cell, two

potassium ions are simultaneously transferred from the outside of the cell to inside of the cell. This

unbalanced charge transfer contributes to the charge separation across the membrane and increases

the membrane voltage back to the resting potential as demostrated in Fig.1.5A.

1.3.1 Non-equilibrium Ratchets as the Ion Pumps

In this work, electronic ratchets are used to replicate and model the properties of ion pumps that

operate at low energies. Importantly, in ion pumps both sodium and potassium ions travel from areas

of low concentration to areas of high concentration (each ion is moving against its concentration

gradient). Ion pumps harvest energy from the applied field by means of field-induced conformational

fluctuations as demonstrated by Brownian ratchets. Ion pumps utilize the non-equilibrium nature of
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Figure 1.6: The sodium-potassium ion pump is used in the generation of action potential in the
axonal networks by utilizing the non-equilibrium nature of the axon. Ion pumps provide their energy
through the hydrolysis of Adenosine-triphosphate molecules and act as an active battery in the axon
over a finite noise frequency range. Ion pumps use a saw-tooth shaped flashing potential (shown at
right) to move the ions against a concentration gradient [7]. Biological systems are rife with examples
of asymmetric potentials that are purported to shuttle elements (typically motor proteins) in the
absence of global potentials. This is similar to electronic ratchets in that they transduce local spatial
asymmetries into directed currents in the absence of a global bias by rectifying temporal signals that
reside far from thermal equilibrium.

the axon and the correlated AC field across the membrane to generate an active ionic current. The

sticking and unsticking of the ATP molecules produce a potential profile in the pump that is similar

in appearance to a saw-tooth profile (Fig. 1.6) [7]. Although the hydrolysis of the ATP is an active

process that expends energy, when compared with conventional logic circuits, the power dissipated

from the systems is limited (both static and dynamic dissipation) [43].

The electronic ratchet extends the principles of Brownian motors to charge carrier systems.

Brownian motors, when placed under non-equilibrium conditions, can harness thermal fluctuations for

directed motion [32, 44]. Brownian motors are found across diverse areas of research that range from

ion pumping in artificial nano-pores [45], to biological motor proteins [46]. Likewise, the electronic

ratchet uses an asymmetric saw-tooth potential (see Fig. 2.4) to first drive carrier concentrations

away from equilibrium and then to lower the potential over time allowing the carriers to diffuse (see

Fig. 2.2). When the potential is again raised, the asymmetry of the potential causes more charges to

drift in one direction than the other, resulting in a net current flow (see Fig. 2.6). This process is

very similar to the movement of ions against the gradient in ion pumps.
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Figure 1.7: A closed view of the potassium channel in the axonal network. Upon activation, the
cantilever shaped lid moves conformationally and opens the pores allowing the passive transport of
potassium ions. They form energetically potassium-selective pores that span the cell membrane. The
diameter of the channel that allows the ions to pass through generates the energetic selectivity of
the ions. The ion channels differ with respect to the ions that they allow to pass, such as Na+ and
K+ ion. The notably quick movement of the ions through the pore outperforms the conventional
Boltzmann limit in the modern CMOS transistors.

1.3.2 Nano-electro-mechanical Relays as the Ion Channels

Nano-mechanical relays have similar properties to ion channels. These ion channels are more power

efficient than the state-of-the-art CMOS switches due to their small SS and extreme low OFF currents.

The ion channels are conformational proteins that help shape action potentials by controlling the

flow of ions across the cell membrane. Two very significant features of the ion channels cause them

to be important proteins for axonal networks. Firstly, the rate of ion transport through the channel

is very high. Secondly, the ions pass through the channels from a high electrochemical gradient to

a low electrochemical gradient. This passive passage is a function of both ion concentration and

membrane potential that works without the use of metabolic energy. Upon activation of ion channels,

the protein transmembrane helices move conformationally, opening a pore and allowing the passage

of 106 ions per second or greater (Fig. 1.7).

In electronics, the movement of the ion channel’s lid is very similar to the dipole induced

conformational movement of the nano-electro-mechanical relays (see Fig. 3.2). In theory, mechanical

switches can eliminate the trade-off between power supply and leakage since they have essentially

zero OFF current. Compared to the CMOS, these relays have high ON currents at smaller drain bias

voltages and lower power dissipation. The gate in CMOS modulates the current flow by controlling

the conductance of the channel, therefore CMOS requires optimal electrostatics. The charges are
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thermionically propagated from the source to the drain over a barrier in the presence of directional

drain bias, limiting the steepest transition to 60 mV/decade at room conditions. Like the ion channels,

mechanical relays break this limit (see Fig. 3.12) because they mechanically amplify the modulation

of the channel potential by the gate instead of amplifying the charge injection (charge multiplication).

Thus under high gate bias, the entire channel film becomes fully conductive. The gate electrode is

physically separated from the channel by a vacuum gap causing gate leakage to be zero. Opening

the lid and allowing passive transport with gradient permits that many particles are able to move

similarly to the ion channel for the expense of one.

1.4 Dissertation Overview

The remainder of this dissertation is organized as follows: Chapter 2 identifies a novel device, an

electronic ratchet, which is capable of driving current in the absence of an applied drain bias. By

using a time varying, asymmetric potential, we demonstrate the possibility of generating a net

directional current from drift-diffusion processes of charge carriers. Chapter 2 further discusses

connections between non-equilibrium electronic ratchets and sodium-potassium ion pumps. Chapter

3 presents the micro-scoping modeling of NEMFETs and profiles the significant characteristics of

these devices that allow for their future use in electronics. Next, a discussion of connections between

the ion voltage-gated channels with NEMFETs is presented. We focus on a comparison between

the results of the empirical ion channel equations and the described novel modeling of NEMFETs.

Finally, the dissertation concludes with Chapter 4, which summarizes all outcomes, findings, and

contributions. A list of possible extensions of the project is included. Appendix I describes in detail

how the body’s nervous system communicates information between neurons in the form of the action

potential spikes. Finally, we discuss how these action potentials are generated by two significant

components: the ion pumps, and the voltage-gated channels, and describe their properties.
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Non-equilibrium Ratchets

The largest impediment that sustained scaling faces is the thermal budget that arises from power

dissipation in CMOS logic circuits [31, 47]. Although Biological systems (axonal networks) target

very specific applications, as opposed to universal logic, they perform switching operations quite

efficiently, albeit at lower speeds. The principles utilized by many biological systems are quite

instructive, notably the use of analog encoding of signals (the inter-spike interval coding scheme) and

the employment of strongly non-equilibrium power sources (the ionic pump) [48]. In this chapter,

the electronic ratchets are modeled in a way similar to the Brownian motors. These motors use

non-equilibrium noise to create directed motion [49, 32, 44]. The main goal of this chapter is to

explore the distinct energy advantages of extending biological ratchet principles compared to solid-state

electronics. Specifically, we investigate the shuttling of charges without a global drain bias under

non-equilibrium conditions [50, 51, 52], such as the hydrolysis of ATP over a finite noise frequency

range. In Fig. 2.1, the connection between the electronic ratchet and the sodium-potassium pump is

demonstrated. Both devices use a similar flashing asymmetric potential that moves a water molecule

uphill against a gradient under non-equilibrium conditions.

This chapter identifies two distinct advantages of an electronic ratchets related to its device level

energetics. First, by modeling the ratchet, we understand that the absence of a drain bias needed to

create the global directionality that reduces the static dissipation. This is a distinct advantage in purely

current-controlled logic (e.g. a Binary Decision Diagram or BDD), and the developed analytical

equations show a deduction term in the dissipation. In a conventional CMOS incarnation, however,

charging an output capacitor converts this current source into an effective drain voltage. At this

13
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Figure 2.1: Ion pumps only operate with in the undershoot region of the action potential to replenish
the voltage to the original conditions. Because the ion pumps and the electronic ratchets both
work against an energy gradient by utilizing the non-equilibrium conditions, a connection can be
made. Both devices use a flashing asymmetric potential similar to the uphill movement of a water
molecule [4], to move particles or molecules against a gradient. In the ratchets, the asymmetry is
created by the interdigitated electrodes, where as in the ion pumps the asymmetry is generated by
the sticking and detachment of the ATP molecules.

stage, the second advantage of a ratchet is apparent: a voltage-controlled current source dissipates

less energy when charging the capacitor and is amenable to adiabatic charging. Conventional schemes

for adiabatic charging require precise timing information for signal synchronization. Because there is

a wait time for each capacitor to charge adequately, such a timing requirement is not demanded of

the electronic ratchets.

2.1 Ratchet Physics: A Toy Model

This chapter considers only a specific subset out of all possible ratchet types—“flashing ratchets”.

Fig. 2.2 shows the basic operation of a flashing ratchet and how the particles will accumulate around

a single potential minimum. This is how the ion pumps operate because the pump continuously

moves individual ions from one end to the other end while flashing its potential. However, in a
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Figure 2.2: Figure above shows the carrier concentration with respect to the effects of the fluctuating
asymmetric potential profile. Computing mechanism for a bistate quantum ratchet is simulated
with 135 nm barrier length, 1.67 GHz AC clock, and ∼20 kT barrier height utilizing quantum flow
and relaxation. (A) Interdigitated electrodes between two conductor planes creating the desired
asymmetric local potential profile in the channel. (B) Initial carrier distribution (shaded area) when
potential (dashed line) is “ON”. The carriers are localized in the second well and can not diffuse
to neither right or left well. (C) Distributed carriers when potential is “OFF”. The carriers diffuse
in both right and left directions equally. (D) Electron distribution when potential is again turned
back on at the heated state. The red line n− stands for the carriers overcoming the barrier peak on
the left (back-flow), while n+ stands for those on the right (forward-flow). Since n+ is bigger than
n−, a net flow to the right results. (E) Relaxed stage at the end of each cycle, where the electron
distribution (n/n0) is reseted to the initial equilibrium solution to cool the system down.

real electronic device, the particles will be distributed equally to every minima. A periodic poten-

tial with built-in local asymmetry is created by a sequence of interdigitated electrodes (see Fig.

2.2A). When the barriers are fully raised, the carriers injected into the channel localize around

the potential minima (see Fig. 2.2B). When the applied AC clock lowers the barriers (see Fig.

2.2C), the carriers spread out in both left and right directions, driven by thermal diffusion in the

classical limit and by wave packet evolution in the quantum limit, driven by the difference in phase

velocities of the individual Fourier components. When the potential is turned back on again, the

carriers drift down to the nearest valleys (see Fig. 2.2D). Owing to the local asymmetry of the

potential profile, there will be more carriers that have crossed the top of the barriers into each valley

compared to the barrier sitting further, because the diffusion occurs when the barriers are down. In
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other words, there is a progressive space-time averaged unidirectional movement of charges even

in the absence of a source-drain bias , driven simply by the non-equilibrium signal supplied by the clock.

The action of a ratchet can be described as a clock-driven current source that can be used to

build an open-circuit voltage, VOC , across a capacitor in a logic circuit. As the voltage builds on

the capacitor, it creates a back-flow until the reverse bias current cancels the ratchet current upon

complete charging of the capacitive load (In the ion pumps, the ratchets stops operating once enough

ions are moved across the membrane to reestablish the resting potential back, in order to prepare

the axon ready for another excitation.). A large open-circuit voltage allows the electronic ratchet

to drive the next stage, but this efficiency needs to be counter weighed against the corresponding

energy dissipated and the charging delay associated with building the voltage.

2.1.1 Asymmetric Potential Creation

Developing the asymmetric saw tooth potential on a semi-conducting channel material has been

demonstrated in number of experiments by many different methodologies[53, 54, 55, 56]. In [53],

authors have used different work function on electrode pairs, which were separated by 200 nm, to

Figure 2.3: Prototypical geometry of a ratchet consisting of an interdigitated top gate, which creates
the asymmetric time varying potential, and a back gate, which determines the initial number of
carriers in the channel by shifting the Fermi level. The current driven by the top gate is used to
build up voltage, which can be used to back gate the next cascaded ratchet in the logic architecture.
This asymmetric potential profile is very similar to the ion pump potential profile shown in Fig. 1.6
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Figure 2.4: Simulation of the potential profile for a ratchet with 135 nm barrier length using the
Laplace tool box in MATLAB (PDEtool). The positive electrodes are 25 nm in width whereas
the grounded electrodes are 10 nm in width to increase the asymmetry. The a/b separation factor
between the electrodes is 3. The lower figure shows the Laplace potential through the center of the
Si channel.

generate the asymmetric potential profile. They managed to fabricate 6 asymmetric barriers on a 2.5

µm (width) by 10000 µm (length) transistor channel with 70 mV surface potential difference. In [54],

investigators have showed that in order to achieve asymmetric potential with an in-plane interdigitated

comb-drive, the minimum engagement length of the comb must be twice the separation gap between

two adjacent combs. By using the interdigitated electrodes in [55], authors have demonstrated a

direct motion of particles when voltage difference is applied between the adjacent electrodes. In [56],

instead of being asymmetric in space (ratchet potential), investigators varied the time-asymmetry of

the drive and experimentally showed increases and decreases in the density of magnetic flux at the

center.

Fig. 2.3 shows a possible implementation of a ratchet-based switch. The design has a dual gated

device with a top and a back gate capacitor. The top gate, consisting of interdigitated metal plates,

creates a spatially asymmetric potential - obtained by solving Laplace’s equation (Fig. 2.4). An AC

signal applied to these plates creates a clock that periodically raises and lowers the potential barriers.

The ratchet mechanism (described in the next section) creates a net non-zero DC current averaged

over space and time, and this current progressively builds up a charge on the back gate capacitor.

This flashing movement of the potential is very similar to the potential profile generated in the ion
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pumps, by the dipoles sticking and unsticking to the surface (see Fig. 1.6). The back gate capacitor

represents the input gate to the next ratchet in series (not shown), shifting its Fermi energy and

turning it on so that the second ratchet can start shuttling charges. A suitable layout of a ratchet

array can then realize a NAND, a NOR or other generic Boolean logic gates.

2.1.2 Approximate Quasi-Analytical Result

Using the diffusion equation[57], near the valley at x0, the potential profile can be approximated as

U(x) ≈ U(x0) +
(x− x0)2

2
U ′′(x0) (2.1)

where dash represents a 1-D spatial derivative. The corresponding equilibrium initial carrier distribu-

tion becomes

N(x) ∝ exp[−U(x)/kT ] = n0 exp

[
− (x− x0)2

2σ2
0

]
(2.2)

where σ0 =
√
kT/U ′′(x0) is the standard deviation of Gaussian distribution and U(x0) is set to be

zero for convenience. After one computing cycle of the electronic ratchet (see Fig. 2.2), the net

carrier density difference between two neighboring potential wells is

∆N = n0Slbarr

[
erfc

(
b√

2σ2
0 + 4Dtoff

)
− erfc

(
a√

2σ2
0 + 4Dtoff

)]
(2.3)

where erfc is the complementary error function, and n0 = Ncexp(−Ef−Ec

kT ) is the initial carrier

density in the semiconducting channel, Nc is the effective density of states, Ef is the Fermi level, Ec

is the conduction band level, D is the diffusion constant, S is the channel cross-sectional area, lbarr is

the length of the potential barrier, ton is the duration of the “ON” part of the clock when the barrier

is raised, toff is the “OFF” time period when the barrier is lowered, a and b are the asymmetric

physical lengths defined in Fig. 2.2D. This expression also assumes that the drift time is smaller

than ton, i.e. the barrier is raised long enough for the charges to drift into the valley, whereupon

phonons rapidly relax their energy. Finally, the net space- and time-averaged current under zero

reverse bias becomes

I0 =
q∆N

ton + toff
(2.4)

It is clear that the current arises because of the asymmetry (a > b), driven by the clock frequency

related to ton,off .
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2.1.3 Simulating a Quantum Ratchet

The quantum flow of electrons in the electronic ratchet involves solving the time-dependent one-

electron Schrodinger equation

i~
∂ψ

∂t
−Hψ = 0 (2.5)

where H is the time-dependent Hamiltonian matrix describing the channel. The Hamiltonian is

described using the 1-D finite difference tight-binding formula

Hn,m = [Un + 2t0]δn,m − t0δn,m+1 − t0δn,m−1 (2.6)

where t0 ≡ ~2/2m∗a2 depends on the grid size a and the effective mass m∗. To calculate the ballistic

non-equilibrium flow in a drain-driven device, the self-energy matrices for injection and removal

is normally added in and coupled with bias-separated contact Fermi-Dirac distributions [58]. For

the electronic ratchet however, flow is generated simply by the time-dependence in H. In order to

visualize this short-circuit current, the model simply incorporates periodic boundary conditions for

the shuttling of charges. The initial state of the particles is obtained from the eigenvectors {α} and

eigenvalues Eα of the matrix [H] at the time instant t = 0, while the subsequent evolution of the

wave-functions is obtained solving the Crank-Nicholson approximation for its efficiency and simplicity

in computing

ψt+∆t = [1− iH∆t

2~
]−1[1 +

iH∆t

2~
]ψt (2.7)

In addition to a local asymmetry and an energy source, the ratchet requires dissipation to generate

a “reset” at the end of each cycle. A purely ballistic quantum evolution, described above, does

not have an inbuilt mechanism for relaxing the charges. As a result, the simulations show that the

process of continuously pumping energy into the ratchet from an AC field causes the carriers to heat

up and eventually fly off the barriers. Thus, at the end of each AC cycle, a way to remove the excess

energy is needed. Coupling the electrons with substrate phonons would remove that energy. Rather

than modeling this complex behavior, this relaxation is capture by using a “one-shot” procedure,

where at the end of each clock cycle, the electron distribution is reseted to the initial equilibrium

solution. The energy difference, between the equilibrium eigenvalue and that reached at the end of

the AC cycle, is the final dissipation value.

The time-dependent potential, Un ≡ U(xn), samples the asymmetric barrier shape, which is

modeled by U(x) = x2(1− x7). Periodic boundary conditions are invoked by setting H1,N = HN,1 =
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−t0, while open boundary conditions require self-energy matrices with Σ1(1, 1) = Σ2(N,N) = −t0eika.

While periodic boundary conditions suffice to see the shuttling of charges, and in addition provide

analytical simplicity for a closed circuit, there is a danger of tails of the wave-function escaping

the drain and re-injected from the source towards a valley and self-interfering, an issue that open

boundary conditions do not have. This becomes a bigger issue if the charges are allowed to build up

at the end for an open-circuit, whereupon the periodic boundary conditions cannot even be justified.

Consequently, open boundary conditions are used for the latter half of the chapter (see section 3.2.5).

2.1.4 Simulating a Classical Ratchet

Classically, simulations keep track of the charges rather than wave-functions, and evolve them by the

Newtonian drift-diffusion equation

∂N

∂t
= −∂(µξN)

∂x
+D

∂2N

∂x2
(2.8)

Figure 2.5: (A) Spatiotemporal ratchet potential, with a prominent spatial asymmetry with four
barriers. (B) Contour-plot of this ratchet potential progressively turned ON between 0.02 and 0.08
ns and then turned OFF after 0.8 ns. (C) Colormap of the current density over this time (blue is
negative, red is positive, and green is zero). As seen from the figure, the drift segment of the current
during the potential upcycle is actually two phased, showing a quick initial drift down the steeper
slope (thin, localized dark blue to cyan), followed by a slower drift of a larger number of particles
(hence, a net positive current) down the smaller slope shown in spreading red to yellow. The current
density plots shown in (D) are the snapshots at time instances marked by the horizontal dashed lines
in (C). During down cycle, the back and forward propagating currents (blue and red, near t = 0.157
ns) are comparable as the diffusion process is symmetric in space whereas when potential is turning
up, near t = 0.032 ns back-flow dominates and at t = 0.067 ns the forward-flow is more prominent.
Thus, the net current flow proceeds with a two-phased drift, supplanted gradually by a symmetric
diffusion.
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Figure 2.6: (A) Asymmetric ratchet potential changes with time and space. (B) Particles are evenly
distributed (localized) in bins when the potential is raised and how the particles move to the right
with the oscillating top gate (the blue area in between localized bins shows the pathway of particles
moving right). (C)-(E) Total, drift, and diffusion current densities. One can see that drift current
opposes the diffusion current at all the times, but their magnitudes are different, thus resulting in a
net flow to the right. As discussed in the previous sections, the second phase of the two-part drift
current shown in yellow moves the particles to right, then the diffusion current spreads the particles
evenly right and left.

where N = N(x, t) is the carrier distribution, ξ = ξ(x, t) is the electric field, µ is the carrier mobility,

and D is the diffusion constant. The triangular potential affects the carriers through the electric field

given by the equation

ξ = −dU
dx

(2.9)

where U is the spatially varying potential profile across the ratchet. The current can be calculated

from N as

J = qvN + qD
∂N

∂x
(2.10)

where v = µξ and q is the electric charge. Fig. 2.5A,B show how the potential is varied with space

and time. Fig. 2.5C demonstrates how the total current density is generated by the movement

of electrons and has a net positive current flow to the right. The Gaussian distributed particles

initially localize in the second well (L ≈ 6µm) and start to diffuse both sides at t = 0.003 ns equally.

As the potential starts to turn on between 0.02 and 0.08 ns, a small amount of particles (due to

asymmetry of potential) quickly drift down the steeper slope (thin dark blue to cyan) followed by a

slower, positive drift movement of a larger group of particles (red/orange to yellow) resulting in a

net positive forward-flow. At t = 0.157 ns, the potential is lowered and the diffusion starts, helping

the two-phase drift current. As shown in the current figures of Fig. 2.6E, the net flow of particles
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is caused mostly by the drift current (see Fig. 2.6C), not by the diffusive current, which is almost

symmetrical in both directions (see Fig. 2.6D).

The boundary condition at the contacts is set to describe carrier recombination in the relaxation

time approximation

dN

dt

∣∣∣∣
end

= −Nend
τ

(2.11)

where τ is the time it takes for the electrons to transfer from the semiconductor to the capacitor. In

these simulations, copper is selected as the capacitive material for the back gate of the next ratchet

(see Table 2.1) [59]. This boundary condition occurs because of the interface between the ratchet

channel and contact, and it usually limits the amount of charge, which can flow in and out of the

capacitor. However, in the simulations, the charge extraction rate for copper was fast enough to

allow all charge carriers to (dis) charge the capacitor. Therefore, the contact interface did not limit

the current flow between the capacitor and the ratchet.

In order to capture the charging process of the load capacitor, the number of charges accumulating

on the capacitor was calculated as Q = JendS∆t, where Jend represents the current density crossing

the boundary at the end of each time step, S is the channel cross sectional area, and ∆t is the

simulation time step. Using a time step one can calculate the voltage increase as V = Q/C, where C

is the load capacitance. Then, the model superimposes a backward voltage varying linearly from

0 to V across the ratchet (ideally, by solving Poisson’s equation, but simplified in the treatment

here), and add it to the sawtooth potential to give a tilted asymmetric potential. Finally, the electric

Table 2.1: Simulation Parameters for Drift-Diffusion
Barrier Length (L) 3 µm

Asymmetry (a - b) 2.25 µ− 0.75 µm

Channel Thickness (t) 20 nm

Channel Width (W ) 6 µm

Oxide Thickness (tox) 5 nm

Top Gate AC Clock 0.39V @ 6 GHz

Diffusion Constant (D) 3.62× 10−3 m2s−1

Si Eff. Den. of States (Nc) 3.23× 1025 m−3

η = (
Ec−Ef

kT ) 3

Max. Ratchet Barrier Height (in kT/q) 15

Capacitor Escape Rate (for Cu) (τ) 1.786× 10−14 s
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Figure 2.7: (A) Drift-diffusion simulation of the electronic ratchet showing the charging of a load
capacitor. After 11 clock cycles the particles are distributed equally among all the barriers and there
is a net forward-flow of current to the right. The two-phase drift current is less prominent as the VOC
is built-up, but still exists as seen in the (B)-(E) (darker red colors start changing to orange/yellow
colors as the VOC increases). As the particles reach the right side (L = 6 µm), they are ejected by
the system and charge a localized back gate capacitor to a VOC of ≈145 mV.

field is recalculated and reiterated by 2.8 until the capacitor is charged under open bias and the net

space-time-averaged current vanishes (shown in Fig. 2.7). Note that there is still dynamic current

flow and associated dissipation.

2.1.5 Calculating the Open-Circuit Voltage

Charging of the load capacitor increases the voltage on load side of the ratchet, resulting in a tilted

potential growing with time across the device. The resulting reverse current partially cancels out the

directional current from the ratchet. This part of the operation of the electronic ratchets is slightly

different then the ion pumps, rather than the potential difference, the pumps stop when the ionic

difference is reached. Eventually, the capacitor reaches a critical voltage, called the open-circuit

voltage (VOC) (or the resting potential in the ion pumps) when the reverse current equals the current

generated by the electronic ratchet, averaged over space and time. It is therefore important to extract

the open-circuit voltage in order to understand the drivability of the ratchet device for logic.

Let us assume that the time dependent current through the ratchet in one operation cycle can be

given by I(t). Therefore, the current generated by the ratchet after one clock cycle is

I0 =
1

ton

∫ ton+toff

toff

I(t)dt =
Q

ton
(2.12)
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where Q is the total charge placed on the load capacitor. The voltage generated on the load capacitor

after one cycle is V0 = Q/C. This, in turn, creates a reverse current of Irev,0 = V0/R, where R is

the resistance of the ratchet channel (in general, a nonlinear resistance, which must be calculated

self-consistently). If the space-time averaged current pumped by the ratchet is assumed to remain

constant, the total current generated by the ratchet during the next cycle given by

I1 =
Q

ton
− Irev,0 (2.13)

This way, the voltage on the capacitor after N cycles is

VN =
1

C
IN ton + VN−1

=
1

C

[
Q

ton
− VN−1

R

]
ton + VN−1

=
Q

C
+ (1− ton

RC
)VN−1

=
Q

C

1− (1− ton
RC

)N

ton
RC

 (2.14)

Therefore, the open-circuit voltage can be defined as

VOC ≡ lim
N→∞

VN =
Q

ton
R

=
lbarr
qn0µS

· 1

ton

∫ ton+toff

toff

I(t)dt (2.15)

It is important to note that the output voltage is only indirectly dependent on the input voltage.

The input voltage from the back gate increases the number of carriers in the channel, and thus the

magnitude of VOC . However, since the top gate is always oscillating, it does not influence the input

that determines the output. The input is decoupled from the charging process of the output, which

means that the ratchet back gate is adiabatically charged without placing any timing constraints on

the input.

If we now apply (2.15) to (2.4), we derive the following VOC for the Gaussian distribution:

VOC =
l2barr

2µ(ton + toff )

[
erfc

(
b√

2σ0 + 4Dtoff

)
− erfc

(
a√

2σ0 + 4Dtoff

)]
(2.16)

For the simulations, the parameters listed in Table 2.1 are used. The parameters are conventional
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material properties of silicon for the channel and silicon dioxide for the oxide [57]. Furthermore, we

derive device parameters, such as back gate capacitance, from the dimensions and structures shown

in Fig. 2.3.

In Fig. 2.7, the charging of the load capacitor is demonstrated. According to the drift-diffusion

simulations, the open-circuit voltage saturates to ≈ 145mV , which is in a relatively good agreement

with the analytic value of ≈ 125mV derived by using the parameters from Table 2.1 in (2.16). From

the 3-D figure showing different time cycles in Fig. 2.7A, we can see that as the forward-flow of

electrons decreases with time, VOC builds up. In the Fig. 2.7B at t ≈ 0.05ns and x ≈ 5µm, there

is net positive current shown in yellow, but as the VOC builds, this positive current becomes less

prominent and disappears as shown in Fig. 2.7E. The space-time averaged net-current becomes zero.

2.2 Logic with Ratchets

2.2.1 Static Power in CMOS Versus Ratchet

Static power dissipation in CMOS circuits is caused by a direct current from the power source

(Vdd) to ground (see Fig. 2.8A). In an ideal CMOS circuit, there is no static dissipation because

its complementary nature ensures that for each turned ON PMOS, there exists a turned OFF

NMOS blocking a direct path to ground, or vice versa. However, in real circuits, MOSFETs are not

completely turned OFF and there exist leakage currents, which traverse from Vdd to ground–creating

static power dissipation. In modern CMOS circuits, leakage power is a significant problem, which

usually accounts for a large portion of all power dissipation [60].

Figure 2.8: Conventional versus adiabatic charging. (A) CMOS circuits are conventionally charged
using a DC voltage source. (B) By using a low frequency AC voltage source, the capacitor can be
charged while dissipating less energy [8].
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The electronic ratchet, on the other hand, can avoid this issue altogether. Rather than using a

DC power source to generate a current, the ratchet uses a time varying asymmetric potential to

create a net current. Therefore, the ratchet can drive current without a source to drain bias. Since

there are no DC power sources, the ratchet can, in principle, be used to design circuits with no static

dissipation.

2.2.2 Dynamic power in CMOS Versus Ratchet

In CMOS logic circuits, dynamic power dissipation results from the charging and discharging of load

capacitors. Take the inverter in Fig. 2.8A for example. When the inverter has an input of ’0’, the

load capacitor is charged to Q = CVdd. Therefore, the energy dissipated is given by:

Ediss = Esource − Ecap

=

∫ Q

0

Vdd dQ−
∫ Q

0

V dQ

= CV 2
dd − C

∫ Vdd

0

V dV

=
1

2
CV 2

dd (2.17)

This energy is dissipated in the form of heat due to the effective resistance of system. The dissipated

power is given by the equation P = 1
2CV

2
ddf , where f is the operating frequency of the CMOS circuit.

An alternative method of charging, which reduces the dynamic dissipation is using a voltage-controlled

current source similar to the electronic ratchet. It will be shown in Section III-C that a load capacitor

charged through a voltage-controlled current source is

Eratchet =
1

2
CV 2

OC

(
R

R+ VOC/Im

)
(2.18)

where Im is the maximum current through the ratchet when the load capacitor is uncharged (i.e.,

the short-circuit current), VOC is the final open-circuit voltage across the ratchet, and R is the

external interconnect resistance. While VOC effectively plays the role of a drain bias that develops

across the ratchet, with a magnitude that is set by the desired ON-OFF ratio, the added term in the

denominator helps shave off some of the dynamic power dissipation.

Another way to further reduce this dissipated energy is a method known as adiabatic charging

[61]. Fig. 2.8B shows an example of an adiabatic CMOS circuit, where the DC power source has
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been replaced by an oscillating signal, known as a clock. Now let’s assume that the input is ’0’ as

the clock begins to ramp up. If it takes t = ∆T for the load capacitor to charge to Vdd, then the

energy dissipated during the charging process can be given as:

Ediss = ηP∆T

= ηI2R∆T

= η

(
CVdd
∆T

)2

R∆T, (2.19)

where η is a factor, which is dependent on the shape of the waveform of the clock [62]. Notice that by

increasing ∆T , one can reduce the dissipated energy indefinitely. However, one of the drawbacks of

adiabatic CMOS is that it requires timing information for the inputs in order to maintain adiabatic

operation. For example, it is important that to turn on the transistor when the clock is ramping up.

If the transistor is turned on when the clock was at its maximum voltage, then there would have been

a large voltage drop across the effective resistance of the circuit, leading to non-adiabatic dissipation.

In the electronic ratchet, the time-varying asymmetric potential acts as the clock in an analogous

fashion as the adiabatic CMOS. However, as showed in Section II, the input of the ratchet is decoupled

from the charging process of the output. This allows us to take advantage of the adiabatic charging

without imposing timing constraints on the inputs. In Fig. 2.9, a circuit symbol of electronic ratchet

is presented showing the input and output ports.

Figure 2.9: Structure of a single ratchet and its circuit representation, showing the input and output
ports of the ratchet modeled a voltage-controlled current source.
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Figure 2.10: Equivalent circuit of the charging behavior of the ratchet. The ratchet acts as a
voltage-controlled current source, where current is a function of the voltage on the capacitor. The
current is at a maximum Im initially when the capacitor is uncharged. As the voltage builds up, the
reverse current decreases the net current, until the capacitor reaches the open-circuit voltage, VOC
when there is a zero net current.

2.2.3 Capacitive Charging Using a Current Source

Consider a simple circuit model, in which an electronic ratchet charges a capacitor, as shown in Fig.

2.10. The I-V characteristic of the electronic ratchet is also shown and can be written by using the

Kirchoff’s equations to describe this circuit as

I =
V − Vc
R

(2.20)

I = − Im
VOC

V + Im (2.21)

I = C
dVc
dt

(2.22)

where I is the current, V is the voltage of the node between the electronic ratchet and the resistor

and Vc is the voltage on the capacitor.

From the (2.21)-(2.22), the voltage on the capacitor, Vc, and current, I can be solved as

Vc = VOC(1− e−t/R
′C)

I =
VOC
R′

e−t/R
′C (2.23)

in which R′ = R+ VOC/Im. Therefore, the energy charged into the capacitor is

Ecap =

∫ VOC

0

CVcdVc =
1

2
CV 2

OC (2.24)
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and the dissipated energy on the resistor is

ER =

∫ ∞
0

I2Rdt

=

∫ ∞
0

(
VOC
R′

)2e−2t/R′CRdt

=
CV 2

OC

2

R

R′

=
CV 2

OC

2

R

R+ VOC

Im

(2.25)

From this equation, the following observations are made. In a ratchet, the load capacitor is charged

to VOC rather than Vdd. Therefore, the ratchet energetics are comparable to CMOS circuits with

extremely low drain-source voltages. Furthermore, the ratchet introduces an extra resistance term,

VOC/Im, which decreases the energy dissipation further. For the simulations (see Section 3), the

channel resistance was 1.39 kΩ compared to the extra resistance term of 2.70 kΩ. Therefore, the

unique charging method of the ratchet makes it intrinsically less dissipative than conventional CMOS

logic.

2.2.4 Adiabatic Charging

A more accurate circuit model for the ratchet is developed (see Fig. 2.11) to describe its energetics

during adiabatic charging. An LC circuit is used to represent the oscillating clock for the top gate.

This clock charges up the top gate capacitor, which represents the charging or discharging of the

asymmetric ratchet potential. Because the circuit is operating at the natural frequency, we are able

to adiabatically transport electrons in the channel, thus reducing the energy dissipation of the circuit.

Figure 2.11: Circuit model for the ratchet. An adiabatic clock is modeled using an inductor L and
the top gate capacitor C1. A (virtual) diode is used to capture the unidirectional current (ratchet)
which drives charging of the load capacitor C2.
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The asymmetry of the ratchet potential provides directionality to the electrons and gives a net

positive current. This asymmetry is captured by a (virtual) Schottky diode, which allows current to

flow easily in one direction while acting as a rectifier in the opposite direction. The diode parameters

are selected by calibrating with the drift-diffusion simulation. The barrier height is selected as 15

kT/q as in the simulations and the I0 is selected as 1x10−15A to match the results. The diode also

acts as the voltage-controlled current source described in Fig. 2.10. This current is used to charge

the load capacitor, which acts as the back gate capacitor of the next ratchet in a cascaded logic

architecture (see Fig. 2.13).

The charging process can be seen in the following analysis. We treat the diode as a short-circuited

element when there is a positive current running through it, and as an open-circuit when the current

is negative . During the time when the diode is short circuited, we have the following Kirchoff’s

equations

L
di1
dt
− Q1

C1
= 0 (2.26)

Q1

C1
−Ri2 −

Q2

C2
= 0 (2.27)

where i1 and i2 are the currents in the two separate loop circuits. For (2.26), we assume that the

charge on the top gate capacitor, C1, is exclusively determined by the current generated by the

inductor. This is a valid assumption if the top gate capacitance is much larger than the back gate

capacitance (see Table 2.2), thus acting as an energy “tank” [63].

We first solve (2.26), and apply the boundary condition dQ1/dt|t=0 = −I0

d2Q1

dt2
− Q1

LC1
= 0

Q1(t) = − I0
ωL

sinωLt (2.28)

Table 2.2: Parameters for Circuit Simulations
Frequency of Top Gate (ω) 6× 109 s−1

Top Gate Capacitance (C1) 9.07× 10−13 F

Back Gate Capacitance (C2) 4.24× 10−13 F

Inductance (L) 7.76× 10−10 H

Channel Resistance (R) 1.39× 103 Ω
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Figure 2.12: Energy dissipated as a function of ωL for a fixed input energy on the inductor. The
energy dissipated is calculated by taking the integral of the dissipated power I2R at t = ∞. The
energy goes to almost zero in the adiabatic limit.

where ωL = 1/
√
LC1. Next, we substitute (2.28) into (2.27) to derive

dQ2

dt
+

Q2

RC2
= − I0

ωLRC1
sinωLt (2.29)

Let ω1 = 1/RC1 and ω2 = 1/RC2. Therefore, equation (2.29) has the solution (with boundary

condition Q2(0) = 0) :

Q2(t) = − I0ω1

ω2
L + ω2

2

exp(−ω2t)−
I0ω1

ωL(ω2
L + ω2

2)
(ω2 sinωLt− ωL cosωLt) (2.30)

Therefore, the back gate charging current is

I(t) =
I0ω1ω2

ω2
L + ω2

2

exp(−ω2t)−
I0ω1

(ω2
L + ω2

2)
(ωL sinωLt+ ω2 cosωLt) (2.31)

(2.31) is only valid during times when I(t) ≥ 0. This condition requires that

cosωLt

(
ωL
ω2

)
sinωLt ≤ exp (−ω2t) (2.32)

2.32 suggests that there are periods when the back gate capacitor stops charging. During these

periods, the charge is maintained on the back gate capacitor, as we will see later in the numerical

simulations.

Let us now look at the adiabatic limit for the energy dissipation, by taking ωL → 0. However, we

must make sure that the initial energy on the inductor is unaffected by this limit . Since ωL = 1/
√
LC1,

L increases quadratically as we decrease ωL. Now, the initial energy on the inductor is given by
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Eind = 1
2LI

2
0 ∝ (I0/ωL)

2
. Therefore, we must decrease ωL in such a way that I0/ωL remains constant .

It is easy to see that the second and third terms in (2.31) go to zero as ωL → 0. The first term also

goes to zero if we re-write the equation as

lim
ωL→0

I(t) =
I0ω1ω2

ωL(ω2
L + ω2

2)
ωL exp(−ω2t) = 0 (2.33)

With I → 0, the dissipated energy through the resistor, Ediss = I2R also goes to zero. This implies

that the total energy dissipated can be reduced by arbitrarily lowering the clock frequency, as

predicted by the adiabatic limit (see Fig. 2.12).

2.2.5 Ratchet-Based Gates

The open-circuit voltage generated across a ratchet can be used to move the Fermi energy across

another ratchet, i.e., to electrostatically “dope” it (see Fig. 2.13). Electronic ratchets can be doped to

either n-type or p-type, as shown in the Fig. 2.14B, by charging the back gate capacitor. CMOS-like

combinations of an n-ratchet and a p-ratchet can further create universal ratchet based logic gates

such as INV, NAND, and NOR. In theory, electronic ratchets are capable of realizing any Boolean

logic operation based on these three gates. For example, a ratchet inverter can be realized with an

n-type and p-type ratchet, as shown in Fig. 2.14A. As seen in the figure, the magnitudes of IA and

IB (currents from the p-type and n-type ratchets) can be manipulated through the back gate, which

adjusts the Fermi level in the channel (see Fig. 2.14B). Furthermore, the output VOC is used to

drive the back gate of the next ratchet in the circuit (shown as VOC in Fig. 2.14C). The sign of the

current difference between IA and IB determines the charging or discharging of the next ratchet’s

Figure 2.13: Logic circuits are built by cascading ratchet gates together. The first ratchet builds up
an open-circuit voltage which is then used to charge or discharge the back gate of the next ratchet.
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Figure 2.14: Ratchet inverter computing mechanism. (A, Case 1) Vin is low and moves Fermi level
down shown in (B), p-ratchet will have a higher current than n-ratchet so the output will charge
the next capacitor Cbg until the capacitor voltage reaches −VOC (low). Vin is high the output will
discharge next capacitor Cbg from VOC(high) to zero (A, Case 2).

back gate capacitor. When the input is high, the Fermi-level of the n-type devices shifts into the

conduction band, allowing a large number of electrons to conduct and generate a high magnitude

current (IB). In the p-type ratchet, high input bias shifts the EF away from the conduction band,

thus lowering the current (IA). When IB is larger than IA, the output of the inverter will start to

discharge the next logic element’s back gate capacitor.

In an analogous process, ratchet-based NAND gates and NOR gates can be created with two

p-type and two n-type ratchets, with an extra balance capacitor between ratchets in pull-down

network of NAND or pull-up network of NOR, to balance the current (as shown in the Fig. 2.15).

The balance capacitor helps the model to have a stable transient current, so that the gates do not

have meta-stable states between transitions.

In order to further capture the cascading behavior of the ratchet in the circuit model, we have

modified the Schottky diode in the circuit to be a three terminal device, i.e., a voltage controlled

rectifier. The third terminal is dependent on the open-circuit voltage built across the previous ratchet.
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Figure 2.15: (A) Ratchet NAND gate and (B) NOR gate with the extra balance capacitors. Balance
capacitors helps the models to have stable transient current, thus eliminating the metastability during
the transitions.

This voltage adjusts the turn-on voltage for the device, thus mimicking the ON and OFF states of a

ratchet based on the back gate voltage. In Fig. 2.13, we show how the voltage across the second

ratchet diode is created by the open-circuit voltage from the first ratchet.

We simulated the circuit in Fig. 2.11 using Virtuoso Spectre. For the values of the circuit elements,

we use the parameters listed on Table 2.2. In order to adjust the clock frequency, we changed the

inductance and also the initial current so that the energy stored on the inductor remains constant

through all clocking frequencies. We show the charging of the back gate capacitor to the open-circuit

voltage in Fig. 2.16. As predicted from (2.32), the clock charges the back gate only during the

times when the the current is positive (potential is up) and discharges when the current is negative

(potential is down). We observe a qualitatively matching VOC built-up between the circuit simulations

and the drift-diffusion simulations, although the circuit model can not capture the back-flow of

particles when the potential is down. The VOC estimated is slightly higher than the calculated value

given the simplicity of circuit model and that the ideal diode missing the back-flow shown in Fig. 2.7A.

Fig. 2.12 shows the energy dissipated in the resistor as a function of the top gate oscillation

frequency. We can see that the energy continues to decrease as we scale down the oscillation frequency
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Figure 2.16: Circuit simulation using the circuit diagram in Fig. 2.11 showing the following results:
The voltage being stored on the back gate capacitor compared with the drift-diffusion simulations.
For the values of the circuit elements, we use the parameters listed on Table 2.2 and for the Schottky
parameters and a barrier height of 15 kT and I0 of 1E-15 A. Both of the results converge close to
≈145 mV and ≈160 mV, slightly over shooting the expected result of ≈125 mV. The curves differ in
that the circuit model does not capture the back-flow of the electrons as open-circuit builds-up, so it
slightly over shoots the actual voltage built-up.

as predicted by the adiabatic limit. For high frequencies (ωL � ω2), we begin to recover (2.25) of

the conventional charging mechanism.

2.3 Limitations and Challenges

This chapter demonstrates how, in principle, electronic ratchets can be used to perform logic op-

erations at low energy costs, and how energy dissipation can be further reduced by the adiabatic

charging process in the absence of timing constraints. However, there are a few critical effects that

can still limit the overall performance of the electronic ratchet. When the electron drift and diffusion

speed is comparable to that of the ions, innovative material and device engineering may be able to

circumvent these limitations.

The energy dissipated by the ratchet can be arbitrarily reduced by turning down the clocking

frequency. However, in order to have the ratchet operational, there must be a lower limit to the

frequency. It is essential to note that the ratchet is ultimately a non-equilibrium device. If the

electrons are allowed to diffuse continuously by lowering the asymmetric saw-tooth potential for too

long, a near homogeneous distribution will be reached. When the barriers raise again, the drift current

component becomes smaller. This property is presented in 2.10: as toff is increased, both error
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function terms become smaller and their difference decreases. Electrons move at high speeds through

a small-channel, high-mobility material. This travel requires a minimum frequency that is fast

enough to avoid the homogenization of electron distribution. In other words, a balance between the

mobility of the channel material and the clocking frequency must be maintained in order to achieve

optimal performance from the ratchet. The ion pumps in the neuronal networks do not encounter this

problem of clocking because the ions have a much smaller mobility when moving through the ion pump.

As we scale ratchets towards nano-scale dimensions, we invariably reduce the distance between

barriers. The clocking frequencies must be significantly increased in order to maintain the functional-

ity of the ratchet at small dimensions. For a nanometer-sized device, the calculations and simulations

predict that the frequencies must be in the Terahertz range in order to generate enough current to

drive the next gate. This clock frequency problem can be bypassed by using a multi-phased clock to

slow down the electrons. A peristaltic ratchet uses multiple clocks with different spatial and temporal

phases to achieve directionality. In theory, this multi-clock system can slow the clock frequencies by

a few orders of magnitude. Initially, the top gate clock localizes the electrons. When the barrier is

lowered, electrons begin to diffuse through the channel. At this point, a second clock raises another

set of barriers that are slightly offset spatially. These barriers begin to localize the electrons once

again. Because of the spatial offset and temporal phases, the electrons reach a net directionality at

lower clock frequencies.

In addition to the issue of compatibility between intrinsic and imposed frequencies, ratchets must

overcome design limitation. While the creation of a clock-driven current source in the absence of a

drain bias appears to be an advantage, transducing that current into a capacitive voltage (influenced

by a design that is ultimately CMOS-centric) eventually neutralizes the current gain. As the ratchet

system pumps electrons into the load capacitor, it builds up an open-circuit voltage over time. This

accumulated voltage, however, acts as an effective drain bias that reintroduces the static dissipation

into the logic circuit. To mitigate this issue, an alternative method of implementing logic circuits

needs to be devised. Creating a current-based logic system, which would eschew the static dissipation,

at least for several intermediate logic stages, may be possible. For now, we present this simple

method as a demonstration of ratchet logic design. [33] shows that power efficient computation with

a limited number of electrons can be achieved in ratchet-like geometry through the use of purely

current driven Binary Decision Design (BDD) Circuits.
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Figure 2.17: The ratchet model for creating an asymmetric potential (similar to the electronic ratchet
simulations in previous sections) using the ATP hydrolysis to achieve a free Brownian motion [9].
The peristaltic illustration of a protein similar to the ion pumps with two conformational states: One
with easy access from the right and one with easy access form the left. The switching between two
conformations is induced by the ATP hydrolysis [9, 10].

2.4 Conclusions and Contributions

Biological systems present numerous examples of ratchet-like mechanisms that purport to shuttle

elements (typically motor proteins) in the absence of global potentials. Ionic pumps powered by

non-equilibrium signals such as the hydrolysis of ATP molecules, are excellent models of these

biological elements. Ion pumps use a similar mechanism to the flashing ratchet to push the ions

against their gradient. To create a flashing asymmetric potential profile, ion pumps utilize the

attachment and detachment of dipoles. As this potential profile turns ON and OFF, the ions are

actively pushed from one direction to the other (see Fig. 2.17).

The contributions of this chapter are four-fold: (1) to extend the concept of biological ratchet-like

mechanisms to a solid-state device, by using a clock and a series of potentials created by interdigitated

electrodes; (2) to show how such a ratchet device can be cascaded to create universal Boolean logic;

(3) to explain the possible energy-saving advantages arising from the reduced dynamic and static

dissipation; and (4) finally, to outline limitations exposed by the quantum and classical simulations of

our studied device geometries, namely, the importance of switching to current-driven (as opposed

to voltage-driven) logic in the future, and the need to achieve a temporal matching or resonance

between driving and driven frequencies.
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Nano-Electro-Mechanical Relays

Digital electronics are fundamentally constrained by the cost of binary switching Q∆V . The number

of charges (N = Q/q) is relatively large (between 10-100 in the past 10 years) for a n-MOS transistor

and ramps up rapidly to ∼ 1000. ∆V on the other hand is constrained by the Boltzmann-Shannon-

Landauer limit and corresponds to a switching slope of kBT ln 10/q ∼ 60 mV/decade. In order to

perform switching efficiently, biological networks (such as axonal networks) utilize correlated and

phase-transition switches to bypass these constraints. Voltage-gated ion channels in axons experience

a phase transition to limit the energy cost by transferring ions along a concentration gradient

[64]. Ion channels also operate near a phase transition point, so that a small voltage precipitates

a large change [65]. The main goal of this chapter is to explain electron transport physics in a

nano-mechanical relay switch, starting with the microscopic Landauer equation, which also elegantly

explains the limits on the subthreshold swing. We develop the mathematical model and the physical

picture behind the entire cantilever dynamics in its ON, OFF, and transitory states, the geometry of

the hysteresis and its dependence on material parameters as well as the voltage scan rate. We argue

that, similarly to the ion channels, a dipole-coupled, cantilever based relay can function as both a

correlated switch and a phase transition switch. Therefore, the nano-mechanical relays can be used

to improve our physical understanding of the ion channels’ efficient switching properties (see Fig. 3.1).

This chapter presents a Landauer based microscopic transport model for electrons in cantilever

based dipole-coupled nano-electro-mechanical field effect transistors. A thermal transition between

a metastable state and a stable ground state in the energy landscape drives the dynamics. The

energy landscape is composed of the elastic energy of the cantilever, the dipolar torque exerted by an

38
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Figure 3.1: Ion channels operate in the rising and falling phases of the action potential to steeply
increase and decrease the membrane voltage. Because ion channels and nano-electro-mechanical
relays both have the same steep switching characteristics [3, 11], a connection can be made. In the ion
channels, the cantilever shaped protein lid moves conformationally and opens the pores allowing the
passive transport of ions for the expense of one (charge multiplication). In the nano-electro-mechanical
FETs, the relay conformationally moves and touches the drain contact to generate a high current
jump.

external gate, and a short-ranged pull-in force exerted by a van der Waals interaction at the drain.

The individual pull-in and pull-out phases demonstrate a 6.5 mV/decade subthreshold swing and are

driven by both a dipole-based charge correlation effect and an abrupt phase transition that closes the

air gap between the end of the cantilever and the drain. This sharp switching is similar to that seen

in sodium ion channels. However, it comes at the expense of strong hysteresis as the metastable and

stable states switch sides along the forward and reverse phases of the voltage scan.

3.1 State of Practice for Nano-Electro-Mechanical FETs

Current fabricated mechanical switches can swing between near zero OFF currents and high ON cur-

rents at very low VDD values [66]. Such nano-electro-mechanical field-effect-transistors (NEMFETs)

are relevant as low power switches [67]. Ultra-low subthreshold swings have been demonstrated using
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suspended-gates [11] and micro-relays [67, 40]. For logic application, micro-relays demonstrated large

voltage noise margins and excellent reliability [39]. Multiple designs, including the printable relay

[68] and the curved relay by IBM [69], have been demonstrated.

The action of a NEMFET is significantly different from that of an electrostatically driven CMOS,

and needs new physics-based predictive models. A number of empirical models have already been

proposed based on 1D electrostatics [40, 70] and non-linear oscillator equations [71, 72, 73]. To improve

understanding of the efficient switching characteristics, pull-in instability [74, 75] and deformation

characteristics of microstructures under electrostatic loads [76] were modeled. Techniques from chaos

and bifurcation theory in finite-elements were developed to analyze the phase-transition of these

nano-mechanical relays [77, 78, 79]. However, none of these past models have the flexibility of our

model introduced in this chapter. Our model captures the operations of both nano-mechanical

relay devices (in micron sizes) and the smaller dimension biological and molecular components (in

nanometer sizes). The model is able to incorporate both the dipole moment and the capacitive forces

that bend the cantilever. Additionally, as the aspect sizes get smaller, our model captures the effects

of adhesion forces.

3.2 Device Structure

The nano-electro-mechnanical switches exist in various flavors - movable gates or movable chan-

nels. Movable gate switches are driven by the capacitive energy CV 2
G/2, where the capacitance

C = A
(
tox/εox + tair/ε0

)−1

is divided serially between a fixed oxide and a variable air gap. Upon

application of a gate bias, a force F = −∂U/∂VG alters the air gap from its equilibrium value t0,

counterbalanced by a spring, which exerts a restoring force −k(tair − t0) [80]. A short-ranged van

der Waals force from a fixed oxide can attract the gate when it is close, and precipitate a sudden

rise in capacitance. Since the pull-in acts on a capacitive structure, it is possible play with material

properties of the gate oxide and shape its potential landscape in a creative way in order to liberate

the movable gate easily. However, since the channel itself is fixed, its OFF current is solely limited

by electrostatic depletion. For a small channel, it suffers from the usual source-to-drain tunneling,

although the removal of the movable gate reduces the gate oxide leakage significantly.

In a movable channel transistor, the idea is to physically separate the channel away from the

drain so that in addition to electrostatic depletion, the OFF current can be reduced substantially
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Figure 3.2: (A) In normally ON device structure, the cantilever starts with contacting both the drain
and source electrodes, resulting in active current flow. When a positive gate bias is applied, it moves
the cantilever down, increasing the angle “theta”. When the cantilever looses it’s contact to the
drain, the current flow suddenly stops, resulting in the OFF configuration. To turn the device back
ON a large reverse bias on the gate is applied until the cantilever makes contact with drain again.
(B) Normally OFF device structure where the cantilever starts away from drain. As positive bias
on the gate pulls lever down, increasing the angle “theta”. Once the cantilever contacts to drain,
the current jumps, tuning the device ON. The cantilever is released back to dashed line to the OFF
configuration when a large reverse bias is applied on the gate.

with an added quantum mechanical tunneling barrier (see Fig. 3.2). In fact, it is straightforward to

show that the electrostatic and the conformational modes and thus their subthreshold swings act in

parallel, S−1 ≈ S−1
el + S−1

conf [37], assuming a clear separation of electronic and conformational time

constants. Furthermore, the conformational mode, besides aiding the electrostatic turn OFF, allows

an intrinsically low subthreshold swing

Sconf =
kBT

q
ln 10

[
q(tox + tair)

µ

]
C(θ) (3.1)

where C is a correlation function that we will describe later the chapter. The cantilever FET can

function as both a correlated switch and a phase transition switch. The presence of the dipole µ

means that the subthreshold swing can be reduced by a factor qtox/µ ∝ tox/L for longer cantilevers,

exploiting the property that many charges are physically moving with the cantilever for the price of

one (charge multiplication). This is, in fact, the suggested mechanism behind the observed sharp

switching in voltage-gated sodium channels [64]. A separate mechanism arises from an additional

“pull-in” that grabs the end of the cantilever once it is physically proximal with the drain. The

short-ranged van der Waals force causes an abrupt shrinkage of the air gap and an exponential rise

in tunneling current, reducing the subthreshold swing further by a factor proportional to dtair/dθ,

which vanishes near the contact point, giving a near vanishing subthreshold swing. The van der

Waals pull-in helps subvert thermal fluctuations by stabilizing the attractive forces. Resetting the

device however, requires circumventing adhesion, which creates a sizable hysteresis loop. The switch
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thus has extremely sharp transitions along the walls of the hysteresis curve, but its loop-averaged

subthreshold swing is quite large and problematic for high performance electronic applications.

3.3 Transport Equations

The electron current is determined by the degree of quantum mechanical tunneling across the gap

between the cantilever and the drain. We can describe that using the Landauer equation [81], written

in an equivalent, but less familiar form as a convolution between the zero-temperature current and a

thermal broadening function FT (E) = −∂f(E)/∂E

I =
2q

h

∫ µ2

µ1

dEM(E)

〈
T̄ (E, VG)

〉
⊗ FT (E, VG) (3.2)

where M(E) is the mode count in the cantilever, f is the equilibrium Fermi-Dirac distribution,

with the VG dependence in FT arising from the location of the Fermi energy EF , which shifts with

VG scaled by a gate transfer factor αG. µ1,2 are the bias separated electrochemical potentials in

the source and drain contacts, and T̄ (E, VG) is the mode and conformation averaged transmission

function controlled by the gate voltage-dependent orientation. 〈. . .〉 represents the thermodynamic

average of the cantilever orientation θ over various angles, weighted by its probability distribution P

〈
T̄ (E, VG)

〉
=

∫
dθT̄ (E, θ)P (θ, VG)∫

dθP (θ, VG)
(3.3)

If we assume the mechanical modes in the cantilever are at equilibrium, (i.e., the potential is ramped

in time much slower than the relaxation scales in the lattice), P is simply the Boltzmann solution

∝ exp [−U(θ, VG)/kBT ], even though the electrons flowing are clearly in non-equilibrium. In general,

the cantilever’s angular distribution satisfies a thermodynamic equation that needs to be derived

properly from a stochastic Langevin equation in the presence of a fast ramp speed of the potential.

A flexible cantilever clamped on one end and free on the other satisfies a fourth degree partial

differential equation of motion. For an over-damped, rigid cantilever with a single defining angle

θ, the equation can be simplified down to the second degree and consequently P can be shown to

satisfy the Fokker-Planck equation

γ
∂P

∂t
=

∂

∂θ

(
P
∂U(θ, VG)

∂θ

)
+ kBT

∂2P

∂θ2
(3.4)
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where γ is the angular damping constant with units J-s. We assume here that all phonons emitted in

the cantilever are promptly reabsorbed by a conductive thermal coating coupled to the source, so we

can ignore any self-heating and phonon bottleneck effects in the cantilever itself.

The above equations carry all the necessary ingredients for our NEMFET operation. The normal

subthreshold swing of kBT ln 10/αGq arises from the gate dependent shift in mode count M for a fixed

orientation, when U is a delta function around θ = 0, and P is simply equilibrium Boltzmann. Further

reduction in subthreshold swing will arise from the added gate dependence of the conformational

modes, hidden in U(θ). The hysteresis will arise from a transition out of metastable states with a

non-equilibrium distribution P in presence of a time-dependent sweep in gate voltage, VG(t). Finally,

a negative capacitance for a ferroelectric oxide will be captured by the gate voltage dependence of

the oxide dielectric constant, εox(VG), which can introduce its own dynamics near the ferroelectric

phase transition point.

3.4 Operation of the Relay

The physics of the relay is captured by nano-mechanical transmission and conformational potential

profile. The transmission is limited by electron tunneling into the drain from the edge of the

cantilever through the vacuum barrier of width tair(θ) = h− L sin θ, h being the bare height above

the drain before bending and L being the length of the cantilever. The transmission, using a

WKB approximation, is T̄ (E, θ) ∝ exp[−2κtair(θ)]. The main physics of the NEMFET dynamics is

captured by its potential U(θ, VG), which can be separated into a flexural potential U0 representing

the tendency of the cantilever to snap back to its horizontal orientation, a gate driven field ~E , which

couples with the dipole moment ~µ in combination with the capacitive forces between the cantilever

and the back gate, and finally a van der Waals “pull-in” potential UV dw that causes the cantilever to

“stick” to the drain when close enough.

U [θ, VG] = U0(θ) + UV dW (θ)

+ Udip[θ, VG] + Ucap[θ, VG]

U0(θ) ≈ 1

2
UBend0 θ2

UV dW (θ) = 4ε

( σ

tair(θ)

)12

−

(
σ

tair(θ)

)6
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Udip[θ, VG] = −~µ · ~E = −µ

(
VG sin θ

tox/εox + tair(θ)/εair

)

Ucap[θ, VG] = −1

2

(
A

tox/εox + tair(θ)/εair

)
V 2
G (3.5)

We assume a simple parabolic potential for the bending dynamics to focus on the basic physics,

although higher nonlinear terms would be important to capture the full import of the flexural

modes [82]. However, these more accurate analytical models for the cantilever shape do not provide

additional insights [83]. Note also that a simple pull-in arises just from the capacitive forces between

the cantilever and the back gate, captured by the energy, which we ignore in the face of the larger

force applied on the dipole by the gate in the smaller device sizes. It is worth emphasizing that the

dipolar torque has a distinct advantage over capacitive forces, as it exploits the directionality of the

gate field. Even if the oxide is thick enough to normally produce short-channel effects, the gate field

is orthogonal to the drain field and thus creates a larger torque than the latter (especially in the

presence of dual gates), which makes its effect more pronounced. As the device sizes scale larger in

to the micron regime, the width (W) becomes larger to stop these devices to start in the sticking

position, so the effect of the capacitive forces starts to overcome the effect of the dipole forces.

Fig. 3.3A shows the flexural parabolic potential, progressively shifted by the external electric

field, causing a change in average angular orientation. Fig. 3.3B shows the separate van der Waals

potential that acts as a pull-in when the relay comes close enough to the drain. In combination

of these two effects (see Fig. 3.3C), there is a sweet spot where the potential profile between the

metastable oscillator minimum and the stable van der Waals minimum reaches a point of inflection,

whereupon the cantilever angular coordinate makes an abrupt phase transition and locks onto the

drain (in actuality this happens a bit earlier, once the hill separating the van der Waals and parabolic

minima reduces to around ∼ kBT ). The pull-in has an important role to play. In its absence, the

Table 3.1: Simulation Parameters for Model
L 5 nm kBT 0.025 eV

h 2.5 nm UBend0 2

W 0.5 nm ~µ 0.15 eÅ

tair 1.5 nm εRelay 3.98 eV

εair 1 εMetalP late 0.67 eV

tox 1 nm σRelay 3.47 Å

εox 3.9 σMetalP late 3.144 Å
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Figure 3.3: (A) The parabolic potential of the cantilever with one local minimum resulting from
the combination of the stiffness and the external field terms. The local minimum shift with the
gate bias. (B) The VDW forces resulting from the gate-electrode with a stationary local minimum.
(C) A microscopic view of the parabolic potential varying with Gate bias in addition of a localized
VDW forces from the contact equals in the NEMFET potential profile, which has one local minimum
varying with the gate bias and a second localized minimum (see Table 3.1 for simulation parameters).

cantilever would be either too rigid to displace with an external field, or too floppy to resist thermal

averages. In the absence of any other barrier, the thermal average over the conformational potential

would tend to restore the system to its initial OFF state. This is a well known problem with a single

well, analog computing - i.e., while it is energetically very pliable, it is highly corruptible with noise.

The role of the van der Waals pull-in is to allow an initial low energy analog variation in coordinate,

but then to insert a pseudo-digital component at a later stage of the game, once the system is ready

to settle down near its ON state. In other words, it provides only a weak barrier to forward motion

from the metastable to a stable state but a strong barrier for a return to origin.

This barrier asymmetry is at the heart of the NEMFET operation, but relies on the intrinsic

non-equilibrium nature of the dynamics. Left to itself long enough, the cantilever would always find

a way to thermally jump out from its metastable state to the stable state, i.e., it would bend over

and stick to the drain given adequate time even in absence of a gate field assisting it. To define the

transition between states, we will need to operate the voltage scanning faster than this spontaneous
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Figure 3.4: (A) Pull-in and pull-out mechanism rising from the NEMFET potential. The pull-
in occurs when the positive gate-bias lowers the local maximum (barrier) between the two local
minimums allowing the particles to move right (shown by the red curves). (B) The negative voltage
shifts the local minimum from the VDW forces to higher energies, thus allowing the particles to shift
left to the local minimum from the parabola.

transition rate, so that the cantilever coordinate stays pinned to the metastable state until the voltage

eliminates the barrier to the stable ground state.

Fig. 3.4 shows the pull-in and pull-out dynamics mechanism arising out of the gate dependent

alteration of the two well potential. The pull-in occurs when a sufficiently high positive gate bias is

applied between the gate and the source electrode until at a critical voltage VPI , the local maximum

between the two minima disappears. The pull-out requires a high negative gate voltage VPO in order

to break the van der Waals adhesive bond. Described in terms of the potential landscape, the higher

order flexural terms elevate the van der Waals minimum until the latter becomes the metastable state

and the cantilever configuration makes a reverse phase transition back to the horizontal coordinate.

The resulting potential and the average angle are shown in that figure. Clearly the VPO depends on

the details of the van der Waals potential and the higher order terms in the flexural modes, and can

be reduced by adjusting the contact geometry, material and surface properties such as its roughness

and quality.

3.5 Sharp Switching and Breaking the Landauer Limit

Let us try to work out the phase transition physics and the associated reduction in subthreshold swing.

For a long stiff cantilever, the fluctuations about the mean can be ignored, so that P (θ) ∝ e−βθ

becomes a delta function around the mean angle θ∗ set by the gate voltage VG. We can write

the U around its mean (where U reaches an extrema) as U(θ) ≈ U(θ∗) + U ′′(∆θ)2/2, so that the
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fluctuations in the Boltzmann distribution look similar to a Gaussian

e−βU(θ) ≈ e−βU(θ∗)e−βU
′′(∆θ)2/2 (3.6)

with standard deviation 1/
√
βU ′′. For a stiff cantilever compared to thermal fluctuations, we can

approximate this Gaussian as a delta function around ∆θ = 0, which then integrated over angle gives

us

I =
2q

h

∫ µ2

µ1

dEM(E)T̄
(
E, θ∗(VG)

)
⊗ FT (E, VG) (3.7)

evaluated at a single gate-dependent angle θ∗(VG). Differentiating with the gate voltage, we derive

∂I

∂VG
=

2q

h

∫ µ2

µ1

dEM(E)

[
∂T̄

∂VG
⊗ FT + T̄ ⊗ ∂FT

∂VG

]
(3.8)

The tail of the Fermi-Dirac distribution makes ∂FT /∂VG ≈ −αGβ = −αG/kBT , while the derivative

of the first term in the bracket can be written as (∂T̄ /∂θ∗)(∂θ∗/∂VG). The WKB tunneling

term T̄ = T0 exp [−2κtair(θ
∗)] gives ∂T̄ /∂θ∗ = −2κT̄dtair(θ

∗)/dθ∗. From geometry, tair(θ
∗) =

h−L sin θ∗ ≈ L(θ0−θ∗) for a long cantilever where 0 < θ∗ < θ0 ≈ h/L� 1. Then dtair(θ
∗)/dθ∗ ≈ −L,

and we get the normalized transconductance

ḡm = −∂ ln I

∂VG
= β + 2κL

( dθ∗
dVG

)
(3.9)

for perfect gate control. The normalized transconductance is inversely proportional to the subthresh-

old swing to within a factor of ln 10/q. It is easy to see that the transconductance is already larger

(and thus the subthreshold swing smaller) than the purely electrostatic limit αGβ, and that this

Figure 3.5: The movement of the minimum, θ∗, is shown in the potential profile. The VG shifts the
metastable local minimum of the first well, until the local minimum disappears and jumps into the
global minimum of the van der Walls well.
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Figure 3.6: The transcendental equation obtained by taking dU(θ∗)/dθ∗ = 0 is shown as the
intersection of set of two curves. First set of curves (dashed red) are shifting vertically up as the VG
value is increased. For the low values of the VG, there are three intersection points corresponding
to the three extrema: the local minimum from cantilever, the global minimum from van der Waals,
and the local maximum between two wells. At a the high enough VG, local minimum and the local
maximum collapses resulting with only the global minimum. This movement of the minimums is the
main reason of the phase transition in the relays.

increase can diverge if either the cantilever is very long or if cantilever can be made to collapse

abruptly with gate voltage VG so that dθ∗/dVG � 1.

The physics of the evolution of θ∗ is easily seen from the potential profile in Fig. 3.5. The gate

shifts the minimum of the first well (the metastable state) in an analog format, till the cantilever coor-

dinate jumps into the van der Waals well. The minimum can be obtained by taking dU(θ∗)/dθ∗ = 0.

This gives us a transcendental equation graphically shown in Fig. 3.6 as the intersection of two sets

of curves, one of which shifts vertically with increasing VG. For low values of VG, you have three

intersection points corresponding to three extrema - the two well bottoms and the bump in between.

At high enough VG however, the wells merge and there is only one point of intersection to the right,

the global minimum at the bottom of the van der Waals well, and this is what drives the phase

transition.

We can simplify the algebra considerably by replacing the van der Waals potential with a stiff

parabola, and ignoring the oxide thickness. We can then write

U(θ) ≈ 1

2
UBend0 θ2 +

1

2
kV dW

(
θ − θ0

)2

− µεairVGθ

L(θ0 − θ)
− AεairV

2
G

2L(θ0 − θ)
(3.10)
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Setting its derivative equal to zero to extract the potential minima, we get

0 = UBend0 θ∗ − kV dW (θ0 − θ∗)

− µεairVGθ0

L(θ0 − θ∗)2
− AεairV

2
G

2L(θ0 − θ∗)2
(3.11)

From the above equation, we can now extract the slope of the θ∗(VG) curve, which enters the

normalized transconductance ḡm

dθ∗

dVG
=

µεairθ0/L+AεairVG/L

(3kV dW + UBend0 )(θ0 − θ∗)2 + 2UBend0 θ∗(θ0 − θ∗)
(3.12)

It is easy to see that near the touching point, θ∗ ≈ θ0, whereupon we can drop the first term in the

denominator, and get

ḡm = β +
κεair
UBend0

[ µ

(θ0 − θ∗)
+

AVG
θ∗(θ0 − θ∗)

]
(3.13)

As explained earlier, we can make the transconductance really high by either ramping up the total

dipole moment µ or increasing the area with the applied bias or by collapsing the cantilever, θ∗ ≈ θ0.

In practice, there is usually an oxide, with an inverse capacitance proportional to tox/εox added

to the inverse capacitance of the air gap, tair/εair = L(θ0 − θ∗)/εair. We drop the first term, but

when the inverse capacitance of the air collapses, we need to replace εair/L(θ0 − θ∗)→ εox/tox, so

that

ḡm

∣∣∣
Max

= β +
κLεox

UBend0 tox

[µ
1

+
AVG
θ∗

]
(3.14)

It is interesting that the strength of the van der Waals potential does not matter here, because we

assume it is much stiffer than the cantilever, which then determines the rate limiting step. We need

to make the cantilever very pliable (UBend0 small), however, remember that we started the algebra

by assuming weak thermal fluctuations, which require βU ′′ = βUBend0 � 1, in other words, the

cantilever must be stiff with respect to thermal fluctuations but floppy relative to the van der Waals.

The assumption UBend0 β � 1 would still allow us to rely on the second term in 3.14 above, provided

κLεoxµ/tox � UBend0 β. We therefore need a high tunneling decay length i.e., low tunneling effective

mass, a long cantilever, a high dipole and a thin oxide. Needless to say, we also need good gate

control, αG → 1 (once reintroduced, it sits in front of the entire expression for ḡm).
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Figure 3.7: Comparison of the subthreshold swing with and without the addition of VDW forces.
With the VDW forces the cantilever is pulled down instantaneously shown in red, causing an improved
SS of 12 mV/dev. Without the addition of VDW forces from the gate, the fastest the voltage swing is
limited to thermal limit of 60 mV/dev as shown in dashed black line. Thus, proving the importance
of the VDW forces at the nano-scale limit on the subthreshold swing.

In Fig. 3.7, we compare our physical model with and without the addition of the VDW forces.

In the absence of the VDW forces, the performance is limited to 60 mV/decade and the cantilever

angle “theta” increases slowly, but with the VDW forces, the movement of the cantilever speeds up

significantly with the addition of the second minimum in the potential, lowering the SS to 12 mV/dev

(see Fig. 3.7C). Once the gate voltage increases enough to remove the local maximum shown in Fig.

3.3, the switching occurs by the tip of the cantilever making contact with the drain electrode.

3.6 Elasticity versus Dipole and Capacitive Forces

The cantilevers’ elasticity compared to the dipole moment and the electric field, alters as the size of

the cantilever changes. In the larger cantilevers, the electric field has much more dominant effect since

the gate to the surface area of the cantilever (A) is larger thus creating a very large capacitive force

compared to the dipole moment force. Whereas in the smaller cantilevers similar to the molecular or

the sodium/potassium ion gates, the dipole moment is much more dominant since the capacitive

area is extremely small, thus the capacitance is insignificant compared to the high dipole moment.
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Figure 3.8: Comparison of the model with the addition and removal of the dipole moments.. With
the additional of dipole moments to the model the switching characteristics change. Without the
dipole moment the pull-in happens at the 2/3 of the gap, where as with the strong dipole moments,
the transition becomes much more linear instead of parabolic and the sticking occurs at 1/3 of the
gap. The model captures the exactly the same switching behavior as in [12] when the dipole moment
is not included and the same design parameters are used (shown as dashed.)

As known in the ion gates, the dipole moments are the main mechanism behind the steep switching

behavior [64]. They move the ion channel gates steeply as the membrane voltage increases above a

threshold voltage with applied external current.

In the Fig. 3.8, we are making a comparison between two systems in which at first the dipole

moments dominates and in the second the electrostatic force dominates. For this test comparison,

the cantilever dimensions are kept exactly the same, but the dipole unit is scaled per length of the

cantilever to be large enough to demonstrate the physics better. In the case of electrostatic force

dominating, the exact switching behavior is captured with using the same dimensions and parameters

as in [12]. The switching behavior is parabolic until the pull-in took place at the 2/3 of the original

gap. The added stronger dipole moment makes the switching became much more linear and moves

the collapsing at the almost 1/3 of the original gap. In both the system, since electrostatic force

is present the switching voltage does not change significantly, but the switching distance from the

contact changes. This proves that the model proposed can capture both the larger systems where

dipole moment is insignificant and the smaller systems where dipole moment is more present over

the electrostatic force.

3.7 Hysteresis

When we execute the voltage-gated phase transition, the cantilever sticks to the drain. It is this

sticking force of adhesion that makes the angle change abruptly and cause its subthreshold swing to
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plummet. However, this means that for a reverse cycle, we will need to tear the cantilever away from

the drain by catapulting it with a high negative gate bias out of the deep VdW potential back to

the weaker parabolic potential. This adhesion creates a strong hysteresis loop, which bodes ill for

subthreshold swing, because the average slope over the loop becomes quite large even though the

walls of the loop remain steep.

Before we address ways to mitigate this loop, let us first discuss how this hysteresis will arise out

of our equations. Note that the entire physics is governed by a gate voltage driven transition from a

metastable to a stable state. For the forward swing, we move from a weak elastic potential to the

van der Waals, while for the reverse, we need to wait till the gate voltage raises the van der Waals

bottom substantially in order to exceed the bottom of the elastic potential. It’s evident however, that

if the voltages are varied very slowly near steady-state, i.e., given ample time, the cantilever would

spontaneously stick by bending over (finding its global minimum given infinite time), and thereafter

the hysteresis would disappear. It is therefore imperative to assume a finite scan rate for the gate

voltage VG(t), and calculate assuming that the time constants of the cantilever are slower than the

scan rate of the gate voltage. While this is trivially true in most experiments, in our model, this

means we can no longer assume an equilibrium Boltzmann distribution P (θ) ∝ e−βθ but solve the

Fokker-Planck equation with a time dependent gate voltage to extract the non-equilibrium behavior

of the cantilever including its hysteresis.

Thermal averaging over all possible angles captures the movements of the particles given an

infinite amount of time to relax. Given infinite relaxation time, the particles can move to the lower

energy point in the potential profile and reside there. This single switching voltage where either

particles shift from the local minima to global minimum or reverse, removes the hysteresis. If we

introduce the speed of the electron through the scan rate of the top-gate into our model, we start to

observe hysteretic behavior once again shown in Fig. 3.9.

The Fokker-Plank equation coupled with scan rate dependent numerical solution of the Landauer’s

theory allowed us to capture the movement of the particles given a relaxation time of particles

between the top-gate voltage scanning. In Fig. 3.9, we show the distribution of electrons movement

with two respectable scan rates: the slow scan rate (see Fig. 3.9A) where the particles keep residing

in the local minimum of the potential profile and the fast scan rate (see Fig. 3.9B) where the particles

lag behind the potential profile. These two residing and lagging behind movement of the particles
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Figure 3.9: (C) The numerical solution of the Fokker-Plank equation coupled with the Landauer’s
theory results in switching voltages that are dependent on the scan rate. As the scan rate (1/Tmax)
increases, the switching voltages shifts to right, more positive values, causing a hysteresis. (B) When
the scan rate is fast enough, the particles do not have time to follow the potential, resulting in a
delayed version of the Boltzmann distribution. Tmax = 1 represents the case with no hysteresis where
the scan rate and the movement speed of the particles are comparable (Particles can follow the rate
of change in the potential) (A). Tmax = 0.25 has a faster scan rate than the particles can follow
resulting in a delay in transition causing it to switch at higher gate bias.

are why the Hysteresis occurs in the microscopic systems. As the scan rate increases the switching

voltage delays further due to the particles lagging farther behind.

This microscopic model of hysteresis can be generalized for any system that have three different

time scales: fast, slow, and intermediate. Hysteresis occurs when the transition occurs in the

intermediate time scale between the fast and the slow. In the case of the NEMFETs, the slow time

scale is the particle relaxation speed and the fast time scale is the maximum possible value of scan

rate of the top-gate (giving electrons almost no time to relax or drift with the potential profile).

When the top-gate is driven with a slower scan rate than the speed of the particles, the particles

follow the same path way as the comparable scan rate then the speed of the particles, making no

change in the switching voltage. However, as the scan rate speeds up to an intermediate scan rate

value, the switching delays more and more causing a scan rate dependent switching voltage shown

previously in Fig. 3.9C.
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Figure 3.10: When the switching probabilities of the ion channels are investigated in membrane
voltage versus probability rather than the conventional time versus probability, there is a distinguished
hysteresis loop in all the switching probabilities (“n”, “m”, and “h”). These probability loops also
result in a hysteresis loop in the sodium and potassium currents. These loops keep repeating
themselves every time the axon compartment fires a new action potential.

3.8 Connections to the Voltage-Gated Ion Channels

One of the key features of the ion gates is the naturally occurring hysteresis seen when the gates are

visualized in terms of voltage versus current rather than the conventional voltage versus time. The

turning ON of the sodium channel is the initial channel to open, as shown with the red dashed curve

in Fig. 3.10. The green-dashed curve represents the shutting down of the sodium channel, so that

the net sodium ion flow could be stopped. As seen in the figure, there is a hysteresis in all the gating

variables (presents the opening and closing of the proteins in the ion channels) since they are similar

to the nano-mechanical relays modeled in this chapter. The attaching and detaching voltages differ,

thus giving the final sodium current with a much more hysteretic loop. Additionally, hysteresis exists

in the potassium current, but because it is modeled as only having one relay (see Fig. 1.7 for the

closed form of the potassium channel), the shape of the hysteresis in the current is similar to the

potassium gating variable.

When the flow of the sodium ions combines with the flow of the potassium ions, they form the

shape of the action potential and we identify a clear hysteretic loop that is similar to seen in the

nano-mechanical-relays. Fig. 3.11 shows the similarity by plotting both devices in terms of current

versus voltage. One of the main reasons as to why the shapes differ in both hysteresis loops is the

potassium overshoots the resting potential and hyperpolarizes the axon. For this reason, the upper

part of the hysteresis loop in the action potentials almost have zero current before suddenly spiking

upwards. The action potential has hysteresis because of the dipole forces in the cantilever shaped

proteins. In the NEMFETs, hysteresis is due to the attractive van der Walls forces and the dipole

forces. Because of this, each NEMFET should be used to model individual sodium and potassium

ion channels in the axon.
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Figure 3.11: Comparison of the action potential hysteresis versus NEMFET hysteresis. Because of
the overshoot of the potassium gates in the axon (dead-time), the loops differ in shape. The hysteresis
is seen in both systems when plotted in current versus voltage. In the NEMFETs, the hysteresis
occurs due to the different attaching and detaching voltages (due to the van der Walls forces). In
the action potentials, it occurs due to the individual hysteresis loops in the sodium and potassium
currents. NEMFET currents would be a better comparison with a single ion channel (sodium or
potassium), since the turning ON and OFF voltages differ similar to the nano-mechanical relays.

By comparing the steepness of the conductances of both the nano-mechanical relay and the sodium

conductance, we can identify that their subthreshold slopes are comparable. The fast switching

sodium ion channel has a subthreshold slope of 7.5 mV/decade [3] where as the modeled NEMFET

has 6.5 mV/decade slope (see Fig. 3.12). The NEMFET is one of the few solid-state components

that can achieve such low steep switching characteristics, proving them to a great candidate to model

the ion channels especially when using the model that incorporates dipole effects. The dipole model

switching is significantly more similar to the ion channels because the protein relays change shape

due to dipole moments rather than electrostatic forces.

Figure 3.12: Matching of the steep switching in the voltage-controlled sodium ionic channels [3] and
the nano-mechanical relays. With the use of dipole forces changing the shape of the proteins allowing
passive transport through, the sodium channels can switch with almost 7.5 mV/decade. If we use
the nano scale dimensions where the dipole forces are much more prominent than the electrostatic
forces, we achieve comparable steep switching of 6.5 mV/decade in nano-mechanical relays. This
proves that the NEMFETs can be used to model the ion channels and demonstrates their steep and
low power switching behaviors.



Chapter 3 Nano-Electro-Mechanical Relays 56

3.9 Limitations and Challenges

This chapter demonstrates how nano-mechanical relays are able to switch with a very sharp slope,

and how the OFF current can essentially be zero. However, there are a few critical concerns that

can still limit the overall performance of the nano-mechanical relays. The hysteresis loop in the

fabricated large nano-mechanical relay devices (in micron sizes) and the smaller dimension biological

and molecular components (in nanometer sizes) vary; even though the subthreshold slope is excellent

in both sizes. This major difference should not be ignored when scaling the devices to smaller

sizes. Since the capacitive forces are weaker in the smaller devices, the effect of the VDW forces is

more dominant than in the larger devices. These larger devices that have bigger capacitive area

lead to stronger capacitive forces. As the devices are aggressively scaled to nanometer sizes, the

nano-cantilevers develop wider hysteresis loops, thus effecting the performance in electronics. While

the devices are turning ON, the subthreshold swing will remain the same, however the average turn

OFF subthreshold swing will enlarge as the pull-out voltages increase. This large increase in the

pull-out voltage will increase the dynamic dissipation by orders of magnitude since it will affect

the scalability of the supply voltage. This is where the dipole forces might help to improve the

performance of the devices as shown in the Fig. 3.8.

As the devices scale down in size, their elasticity changes significantly. The smaller the cantilever

length, the harder the cantilever is to bend, thus the width of hysteresis increases. One significant

method of reducing this effect is to scale down the width of the cantilever as the length gets shorter.

Although the width scaling helps with the elasticity of the cantilever, it causes the ON-current to pro-

portionally scale with the width, thus once again affecting the performance of these nano-mechanical

devices. Also, the surface adhesion forces do not scale in terms of van der Waals, but become more

evident as the devices shrink to nanoscale dimensions.

A major limitation for nano-mechanical relays in high performance electronics is their switching

speed in comparison to that of CMOS devices. The speed of relays is limited by a mechanical delay

instead of capacitive charging or discharging. The mechanical delay in these relays is limited by the

turn-on delay because the cantilever has to travel the physical air gap in order to make contact with

the drain. The circuit speeds of the fabricated relays are in the orders of MHz, where state-of-the-art

CMOS devices can function in GHz regime. It is possible to improve the switching speeds of these

devices by shrinking the air gap dimension, but then the elasticity and the surface adhesion problems
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become more prominent, as described. Innovative material and device engineering may be able to

circumvent these limitations of scaling, speed, and hysteresis.

3.10 Conclusions and Contributions

Recently, hysteresis has attracted a lot interest from the neuroscience community due to its similarity

to the neurons and synapses of the brain. The hysteretic and steep switching behavior of the

nano-mechanical relays can be used to model the ion channels in the nervous system, allowing the

creation of circuits that can mimic the performance of axonal networks.

In this chapter, a physics based microscopic modeling of the nano-electro-mechanical relay is

presented. Our model captures important device behaviors, including the pull-in and pull-out voltages,

low sub-threshold slope, and considerable Ion/Ioff ratios. The importance of the adhesive forces,

van der Waals forces, and the length of the cantilever is identified and their effects on the low

subthreshold slope are demonstrated. We show a numerical methodology of solving the gate voltage

and time dependence and introduce the connections between the gate voltage scan rate and hysteresis.

Finally, this chapter introduces a top level comparison of the current-voltage characteristics of

nano-mechanical relays and ion channels.



Chapter 4

Conclusion

4.1 Summary

The purpose of this dissertation is to develop and understand the physics behind the operation

of the nervous systems’ low power components (with specific focus on the elements used in the

generation of action potentials in the axonal networks) through modeling electronic ratchets and

nano-electro-mechanical relays. In the absence of global potentials, the ratchet-like mechanisms of

the nervous system move ions by using flashing asymmetric potentials, powered by non-equilibrium

conditions. The axonal network consists of switches that are similar to those found in relays as they

have steep switching and hysteresis characteristics that generate electrical signals in the axon.

To extend the biological concept to a solid-state device, electronic ratchets are modeled using

an AC clock and a series of potentials created by interdigitated electrodes. The non-equilibrium

electronic ratchet is modeled in both the classical and quantum limits. This work proves how

such a flashing ratchet device can be cascaded to create universal Boolean logic. Simulations and

analytical derivations are used to explain any possible energy-saving advantages arising from reduced

dynamic and static dissipation as in the low-power ion pumps. We outline limitations exposed by the

simulations of our studied device geometries, namely, the importance of switching to current-driven

(as opposed to voltage-driven) logic. Voltage-controlled current sources can reduce the dynamic

dissipation that is associated with charging and discharging capacitors to almost zero. Finally, this

work identifies the connection between electronic ratchets and low-power ionic pumps in the axonal

networks by demonstrating how both devices take advantage of non-equilibrium conditions and utilize

58
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a symmetric potential to operate power efficiently.

A physics based microscopic model of the nano-electro-mechanical relay is presented to improve

understanding of the steep switching. By using our model, important device behaviors are captured,

including the pull-in and pull-out movements, low subthreshold slope, and considerable Ion/Ioff

ratios. The importance of the adhesive forces, van der Waals forces, and the length of the cantilever

is identified and their effects on subthreshold slope are characterized. We identify the results of

both the dipole and capacitive based switching on the elasticity of the cantilever and analyze for

switching performance. A numerical methodology for solving the gate voltage and time dependence

is demonstrated and connections between the gate voltage scan rate and hysteresis are introduced.

This work summarizes the limitations identified by the model, the effects of adhesive, dipole, and

capacitive forces on scaling of the cantilevers. Finally, possible connections between the neurons and

the nano-mechanical relays are investigated in terms of steep switching and hysteretic behavior.

4.2 Future Research Extensions

4.2.1 Bio-Inspired Learning with Nano-Mechanical Relays

For future research, multiple investigations based on the models developed in this dissertation can

be used to extend the understanding of the neural networks. A significant study would implement

the biologically-inspired learning devices using the hysteresis in the nano-mechanical relays. Simple

synaptic devices with a spike-timing-dependent synaptic plasticity (STDP) learning function can

Figure 4.1: Control flow of the synapses composed of a three terminal nano-mechanical relay. The
naturally occurring hysteresis in a current-voltage relationship can be utilized to implement the STDP
learning mechanism. The all-or-nothing change in the conductance of the channel by applying a gate
voltage can aid the system in memorizing conductance and can be maintained without fluctuations.
Pre-voltage and post-voltage signals can be controlled by using the circuitry shown in [13].
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Figure 4.2: This figure shows the peristaltic movement wave of the esophagus during swallowing,
which allows the food to move in one direction. A possible implementation of peristalsis on the
electronic ratchets is using multi-phase clocks (The turning ON of the first clock is followed by the
turning ON of a phase-shifted second clock as the first clock turns OFF). This multi-clock system
allows a net flow to the right with minimal back-flow of particles. Since the particles always drift
from one well to the next and do not have time to diffuse equally, the ratchets in smaller scales can
be implemented without the need of THz clock frequencies.

realize brain-like processors. The STDP is the learning mechanism of the mammalian brain synapses.

A few studies have implemented this concept with the memristors in the form of a neuristor (memristor

in series with a capacitor), but because of the steep and low-power switching arguments made in

this thesis, the nano-mechanical relays can be a better replacing element and should be further

investigated (See Fig. 4.1). Also, a more intensive mapping of these nano-mechanical relay equations

to the widely known and accepted Hodgkin and Huxley equations can provide further insights on

developing lossless long distance communications and fire action potentials in circuit level simulations.

In theory, combining low low power ratchets and the steep switching nano-mechanical relays can

enable long distance communications.

4.2.2 Electronic Ratchet with Peristaltic Asymmetric Potential

The performance (mostly speed) of the ratchets can be improved by implementing the peristalsis

movement of the esophagus in addition to the asymmetric flashing potential. Using a wave-like

pattern instead of the sin wave turn ON and OFF potential profile, the particles can be shifted

directionally at lower clock frequencies, as shown in Fig. 4.2. The only problem with implementing

this kind of design is the simultaneous timing of the clocks, which, like in CMOS, would affect the

adiabatic switching properties of the ratchets.
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Figure 4.3: With the addition of the third contacts, the effect of the hysteresis begins to disappear
as the voltage-bias is increased. Once the depth of the well is the same as the asymmetric potential
of the third ratchet-like interdigitated contacts, the pull-in and pull-out are collapsed, thus enabling
the use of nano-mechanical-relays for digital applications. As seen in the simulations above, the
asymmetric potential removes the van der Walls well and enables the particles to drift back to the
original potential well.

4.2.3 Hysteresis Free Nano-Mechanical Relays

An interesting continuation of this work could involve combining the nano-mechanical relay design

with interdigitated contacts similar to the interdigitated ratchet designs. The third contact can

help remove the hysteretic behavior of the nano-mechanical relays, thus making them a better

candidate for high performance applications. In Fig. 4.3, we demonstrate this effect by adding three

different ratchet potentials to the nano-mechanical relays. As the height of the asymmetric potential

is increased with more applied bias, the hysteretic behavior begins to disappear. The pull-in and

pull-out switching voltages become almost become the same when the height of the asymmetric

potential matches the depth of the van der Walls well. With this potential design, both the stability

of van der Walls and the low average subthreshold slope (being less than 60 mv/decade required for

high performance transistors) can be achieved.



Appendix A

Action Potentials: Analog

Computing

The efficient, optical propagation of signals is critical to a range of systems from underwater coaxial

cables to neural system to nano-networks. The issues at hand are somewhat universal namely,

transmitting the information at maximal bit-rate with minimal distortion, maintaining maximal

fidelity, and minimal energy cost. While the solutions for large scale systems have been established

over the decades of research, the trade-off alter drastically as we proceed towards smaller, nano

scale systems. For instance, sending a signal at constant speed with a constant pulse shape requires

both phase velocity and the attenuation to be frequency independent. Classical transmission lines

can accomplish this using match filter, for instance, by inductively loading cable with a metal of

high magnetic permeability. However, it is not practical for smaller systems such as for neural

communication in the brain or the nano scale on chip interconnects. Thinning down the transmitting

wires requires larger, more burdensome inductive loading elements, while simultaneously slowing

down the signals, making computation quite inefficient.

In biology, after years of evolution and optimization, we do not face the same computation

problems and limits that we encounter in the state-of-the-art CMOS circuits. Neural networks

address these problems substantially different and quite cleverly by using series of switches and

batteries to remove the signal decay and maintain the shape and velocity of the propagating signals.

As we get into the nano scale CMOS dimensions, electron tunneling becomes one of the most

significant device problems [1]. However in biology, due to the large ionic masses, no tunneling occurs,
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Figure A.1: The voltage-controlled potassium (purple) and sodium (orange) ion channels. They
mechanically change shape when the sodium (Na+) rich positive potential on the outside from the
potassium (K+) rich potential on the inside of a axon is changed by an external pulse. They allow
transport of the ions passively where as the adenosine triphosphatase based sodium-potassium ion
pump within a cell membrane restores the membrane potential actively.

allowing fast and short distance communication [84]. Also instead of trying to minimize noise and

thermal energy, neurons utilize them to maximize the performance as seen in neurons [85]. They

parallelize communication by using flexible routing of interconnects (axons). These is almost similar

to the way the industry is shifting towards to improve the performance of the modern computers.

In the past, we were only scaling the sizes of the individual transistors, but in the last decade the

multi-core processors are started to be used in order to parallelize the work load and improve the

performance.

A.1 Information Encoding in the Neurons

In neural networks, traveling signals called the action potentials (APs) are the way neuron communi-

cates information down an axon to another neurons. They are short-lasting electro-chemical events

in which the electrical potential of a cell membrane rapidly increases followed by a decrease when

excited by an external signal pulse. APs are also known as “nerve impulses” or “spikes”. These

analog signals are sent along transmission lines (axons), with non-linear repeaters (ion pumps and
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Figure A.2: The information (bits) in neural networks is stored between the time intervals of two
successive electrical pulses. Neurons use this different differential pulse position modulation technique
since it is the most power efficient way of encoding information. Two main ways to maximize the
bit-rate per joule in the neural networks: First by squeezing the pulse width in the cost of increasing
the overall cost of spike generation. Second by decreasing the time between two successive pulses in
the cost of distorting the information stored between two pulses.

voltage-gated ion channels). They are all-or-none events, there is no such spike as a big or small AP.

Their properties such as height and velocity are characterized by the axon they travel though. The

ion pumps and voltage-gated channels allow the polarity of the inside of the membrane to change

actively or passively as ions pass through them (Fig.A.1).

Information is stored and transmitted by using the pulse position modulation scheme rather than

the pulse amplitude modulation in CMOS. Information is coded by using inter-spike interval (ISI) in

Figure A.3: The information (bits) in neural networks is stored between the time intervals of two
successive electrical pulses. Neurons use this different differential pulse position modulation technique
since it is the most power efficient way of encoding information. Two main ways to maximize the
bit-rate per joule in the neural networks: First by squeezing the pulse width in the cost of increasing
the overall cost of spike generation. Second by decreasing the time between two successive pulses in
the cost of distorting the information stored between two pulses.
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Figure A.4: Bits per second vs. ISI: As the time between two successive pulses increase, the number of
Bits/Sec decreases assuming the gamma distribution with varying the mean. Shorter the separation
between the more bits per second the axonal network can carry. Energy vs. ISI: As the time between
two successive pulses increase, the energy of generating a spike changes also since the overlap of
sodium and potassium currents differ. There is a peak point in which the cost of generating a spike
becomes too expensive, so the neurons optimized by the axon properties avoid generating spikes at
tho given ISI.

which it is stored in the time between two successive spikes (see Fig.A.3) [86, 87]. ISI coding can pro-

vide additional information with the same bit-rate since the frequency or the number of spikes increases

as the intensity of the stimulus increases. Also, the cost of neural communication is determined by

the velocity of the AP and the bit-rate is optimized when the energy costs are taken in account [88, 89].

The neural networks like to propagate as many signals as possible with a constant velocity. One

way to maximize the bit-rate is simply to pack in successive pulses closely (Fig.A.3), but increasing

the pulse to pulse overlap would distort their shapes to that trailing and leading edges cannot

be discerned accurately to clock their arrival and departure. Alternatively, one can squeeze each

individual pulse by increasing the overlap between the opposite sodium and potassium currents, thus

increasing the total energy cost. The neurons operate with maximizing the bit-rate per joule with

a given threshold on the distortion, and using the axon properties to construct the optimal pulse

shape, by varying the separation between the sodium and potassium currents.

The average number of bits in the ISI is calculated by using Shannon’s entropy, which quantifies

the expected value of bits contained in a message. The Shannon’s entropy is computed numerically

using a gamma distribution with varying the mean [90]. Below a certain minimum time interval

between spikes and a certain time required for the axon to get back to resting potential is called

dead-time. Information is distorted and can not be stored or transmitted. The maximum message
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rate is limited by the absolute dead-time while the information per pulse will be controlled by

the probability distribution of a pulse. Fig.A.4 shows that as the separation between two spikes

increase, the number of bits/sec decreases. As the ISI time changes, the overlap of the sodium and

potassium currents differ, thus impacting the cost of successive pulse generation. When the energy

per adenosine triphosphate (ATP) is calculated by extracting the area of the sodium and potassium

currents overlap (Fig.A.4), the cost of generating a single spike can be calculated. There is a very

important relationship between the velocity of a spike and the ISI separation (Fig.A.5) [88]. Due to

the distortion of the signals as pulse separation decreases, the velocity of the spikes change [91]. For

slower action potentials, the overlap increases thus costing more the spike generation. The neural

networks optimize the energy of the spike generation by changing the ISI time to get the maximum

bit-rate per joule.

A.2 Physics of an Action Potential

Understanding the signal generation in an axonal system requires delving into the individual current

components comprising the signal. The action potentials are initiated and transmitted through an

axon with the help of the voltage-controlled ion channels and ionic pumps [41]. When not firing a

signal, the lipid bilayers separate a sodium rich positive potential on the outside from a potassium

rich negative potential in the inside (Fig.A.6). This potential difference across the membrane at rest is

called the resting potential and with using the Nernst equation can be explored. The Nernst equation

considers the valence, outside, and inside concentrations of the ions being considered. In a typical axon

at start, both the sodium and the potassium the channels are shut when the membrane potential is at

resting potential. When an external signal in the form of a traveling wave arrives and it increases the

Figure A.5: As the time between two successive pulses increase, the velocity of the action potential
generated changes due to the distortion between the two signals. This change in the velocity has a
huge impact on the energy of generating a spike changes since the overlap of sodium and potassium
currents differ. As seen in the figure, for a slower spike, the overlap increases thus the overall cost of
generating single spike goes up.
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Figure A.6: Action potential spiking mechanism: Opening and closing times of the sodium and
potassium channels during the initiation of an action potential. First the sodium channels are
activated and followed by the potassium channels to create a traveling spike.

membrane voltage in the amounts of a predefined threshold voltage. The threshold voltage is a sum

of potential decreases at the axon hillock and that’s why the action potentials are all-or-nothing events.

The increased voltage difference between the inside and outside of the cell, generates an elec-

tromagnetic field strong enough, that it induces a conformational change in the potassium channel.

The membrane voltage change distorts the shape of the channel protein (the relay) enough that

a physical cavity/gap opens and admits the Na+ ions influx to occur across the membrane. The

sodium ions want to move from a high concentration to a low concentration to create equilibrium, so

they flow inward, further increasing the membrane potential and opening even more sodium channels.

The opening of all the available sodium channels results in an upswing of the membrane potential.

This stage is defined as the ”depolarization” which means a decrease in the absolute value of the

membrane potential. This rapid influx of sodium ions reverses the polarity of the membrane, causing

the sodium channels to start deactivating rapidly. As the sodium channel closes, the sodium ions

can no longer flow inward passively and they are need to be actively transported out of the cell

membrane by the ion pumps.

The potassium ion channels are activated the same way as the sodium channels by mechanically

moving the relay allowing an outward flow of the K+ ions. This stage is called the ”repolarization”

where the absolute value of membrane potential increases. The electrochemical potential returns back

to resting value, but since the potassium channels do not respond immediately to their voltage-gated



Chapter A Action Potentials: Analog Computing 68

Figure A.7: Ultrafast potassium channel activation of 7.5 mV/decade from the Hodgkin and Huxley
experiments. The channel goes under a conformational change to create a physical gap for the ions
to pass through the channel membrane.

properties (they are time-dependent as well), thereby overcompensating and ”hyperpolarizing” the

channel. This undershoot is expected before the membrane settles back to rest. In general, since

the resting potential of a neural membrane is negative, signals take the form of increasing to a more

positive value.

Ultimately the channels (switches) close, and a series of sodium-potassium pumps (battery) opens

and continuously move ions against the their concentration gradient actively by using energy-storing

molecules called ATP. The ATP synthesis actively pumps 3 Na+ ions out of the cell, at the same

time pumping 2 K+ ions into the cell to restore the ionic gradient. This transient negative shift in

the membrane potential due to the additional potassium currents is called the dead-time. The net

outcome is a voltage pulse with a characteristic shape that propagates directionally along the axon,

alternatively opening and closing the switches and batteries. This system is modeled well empirically

as a traveling wave driven by a series of nonlinear voltage-gated conductances that help charge the

capacitor. Another very significant property of the dead-time is it is almost impossible to generate

action potentials in the dead-time [91].

A.3 Hodgkin and Huxley Model

Alan Hodgkin and Andrew Huxley began a series of experiments to visualize the ionic current

flow in the channels and to represent the channels opening and closing mechanism with math-

ematical equations. They used a voltage clamp, which is a tool that converts ionic current to
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Figure A.8: The Hodgkin and Huxley electrical equivalent circuit for a squid giant axon. The
capacitor represents the capacitance of the cell membrane; the two variable resistors represent
voltage-dependent Na+ and K+ conductances, the fixed resistor represents a voltage-independent
leakage conductance and the three batteries represent reversal potentials. The probability of opening
and closing of the ion gates are similar to the FETs. Sodium gate is regulated by m(t) like a NMOS
and h(t) like a PMOS. m(t) to third exponent represents the fast opening of the sodium gate where
as h(t) represents slow shutting of the sodium gate.

electrical current. This allowed them to probe the cell and measure the transmembrane potential

while applying a constant voltage to the cell (Fig.A.7) [92, 93]. With the constant voltage, they

can measure the ionic conductance changes without the influence of the voltage dependent parameters.

Using the voltage clamp, Hodgkin and Huxley applied various transmembrane voltages and

recorded the changes in the ion currents and started to identify the signs of an action potential.

Between certain ranges of potential, there was an odd shift in the ionic currents and by blocking the

either one of the sodium or potassium using tetrodoxin or tetrathylammonium, they were able to

plot the individual ionic currents.

In 1952, they published series of articles, which introduced the basic processes underlying the

communication between nerve cells [92]. Their research was based on electro-physiogical experiments

on a giant axon squid to understand how action potentials in neurons are initiated and propagated.

They developed series of mathematical equations (Hodgkin and Huxley model), which approximated

the electrical characteristics of individual ionic currents by using the a relationship between conduc-

tance and transmembrane voltage. They developed a simple circuit made of only capacitors, resistors,

and batteries to mimic the cell membrane and the ionic currents (Fig.A.8).
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A.3.1 Hodgkin and Huxley Circuit and Empirical Equations

Hodgkin and Huxley modeled the semi-permeable cell membrane as a capacitor, which is separating

the inside of the cell to outside [92]. If an external current were injected to the system, it would

either add further charge to the capacitor or leak through the cell membrane into the cell, causing a

concentration gradient between inside and outside. The capacitive currents across the cell membrane

can be described as the sum of changes in the voltage across the membrane (Vm) and ion currents

caused primarily by sodium and potassium and other leakages. The leakage currents take care of

other channel types that are not modeled explicitly like the chloride. The ion currents are defined by

their conductance (g, with the Na+ and K+ conductance being voltage depended), their equilibrium

potentials (E) and the probability of the channel gates being open or close (m, n, h).

Iext = Cm
dVm
dt

+ Iion

Iext = Cm
dVm
dt

+ gNam
3h︸ ︷︷ ︸

GNa(V, t)

(V − ENa) + gKn
4︸ ︷︷ ︸

GK(V, t)

(V − EK) + gL︸︷︷︸
GL

(V − EL) (A.1)

The equations A.1 shows the conservation of the electric charge in the membrane, once a current is

applied, it can either add further charge to the capacitor or pass through the specific ion channels.

The standard Hodgkin and Huxley model expands into a set of four differential equations that are

fitted from the experimental data of 1952:

dm

dt
= αm(V )(1−m)− βm(V )m

dh

dt
= αh(V )(1− h)− βh(V )h

dn

dt
= αn(V )(1− n)− βn(V )n (A.2)

The Hodgkin and Huxley equations only include three types of channel, which are characterized

by their conductance: sodium, potassium, and leak (chloride). The leakage channel has voltage-

independent conductance, where are the sodium and potassium conductance is dependent on both

voltage and time. If all channels are open, the channels transit ions with maximum conductance

of gNa and gK , however in reality some of the channels will be blocked. To capture this behavior,

Hodgkin and Huxley included opening probabilities that were controlled by the additional gating

parameters of m, n, and h (Eq. A.2). The combination of m and h controlled the ultrafast sodium

channels and n controlled the potassium gates (Fig.A.9).
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Figure A.9: The numerical solution of Eq. A.1 of the Hodgkin and Huxley model showing the
membrane voltage vs. time after the axon is excited by an external pulse. The m(t), n(t), and h(t)
show the probability of an ion channel opening and closing in time and Eq. A.2 and Eq. A.3 are used
to calculate the values. The m represents the probability of the fast-time scaled sodium channels
opening where as the n shows the potassium channel probability. h demonstrate the slow time-scale
closing of the sodium channels.
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(
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)
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1
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βn(V ) = 0.125 exp

(
−(V + 65)

80

) (A.3)

The three gating parameters are determined by the voltage dependent α and β, which are

empirical functions that were adjusted by Hodgkin and Huxley to fit the experimental data of the

squid axon in Eq. A.3. The equation for the each gating parameters can be rewritten as in a more

generic form of

dx

dt
= − 1

τx(u)
[x− x0(Vm)] (A.4)

where x stands for m, n, or h and for a given fixed voltage Vm, the gating variable approaches to the

value of x0(Vm) with a time constant of τx(u). This way a better comparison between the gating

particles can be done, however it is still hard to develop an understanding in terms of electronics

from these complicated and unphysical equations.
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Figure A.10: The fitting of the rate constants with the Fermi-Dirac equations, resulting in a almost
perfect fit of the current-voltage curves of a firing action potential. The individual currents for
sodium, potassium, and leak and the gating particles m(t), n(t), and h(t) are with in one percent
fitting tolerance when the Eq. A.5 is used instead of Eq. A.3.

A.3.2 Fermi Function fitting of Hodgkin and Huxley

Instead of using the unphysical exponential function for the αs and βs from the original Hodgkin

and Huxley equation, we used a simple well understood formula in electronics, Fermi-Dirac functions

to fit the rate constants. The specific form selected to fit all the αs and βs for m, n, and h is

f(V ) =
1

exp

(
V − v0

kT

)
+ 1

∗mt (A.5)

where the fitting parameters are v0, kT , and mt [94]. The v0 accounts for the turning on voltage,

kT accounts for the speed of turning-on (thermal temperature), and the mt is an outside multi-

plier to fit the m values since their rate constants are not limited between 0 and 1. The table

A.1 shows the values selected for each gating parameter. In this form, the kT is the most impor-

tant parameter since it has a direct correlation to the turning on speed with the outside parameter m0.

Table A.1: Fitting Parameters for Equation A.5

αn βn αm βm αh βh

v0 -1.8 -202 18.2 -114 -107 -30

kT -21 73 -24.2 17 18.3 -10

mt 1 1 10.7 100 1 1
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The figure A.10 shows the matching of the Fermi-Dirac results with the original Hodgkin and

Huxley equations. As seen from the figure, action potentials and ionic currents match significantly

with the results although there are small mismatches in the heights of the action potential. These

Fermi-Dirac results help us understand importance of the thermal temperature, the kT parameter.

From the derivatives of the αs and βs, one can see that m has the highest absolute slope, followed by

the n and h. Analyzing the parameters in table A.1 can also derive the same conclusion. The highest

value out of the six fitted equations is as expected the steep sodium turning on. One important

factor to point out is the αs and βs kT values differ from each other. This shows that the action

potential is a non-equilibrium system which actually utilizes the thermal atmosphere surrounded by.
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